
Appendix E

Wave operators for time dependent potentials

The goal of this chapter is to construct wave operators for some time dependent per-
turbations of a constant coefficients operator. We consider a reference operator P0
independent of time, and a perturbation of P0 of the form P.t/ D P0 C V.t/, given
in terms of a time depending potential V.t/. Our goal is to construct a “wave opera-
tor” B.t/ such that

.Dt � P.t//B.t/ D B.t/.Dt � P0/: (E.1)

We did something similar in Appendix A in the autonomous case, when V.t/ does
not depend on time, and is given by a potential smooth and decaying in space. Here,
we shall have to consider a potential V.t/ that depends on time. As mentioned in the
introduction of Chapter 6, a scalar model for the kind of operators P.t/ we want to
consider is given by

Dt � p.Dx/ � t
� 12
" Re

�
c.x/hDxi

�1eit
p
3
2 /; (E.2)

where p.�/ D
p
1C �2 and c is in �.R/. The potential perturbing the autonomous

problem is given here in terms of

t
� 12
" c.x/hDxi

�1e˙it
p
3
2 :

As a function of x, this is still a smooth rapidly decaying function, but we have now
also t dependence. On the one hand, this time dependence might be considered as
an advantage, since it makes the potential smaller and smaller as time growth. On
the other side, it makes impossible to use stationary arguments in order to construct
wave operators. Of course, there are well known results concerning scattering by time
dependent potentials. We refer for instance to the book of Dereziński and Gérard [23],
in particular Sections 3.3 and 3.4. Though, these results would not apply to our prob-
lem, as they demand better time decay of the potential and of its space derivatives
as the one we have in (E.2). We thus have to construct B.t/ by hand, composing
(E.1) at the left with Fourier transform, at the right with inverse Fourier transform
and defining a wave operator through iterated integrals.

E.1 Statement of the result

In order to state the result, we have to introduce some notation.

Definition E.1.1. Let a; b be in N, m � 0, � � 0. We denote by †�;m0;0 the space of
functions .t; �; �/ 7! q.t; �; �/ defined on Œ1;C1Œ�R �R, with values in C, that are
Lipschitz in time, smooth in .�; �/, and satisfy for any N in N, any j D 0; 1, any
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t � 1, any .�; �/ 2 R2, any .˛; ˛0/ 2 N2,

j@
j
t @
˛
� @
˛0

� q.t; �; �/j � C˛˛0N "
�t�m�j hj�j � j�ji�N : (E.3)

We denote by †�;m
a;b

the space of functions q of the form q D . �
h�i
/a. �
h�i
/bq1 with q1

in †�;m0;0 .

Example. Let us give an example of functions in the preceding class. Let qD qj;.k;`/,
where qj;.k;`/ is one of the functions defined in Lemma 6.1.1. Assume that these
functions are defined and satisfy (6.18) or (6.19) for t in some interval Œ1; T � with
4 � T � "�4Cc . Extend this function to Œ1;C1Œ by

q.t; �; �/1t<T C q.2T � t; �; �/1t>T�0
� t
T

�
; (E.4)

where �0 2 C1.R/ is equal to one on ��1; 5
4
� and to zero on Œ7

4
;C1Œ. If we denote

this extension still by q, we get a Lipschitz function of time on Œ1;C1Œ that satisfies
(6.18) or (6.19) for any t � 1. Notice that these inequalities imply estimates of the
form (E.3) when we take T in (E.4) smaller than "�4Cc for some c > 0, so that (E.4) is
supported for t � C"�4Cc . Actually, writing for any m 2 �0; 1

2
Œ, t�1=2" � t�m"1�2m,

it follows from (6.18) that q belongs to †�;m0;0 if � D min.1 � 2m; 3c� 0=4/ > 0. In the
same way, under condition (6.19), we obtain an element of †�;mC1=20;0 . The matrix Qj
of Lemma 6.1.1 has thus entries in †�;m1;1 .

We consider in this section an operator V defined in the following way. Assume
that we are given matricesQj with entries in†�;m0;0 form > 0; � > 0 and �2 � j � 2.
Let �j D j

p
3
2

and define

V.t/ D

2X
jD�2

ei�j tKQj ; (E.5)

where, when q is in †�;m0;0 , and f is a scalar-valued function, Kqf is defined by

1Kqf .�/ D
Z
q.t; �; �/ Of .�/ d�; (E.6)

and when Qj is a 2 � 2 matrix, and f is C2-valued, KQj f is defined in the natural
way. We shall assume also that operator V satisfies

V.t/N0 D �N0V.t/ (E.7)

with N0 D Œ 0 11 0 � (see (6.9)) and that V.t/ preserves the space of odd functions. If

P0 D

�
p.Dx/ 0

0 �p.Dx/

�
;

we define
P.t/ D P0 C V.t/: (E.8)
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We want to construct a family of operators B.t/ so that, for any f in L2.R/ such that
.Dt � P0/f is in L2.R/ for any t ,�

Dt � P.t/
�
B.t/f D B.t/.Dt � P0/f: (E.9)

We shall prove:

Proposition E.1.2. For any t � 1, let V.t/ be a bounded operator onL2.R/. Assume
that t 7! V.t/ is compactly supported and define for any t � 1, n 2 N�,

Bn.t/ D .�i/
n

Z nY
jD1

e�i�jP0V.t C �j /e
i�jP010<�1<���<�n d�1 � � � d�n; (E.10)

where, for non-commuting variables A1; : : : ; An,
Qn
jD1Aj denotes A1A2 � � � An. Set

also B0.t/ D Id. Assume that for any f in L2.R/, one may find a sequence .˛n/n
in `1 such that one has

sup
t�1

kBn.t/f kL2 � ˛n: (E.11)

Define

B.t/f D

C1X
nD0

Bn.t/f; (E.12)

that exists because of our assumptions. Then B.t/ solves equation (E.9). Moreover,
define C0.t/ D Id and for n in N�,

Cn.t/ D i
n

Z nY
jD1

e�i�jP0V.t C �j /e
i�jP010<�n<���<�1 d�1 � � � d�n: (E.13)

If we assume that the analogous of (E.11) holds for Cn, and define then C.t/ as in
(E.12), one has

B.t/C.t/ D C.t/B.t/ D Id: (E.14)

Proof. Let us denote A.t; s/ D �ie�isP0V.t C s/eisP0 . Then

ŒDt �Ds; A.t; s/� D ŒP0; A.t; s/�

and by (E.10)

Bn.t/ D

Z nY
jD1

A.t; �j /10<�1<���<�n d�1 � � � d�n (E.15)

so that

ŒDt � P0; Bn� D

Z
.D�1 C � � � CD�n/

� nY
jD1

A.t; �j /
�
10<�1<���<�n d�1 � � � d�n

D �

Z nY
jD1

A.t; �j /.D�1 C � � � CD�n/10<�1<���<�n d�1 � � � d�n

D iA.t; 0/Bn�1.t/:
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Using (E.8), and making the convention B�1.t/ D 0, we rewrite this as

.Dt � P.t//Bn.t/ D Bn.t/.Dt � P0/ � V.t/.Bn.t/ � Bn�1.t//:

If we denote by Sn.t/ D
Pn
n0D0 Bn0.t/ the partial sum, we get

.Dt � P.t//Sn.t/ D Sn.t/.Dt � P0/ � V.t/Bn.t/: (E.16)

If we make act this on a function f in L2.R/ such that .Dt � P0/f is in L2, we get
when n goes to infinity, in view of (E.11) and (E.12), the conclusion (E.9).

We still have to show that C.t/ is the inverse ofB.t/. To this end, let us denote for
j D 0; : : : ; n � 1, 'j .�j ; �jC1/ D 1�jC1>�j and rewrite the definition of Bn.t/ given
in (E.15) as

Bn.t/ D

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

n�1Y
j 0D1

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n;

where �.�1; : : : ; �n/ D
Qn
`D1 10<�` . In the same way, (E.13) may be written as

Cn.t/ D .�1/
n

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

n�1Y
j 0D1

.1 � 'j 0/.�j 0 ; �j 0C1/ d�1 � � � d�n:

We thus get for 1 � ` � n,

C`.t/ ı Bn�`.t/ D .�1/
`

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

`�1Y
j 0D1

.1 � 'j 0/.�j 0 ; �j 0C1/

�

n�1Y
j 0D`C1

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n

using the convention
Q0
jD1D

Qn�1
jDn D 1. This may be rewritten for `D 1; : : : ; n�1,

C`.t/ıBn�`.t/ D .�1/
`

Z nY
jD1

A.t; �j /�.�1; : : : ; �n/
Ỳ
j 0D1

.1 � 'j 0/.�j 0 ; �j 0C1/

�

n�1Y
j 0D`C1

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n

� .�1/`�1
Z nY
jD1

A.t; �j /�.�1; : : : ; �n/

`�1Y
j 0D1

.1�'j 0/.�j 0 ; �j 0C1/

�

n�1Y
j 0D`

'j 0.�j 0 ; �j 0C1/ d�1 � � � d�n:
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It follows that
Pn
`D0 C`.t/Bn�`.t/ D 0when n � 1, which impliesC.t/ıB.t/ D Id.

In the same way B.t/ ı C.t/ D Id.

In the rest of this chapter, we shall show that the preceding proposition may be
applied to an operator of the form (E.5), if one makes convenient assumptions on
the Qj . Moreover, we shall obtain for the operators B.t/ and C.t/ estimates in other
spaces than L2. More precisely, we shall prove the proposition below, where we use
the following notation. Set, according to (D.34),

L˙ D x ˙ tp
0.Dx/; L D

�
LC 0

0 L�

�
(E.17)

so that
ŒDt � P0; L� D 0: (E.18)

In the following sections, we shall prove:

Proposition E.1.3. LetBn.t/ and Cn.t/ be defined respectively by (E.10) and (E.13),
in terms of V given by (E.5) with Qj a 2 � 2 matrix of elements of †�;m1;1 , for some
� > 0 small, some m 2 �0; 1

2
Œ, close to 1

2
. Then for " small enough, (E.11) and the

corresponding inequality for Cn.t/ holds, so that

C1X
nD0

Bn.t/ D B.t/ and
C1X
nD0

Cn.t/ D C.t/

are well defined as operators acting on L2.R/. Moreover, the operators B.t/, C.t/
are bounded on H s.R/ for any s � 0 and satisfy for small ı0 > 0,

kB.t/ � IdkL.H s/ � C"�t�mCı
0C 14 ;

kC.t/ � IdkL.H s/ � C"�t�mCı
0C 14 :

(E.19)

One may also write for any f in L2.RIC2/ such that Lf 2 L2.RIC2/,

L ı C.t/f D QC.t/Lf C QC1.t/f; (E.20)

where

k QC.t/ � IdkL.L2/ � C"
�t�mCı

0C 14 ; (E.21)

k QC1.t/kL.L2/ � C"
�t
1
2�m: (E.22)

Moreover, under condition (E.7), one has

B.t/N0 D N0B.t/; C.t/N0 D N0C.t/ (E.23)

and if V.t/ preserves the space of odd functions, so do B.t/ and C.t/.
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E.2 Technical lemmas

In this section, we prove some technical lemmas that will be used to obtain Proposi-
tion E.1.3.

Lemma E.2.1. For �; �; � real, denote

�˙.�; �; �/ D h�i ˙ h�i C �: (E.24)

There is C > 0 such that for any � in R, any t � 1,Z
j�˙.�;�;�/j<1

ht�˙.�; �; �/i
�1 d� � Ct�

1
2 ; (E.25)Z

j�˙.�;�;�/j<1

ht�˙.�; �; �/i
�1 j�j

h�i
d� � Ct�1 log.1C t /: (E.26)

Proof. We compute first the integrals over the domain � � c or � � �c for some con-
stant c > 0. On these domains, � 7! � D �˙.�; �; �/ is a change of variables, whose
Jacobian has uniform lower and upper bounds. The corresponding integrals are thus
bounded by

C

Z
j� j<1

ht�i�1 d� � Ct�1 log.t C 1/:

We compute next the integrals for j�j < c. If c is small enough, we may write on this
domain

�˙.�; �; �/ D �˙.�; 0; �/C g.�/
2;

where g.0/ D 0, g0.0/ ¤ 0, so that we may bound the two integrals (E.25) and (E.26),
respectively, by

C

Z
j� j<c0

h�C t�2i�1 d�; C

Z
j� j<c0

h�C t�2i�1j�j d�;

where c0 > 0 is some constant, and � is some real number depending on �; �; t . These
two integrals are smaller than the right-hand side of (E.25) and (E.26), respectively,
uniformly in �.

We study now composition of operators defined by (E.6) from symbols in the
classes of Definition E.1.1, and we prove also Sobolev estimates for such operators.

Lemma E.2.2. The following statements hold.

(i) If ` is in N, set �.`/ D 1
2

if ` D 0 and let �.`/ be strictly smaller than 1
if ` � 1. Let N � 2. There is a constant C > 0 such that if two functions
q1; q2 satisfy estimates

jq1.�; �/j � K1hj�j � j�ji
�N

�
j�j

h�i

�b
;

jq2.�; �/j � K2hj�j � j�ji
�N

�
j�j

h�i

�a
;

(E.27)
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where a; b are in ¹0; 1º, then the function given by

q3.�; �/ D

Z
q1.�; �/q2.�; �/ht�˙.�; �; �/i

�1 d� (E.28)

satisfies
jq3.�; �/j � CK1K2t

��.bCa/
hj�j � j�ji�N : (E.29)

(ii) Let s be in RC, ı0 > 0, N � s C 2. There is C > 0 such that if a function
.�; �/ 7! q.�; �/ satisfies

jq.�; �/j � Khj�j � j�ji�N
�
j�j

h�i
C
j�j

h�i

�
; (E.30)

then the operator Kq defined by (E.6) satisfies

kKqkL.H s/ � CKt
� 34Cı

0

: (E.31)

(iii) If instead of (E.30), q satisfies

jq.�; �/j � Khj�j � j�ji�N
j�j

h�i

j�j

h�i
; (E.32)

one gets instead of (E.31)

kKqkL.H s/ � CKt
�1Cı0 : (E.33)

Proof. (i) If in (E.28) we integrate for �˙.�; �; �/ � 1, then (E.29) holds trivially,
as a consequence of (E.27), with factor t�1 instead of t��.bCa/. If we integrate for
j�˙.�; �; �/j < 1, the contribution to q3 is bounded from above by

CK1K2hj�j � j�ji
�N

Z
j�˙.�;�;�/j<1

ht�˙.�; �; �/i
�1
�
j�j

h�i

�aCb
d�:

Applying Lemma E.2.1, we get (E.29).
(ii) Since N � s C 2, the L.H s/ estimate is reduced to an L.L2/ one for N � 2

using the decay in hj�j � j�ji in (E.30). If the kernel of the operator Kq is cut-off
for j�˙.�; �; �/j � 1, then Schur’s lemma shows that estimate (E.31) holds with t�1

instead of t�
3
4Cı

0

. We have thus to study

f 7!

Z
q.�; �/ht�˙.�; �; �/i

�11j�˙.�;�;�/j<1f .�/ d�:

By Schur’s lemma and (E.30), the L.L2/ norm of this operator is bounded from
above by

CK
�

sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 j�j

h�i
d�
� 1
2

�

�
sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 d�
� 1
2

(E.34)

and by the symmetric quantity. Using (E.25) and (E.26), we get (E.31).
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(iii) We make the same reasoning as above, except that (E.34) is now replaced by

CK
�

sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 j�j

h�i
d�
� 1
2

�

�
sup
�

Z
hj�j � j�ji�N ht�˙.�; �; �/i

�1 j�j

h�i
d�
� 1
2

:

We conclude by (E.26).

Let us define a class that will contain functions obtained from those of Defini-
tion E.1.1 by introduction of an extra variable.

Definition E.2.3. We denote by e†�;m;m00;0 the space of functions

.t; v; �; �/ 7! q.t; v; �; �/;

defined for t � 1, v � 0, �; � in R, that are Lipschitz and compactly supported in v
and satisfy for any N and j D 0; 1,

j@jvq.t; v; �; �/j � CN "
�t1�m.1C v/�m0�j hj�j � j�ji�N : (E.35)

For a; b in N, we denote by e†�;m;mO
a;b

the space of functions that may be written� �
h�i

�a� �
h�i

�b
q1

with q1 in e†�;m;m00;0 .
We shall also allow q to depend on extra parameters, estimates (E.35) being uni-

form in these parameters.

Notice that if q belongs to the class †�;m
a;b

of Definition E.1.1 and is compactly
supported in time, then Qq.t; v; �; �/ D tq.t.1C v/; �; �/ is in e†�;m;m0

a;b
if m � m0.

We shall discuss some operators constructed from functions in e†�;m;m0
a;b

. In the
following discussion, we shall identify operators and their kernels.

LetQ be in e†�;m;m0
a;b

˝M2.R/ (i.e. a 2 � 2matrix of elements of e†�;m;m0
a;b

). If � is
in R, we consider the operator from L2.R/ to L2.R/ given at fixed t; v by the kernel
in .�; �/

S.t; v;Q; �/ D e�itvP0.�/Q.t; v; �; �/eitv.P0.�/C�/: (E.36)

If we decompose

Q.t; v; �; �/ D

2X
jD1

2X
kD1

qjk.t; v; �; �/Ejk;

where
Ejk D .ı

j 0

j ı
k0

k /1�j 0;k0�2; (E.37)
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we may write

S.t; v;Q; �/ D

2X
jD1

2X
kD1

Sjk.t; v;Q; �/ (E.38)

with

Sjk.t; v;Q; �/ D qjk.t; v; �; �/e
itv�jk.�;�;�/Ejk; (E.39)

where

�jk.�; �; �/ D .�1/
jp.�/ � .�1/kp.�/C �: (E.40)

We assume given functions Q` in e†�`;m`;m`0
a`;b`

˝M2.R/ and real numbers �` for `
in N�. We set

Q
n
D .Qn; : : : ;Q1/; � D .�n; : : : ; �1/: (E.41)

We define inductively a sequence of operators by their kernels, starting with

M1.t; u;Q1
; �1/ D

Z C1
u

S.t; v;Q1; �1/ dv (E.42)

and for n � 1,

MnC1.t; u;QnC1
; �nC1/

D

Z C1
u

S.t; v;QnC1; �nC1/ ıMn.t; v;Qn
; �n/ dv:

(E.43)

Notice that the above integrals converge since S is compactly supported in v. Accord-
ing to our convention of identification between kernels and operators, we shall set for
a function f

Mn.t; v;Qn
; �n/f .�/ D

Z
Mn.t; v;Qn

; �n/.�; �/f .�/ d�: (E.44)

We shall prove the following estimates:

Lemma E.2.4. Let m;mn0; m
0
0; �; a; b satisfy

mn0; m
0
0 >

1

4
; a; b 2 N; aC b � 1; � > 0; m > 0: (E.45)

LetQ be in e†�;m;m00
a;b

˝M2.R/, � in R, and letKN be the best constant CN in (E.35)
for the entries of Q. In the same way, denote by KN;` the best constant in (E.35) for
the entries of Q`, ` D 1; : : : ; n. There are for any N � 2, any ı0 > 0, a constant CN
that does not depend on KN ; KN;` and a symbol QQ in

e†�C�n;mCmn� 12 ;mn0Cm00� 12
a;bn

˝M2.R/
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if an C b D 0, and in

e†�C�n;mCmn�ı0;mn0Cm00�ı0
a;bn

˝M2.R/

if an C b � 1, whose N -th semi-norm is bounded from above by CNKNKN;n, such
that if n � 1,Z C1

u

S.t; v;Q; �/ ıMn.t; v;Qn
; �n/ dv

D

Z C1
u

S.t; v; QQ; Q�/ ıMn�1.t; v;Qn�1
; �n�1/ dv CRn.t; u/;

(E.46)

where Q� D �C �n and Rn satisfies for any f in L2.R/ and any ı0 > 0,

ksup
u
jRn.t; u/f jkL2 � CK2"

�t�mC
1
4Cı

0

ksup
u
jMn.t; u;Qn

; �n/f jkL2 : (E.47)

If n D 0, then (E.46) holds as well without the integral term on the right-hand side.

Proof. In the left-hand side of (E.46) we plug (E.38). Then the kernel of that operator
is the sum in j; k; 1 � j; k � 2, ofZ C1

u

Z
Sjk.t; v;Q; �/.�; �/Mn.t; v;Qn

; �n/.�; �/ d� dv: (E.48)

Let us define for 1 � j; k � 2 the operator

Ljk�.�; �/ D
˝
t .1C v/�jk.�; �; �/

˛�2
�
�
1C t .1C v/�jk.�; �; �/.1C v/Dv

�
;

(E.49)

where we used notation (E.40). Then, by (E.39),

Ljk�Sjk.�; �/ D Sjk.�; �/C
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
.1C v/

�Dvqjk.t; v; �; �; �/e
itv�jk.�;�;�/Ejk :

(E.50)

We plug the expression of Sjk deduced from (E.50) inside (E.48). We obtain on the
one hand

�

Z C1
u

Z
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
.1C v/Dvqjk.t; v; �; �; �/

� eitv�jk.�;�;�/EjkMn.t; v;Qn
; �n/.�; �/ d� dv

(E.51)

and on the other handZ C1
u

Z
Ljk�Sjk.t; v;Q; �/.�; �/Mn.t; v;Qn

; �n/.�; �/ d� dv: (E.52)

Using the expression (E.49) of Ljk�, we perform in (E.52) one integration by parts
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in v. We get the following contributions:Z C1
u

Z �D
t .1Cv/�jk.�; �; �/

E�2
�Dv

�
.1Cv/

t.1Cv/�jk.�; �; �/

ht .1Cv/�jk.�; �; �/i2

��
� Sjk.t; v;Q; �/.�; �/Mn.t; v;Qn

; �n/.�; �/ d� dv;

(E.53)

�

Z C1
u

Z
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
Sjk.t; v;Q; �/.�; �/

� .1C v/DvMn.t; v;Qn
; �n/.�; �/ d� dv;

(E.54)

�
1

i

Z
t .1C u/2�jk.�; �; �/

ht .1C u/�jk.�; �; �/i2
Sjk.t; u;Q; �/.�; �/

�Mn.t; u;Qn
; �n/.�; �/ d�:

(E.55)

Let us show that (E.51), (E.53), (E.54), (E.55) may be written as contributions to the
right-hand side of (E.46).

Contributions of (E.51) and (E.53). We make act (E.51) and (E.53) on a function f .
We shall get an expressionZ C1

u

Z
K.v; �; �/

�
Mn.t; v;Qn

; �n/f
�
.�/ d� dv; (E.56)

where, by the fact that qjk in (E.39) is in e†�;m;m00
a;b

and (E.35), the kernel K satisfies
the bound

jK.v; �; �/j � CK2ht .1C v/�jk.�; �; �/i
�1
�
j�j

h�i

�a� j�j
h�i

�b
� "�t1�m.1C v/�m

0
0hj�j � j�ji�2:

(E.57)

We bound the modulus of (E.56) byZ C1
0

Z
jK.v; �; �/j

�
sup
w
jMn.t; w;Qn

; �n/f .�/j
�
d� dv:

Then the L2 norm in � of the supremum in u of (E.56) is bounded from above byZ C1
0

Z jK.v; �; �/j�sup
w
jMn.t; w;Qn

; �n/f .�/j
�
d�

L2.d�/

dv: (E.58)

As aC b � 1, (E.57) shows that we may apply to the d�-integral, which is of the
form of the right-hand side of (E.30), estimate (E.31), with t replaced by t .1C v/.
We obtain that (E.58) is smaller than

CK2

Z C1
0

"�t
1
4�mCı

0

.1C v/�m
0
0
� 34Cı

0

dv
sup
w
jMn.t; w;Qn

; �n/f j

L2

with ı0 > 0 as small as we want. Since by assumption m00 >
1
4

, we obtain a bound of
the form (E.47), that shows that (E.51) and (E.53) contribute to Rn in (E.46).
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Contribution of (E.55). This is an expression similar to (E.53), except that we no
not have a dv integral and have a factor .1C u/2 instead of .1C v/. Consequently,
for the L2 norm of that operator acting on f , we get a bound of the form (E.58) but
without dv-integration and an extra factor .1C u/, and withK estimated at u instead
of v. This implies again that we obtain a contribution to Rn.

Contribution of (E.54). By (E.43) at order n � 1,

DvMn.t; v;Qn
; �n/ D iS.t; v;Q

n; �n/ ıMn�1.t; v;Qn�1
; �n�1/:

Plugging this in (E.54), we get the expression

� i

Z C1
u

“
t .1C v/�jk.�; �; �/

ht .1C v/�jk.�; �; �/i2
Sjk.t; v;Q; �/.�; �/

� .1Cv/S.t; v;Qn; �n/.�; �0/Mn�1.t; v;Qn�1
; �n�1/.�

0; �/ d� d�0 dv:

(E.59)

We write by (E.38)

S.t; v;Qn; �n/ D

2X
k0D1

2X
`D1

Sk0`.t; v;Q
n; �n/:

By (E.39) and the fact that EjkEk0` D ık
0

k
Ej`, we have

2X
k0D1

Sjk.t; v;Q; �/.�; �/Sk0;`.t; v;Q
n; �n/.�; �0/

D qjk.t; v; �; �/q
n
k`.t; v; �; �

0/eitv�jk.�;�;�/Citv�k`.�;�
0;�n/Ej`;

(E.60)

where qn
k`

denote the entries of matrix Qn. By (E.40), the phase in the exponential is
�j`.�; �

0; �C �n/. Define

Qqj`.t; v; �; �
0; �/ D �i.1C v/

Z 2X
kD1

qjk.t; v; �; �/q
n
k`.t; v; �; �

0/

� t .1C v/�jk.�; �; �/ht .1C v/�jk.�; �; �/i
�2 d�:

(E.61)

Since qjk is in e†�;m;m00
a;b

, estimate (E.35) shows that we may write this function as
. �
h�i
/a multiplied by a function that will satisfy the first estimate (E.27), with K1

bounded by "�t1�m.1C v/�m
0
0 . In the same way, since qn

k`
is in e†�n;mn;mn0

an;bn
, it may

be written as . �
0

h�0i
/b
n

times a function satisfying the second estimate (E.27), with a
replaced by an and K2 bounded by "�

n
t1�mn.1C v/�m

n
0 . By (i) of Lemma E.2.2,

applied with t replaced by t .1C v/, we see that (E.61) may be written as a product
of . �
h�i
/a. �

0

h�0i
/b
n

times a quantity bounded from above by

CKNKN;n"
�C�n t

3
2�m�m

n

.1C v/
1
2�m

n
0
�m0

0hj�j � j�0ji�N
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if b C an D 0 and by

CKNKN;n"
�C�n t1�m�m

nCı0.1C v/�m
n
0
�m0

0
Cı0
hj�j � j�0ji�N

for any ı0 > 0 if b C an � 1, according to (E.29).
If one takes a @v-derivative of (E.61), one gains an extra decay factor in .1Cv/�1.

Consequently, equation (E.61) defines a symbol in the classe†�C�n;mCmn� 12 ;mn0Cm00� 12
a;bn

(resp. in the class e†�C�n;mCmn�ı0;mn0Cm00�ı0
a;bn

) if b C an D 0 (resp. b C an � 1). Since
the phases in equation (E.60) satisfy

�jk.�; �; �/C �k`.�; �
0; �n/ D �j`.�; �

0; �C �n/;

this shows that (E.59) may be written under the form of the first integral on the right-
hand side of (E.46), with a matrix function QQ, depending on �, but with estimates
uniform in �, whose entries are respectively in the classes of the statement of the
lemma. This concludes the proof as, in the case n D 0, one has just to estimate terms
of the form (E.51), (E.53), (E.55).

Our next goal will be to obtain bounds for (E.43) iterating (E.46). We introduce
some notation.

Let p; n be in N�. Assume given for each .n; p/ a sequence .Xj
.n;p/

/1�j�n, where
X
j

.n;p/
is an element

X
j

.n;p/
D
�
�
j

.n;p/
; m

j

.n;p/
; m

j

.n;p/;0
; a
j

.n;p/
; b
j

.n;p/

�
(E.62)

of �0;C1Œ � �1
4
;C1Œ � �1

4
;C1Œ �N �N satisfying the following conditions:

If p � n, then mj
.n;p/;0

>
3

8
; j D 1; : : : ; n:

If p � nC 1, then mj
.n;p/;0

>
3

8
; j D 1; : : : ; n � 1; and mn.n;p/;0 >

1

4
:

(E.63)

For 1 � j 0; j 00 � n; aj
0

.n;p/
C b

j 00

.n;p/
� 1 except eventually if

j 0 < j 00 D p .this exception being void if p > n or p D 1/:
(E.64)

For any Xj
.n;p/

of the form (E.62), we denote for short by e†.Xj
.n;p/

/ the class

e†.Xj
.n;p/

/ D e†�j.n;p/;mj.n;p/;mj.n;p/;0
a
j

.n;p/
;b
j

.n;p/

of Definition E.2.3.
If .Xj

.nC1;p/
/1�j�nC1 is a sequence of the form (E.62), we define from it the

concatenated sequence .Xj;C
.n;p/

/1�j�n and the truncated sequence .Xj;T
.n;p/

/1�j�n in
the following way: We just set

X
j;T
.n;p/

D X
j

.nC1;p/
; j D 1; : : : ; n; (E.65)

while we denote

X
j;C
.n;p/

D

�
�
j;C
.n;p/

; m
j;C
.n;p/

; m
j;C
.n;p/;0

; a
j;C
.n;p/

; b
j;C
.n;p/

�
;
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where the components of the preceding vector are defined in the following way:

�
n;C
.n;p/

D �nC1
.nC1;p/

C �n.nC1;p/; �
j;C
.n;p/

D �
j

.nC1;p/
; j D 1; : : : ; n � 1: (E.66)

If n ¤ p � 1, we set for j D 1; : : : ; n � 1,

m
n;C
.n;p/

D mnC1
.nC1;p/

Cmn.nC1;p/ � ı
0; m

j;C
.n;p/

D m
j

.nC1;p/
;

m
n;C
.n;p/;0

D mnC1
.nC1;p/;0

Cmn.nC1;p/;0 � ı
0; m

j;C
.n;p/;0

D m
j

.nC1;p/;0
;

(E.67)

where ı0 > 0 is as small as wanted (in particular, ı0 will be small enough so that the
lower bound (E.63) still holds with mj

.n;p/;0
replaced by mj

.n;p/;0
� ı0).

If n D p � 1, we define instead of (E.67), for j D 1; : : : ; p � 2,

m
p�1;C
.p�1;p/

D m
p

.p;p/
Cm

p�1

.p;p/
�
1

2
; m

j;C
.p�1;p/

D m
j

.p;p/
;

m
p�1;C
.p�1;p/;0

D m
p

.p;p/;0
Cm

p�1

.p;p/;0
�
1

2
; m

j;C
.p�1;p/;0

D m
j

.p;p/;0
:

(E.68)

Finally, we set for all .n; p/,

a
n;C
.n;p/

D anC1
.nC1;p/

; b
n;C
.n;p/

D bn.nC1;p/;

a
j;C
.n;p/

D a
j

.nC1;p/
; b

j;C
.n;p/

D b
j

.nC1;p/
; j D 1; : : : ; n � 1:

(E.69)

Let us check that if the sequence .Xj
.nC1;p/

/1�j�nC1 satisfies (E.63)–(E.64) (with n
replaced by nC 1), then .Xj;C

.n;p/
/1�j�n satisfies also (E.63)–(E.64).

Verification of condition (E.63).

Case p � n. As n ¤ p � 1, (E.67) applies and shows that

m
j;C
.n;p/;0

D m
j

.nC1;p/;0

for j D 1; : : : ; n � 1. On the other hand, by (E.63) with n replaced by nC 1,

m
j

.nC1;p/;0
>
3

8
;

so that the first condition (E.63) holds for mj;C
.n;p/;0

if j D 1; : : : ; n � 1. To get it for
m
n;C
.n;p/;0

, we write by (E.67) that

m
n;C
.n;p/;0

D mnC1
.nC1;p/;0

Cmn.nC1;p/;0 � ı
0 >

3

8
C
3

8
� ı0 >

3

8

using the first line in (E.63) with n replaced by nC 1.

Case p D nC 1. By (E.68), we have

m
j;C
.p�1;p/;0

D m
j

.p;p/;0
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for j D 1; : : : ; p � 2, and by the first line in (E.63) (with n replaced by nC 1 D p),
this is strictly larger than 3

8
, so that the second line of (E.63) holds for mj;C

.p�1;p/;0
,

j D 1; : : : ; p � 2. On the other hand, still by (E.68)

m
p�1;C
.p�1;p/;0

D m
p

.p;p/;0
Cm

p�1

.p;p/;0
�
1

2
>
3

8
C
3

8
�
1

2
D
1

4

so that the last condition (E.63) holds for mp�1;C
.p�1;p/;0

. We thus got (E.63) for mj;C
.n;p/;0

when n D p � 1.

Case p � nC 2. Again, we may apply (E.67) to write for j D 1; : : : ; n � 1,

m
j;C
.n;p/;0

D m
j

.nC1;p/;0
>
3

8

by the second condition of (E.63) with n replaced by nC 1. On the other hand, still
by (E.67)

m
n;C
.n;p/;0

D mnC1
.nC1;p/;0

Cmn.nC1;p/;0 � ı
0 >

1

4
C
3

8
� ı0 >

3

8

using (E.63) with n replaced by nC 1. This is better than what we need to ensure the
last condition (E.63) for mn;C

.n;p/;0
. This concludes the verification.

Verification of (E.64). We assume that (E.64) holds at rank nC 1, i.e.

For 1 � j 0; j 00 � nC 1; aj
0

.nC1;p/
C b

j 00

.nC1;p/
� 1 except eventually

if j 0 < j 00 D p:

Let us check (E.64) for aj
0;C
.n;p/

, bj
00;C
.n;p/

. If both j 0 and j 00 are strictly smaller than n, then
(E.69) shows that the wanted property holds. On the other hand, if j 00 � n, j 0 < n,
then

a
j 0;C
.n;p/
C b

j 00;C
.n;p/

D a
j 0

.nC1;p/
C b

j 00

.nC1;p/

by (E.69), and this expression is larger than or equal to one, except eventually if
j 0 < j 00 D p, whence again (E.64). It remains to study the case j 0 D n. We have
then

a
n;C
.n;p/
C b

j 00;C
.n;p/

D anC1
.nC1;p/

C b
j 00

.nC1;p/
:

The inequality nC 1 < j 00 D p cannot hold, so that the above quantity is always
larger than or equal to one. This shows that (E.64) is satisfied by .Xj;C

.n;p/
/1�j�n.

We may state our main proposition.

Proposition E.2.5. Let n be in N, p in N�. Assume a sequence .Xj
.nC1;p/

/1�j�nC1
of the form (E.62) is given, satisfying (E.63) and (E.64), with n replaced by nC 1.
For j D 1; : : : ; nC1, let Qj

.nC1;p/
be an element of e†.Xj

.nC1;p/
/˝M2.R/. Denote

by Kj
.nC1;p/

the semi-norm provided by the best constant in estimate (E.35), in the
special case N D 2. Set as in (E.41),

Q
nC1
D .QnC1

.nC1;p/
; : : : ;Q1

.nC1;p//:
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Then there exists a universal constant C0 such that, for any function f in L2, any
�nC1 D .�

nC1; : : : ; �1/ in RnC1, one has when p > nC 1 or p D 1 the boundssup
u>0

jMnC1.t; u;QnC1
; �nC1/f j


L2

� C nC10 K.nC1;p/"
�.nC1;p/ t�m.nC1;p/kf kL2 ;

(E.70)

where

�.nC1;p/ D

nC1X
jD1

�
j

.nC1;p/
;

m.nC1;p/ D

nC1X
jD1

m
j

.nC1;p/
� .nC 1/

�
ı0 C

1

4

�
;

K.nC1;p/ D K
1
.nC1;p/ � � �K

nC1
.nC1;p/

;

(E.71)

while if 2 � p � nC 1, one gets insteadsup
u>0

jMnC1.t; u;QnC1
; �nC1/f j


L2

� C nC10 K.nC1;p/"
�.nC1;p/ t�m.nC1;p/C

1
2�.ı

0C 14 /kf kL2 :

(E.72)

The proposition will be deduced from the following lemma.

Lemma E.2.6. Let Q
nC1

be as in the statement of Proposition E.2.5. There are
C > 0, a sequence

QT
n
D .Q

j;T
.n;p/

/1�j�n;

with Qj;T
.n;p/

in e†.Xj;T
.n;p/

/˝M2.R/ with semi-norms Kj;T
.n;p/

satisfying

K
j;T
.n;p/

� K
j

.nC1;p/
; (E.73)

a sequence
QC
n
D .Q

j;C
.n;p/

/1�j�n; ;

with Qj;C
.n;p/

in e†.Xj;C
.n;p/

/˝M2.R/ and semi-norms Kj;C
.n;p/

satisfying

K
j;C
.n;p/

� K
j

.nC1;p/
; j D 1; : : : ; n � 1;

K
n;C
.n;p/

� CKn.nC1;p/K
nC1
.nC1;p/

;
(E.74)

such that sup
u>0

jMnC1.t; u;QnC1
; �nC1/f j


L2

�
sup
u>0

jMn.t; u;Q
C
n
; �C
n/f j


L2

C Ct
�m

nC1
.nC1;p/

C 14Cı
0

"
�
nC1
.nC1;p/KnC1

.nC1;p/

�
sup
u>0

jMn.t; u;Q
T
n
; �T
n/f j


L2

(E.75)

for other sequences of real numbers �C
n; �

T
n.
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Proof. We apply Lemma E.2.4 with

Q
n
D .Qn

.nC1;p/; : : : ;Q
1
.nC1;p//;

Q D QnC1
.nC1;p/

;

Q
n�1
D .Qn�1

.nC1;p/; : : : ;Q
1
.nC1;p//:

The left-hand side of equation (E.46) is then, according to equation (E.43), equal to
MnC1.t; u;QnC1

; �nC1/. Let us check that condition (E.45) holds. By (E.63) with n
replaced by nC 1, we have

mnC1
.nC1;p/;0

>
1

4
; mn.nC1;p/;0 >

1

4
:

We have to check that
anC1
.nC1;p/

C bnC1
.nC1;p/

� 1;

that follows from (E.64) at order nC 1. Let us check that the first term on the right-
hand side of (E.46) may be written as Mn.t; u;Q

C
n
; �C
n/, so that it will provide the

first term on the right-hand side of (E.75). We shall define the sequence QC
n

by

Q
n;C
.n;p/

D QQ; Q
j;C
.n;p/

D Q
j

.nC1;p/
; j D 1; : : : ; n � 1; (E.76)

where QQ is introduced in the statement of Lemma E.2.4. Let us check that we get
for the elements of the sequence .Xj;C

.n;p/
/1�j�n the expressions in (E.66)–(E.69).

For j D 1; : : : ; n � 1, this follows from the definition of Qj;C
.n;p/

in (E.76). Con-
sider now QQ. The class to which it belongs depends on the fact that

bnC1
.nC1;p/

C an.nC1;p/ � 1 (E.77)

or not. By (E.64) at order nC 1, (E.77) holds except if nC 1 D p > n. Consequently,
when n ¤ p � 1, we have according to Lemma E.2.4 that �n;C

.n;p/
; m

n;C
.n;p/

; m
n;C
.n;p/;0

are
given by (E.66)–(E.67) and an;C

.n;p/
; b
n;C
.n;p/

by (E.69). If n D p � 1, then we know only
that

bnC1
.nC1;p/

C an.nC1;p/ � 0;

and in this case, the lemma shows that mn;C
.n;p/

and mn;C
.n;p/;0

are given by the expres-
sions in equation (E.68). We thus obtain that the first term on the right-hand side
of equation (E.46) isMn.t; u;Q

C
n
; �C
n/ for a convenient sequence �C

n. Moreover, again
by Lemma E.2.4, the semi-norm of QQ D Qn;C

.n;p/
(corresponding to N D 2 in (E.35))

is controlled according to the last inequality in (E.74), the case of the semi-norms of

Q
j;C
.n;p/

D Q
j

.nC1;p/
; j D 1; : : : ; n � 1;

being trivial.
We have next to check that the remainder Rn in (E.46) provides the last contri-

bution to (E.75). This follows from (E.47) and the fact that, by definition, QT
n

is the
truncated sequence .Qn

.nC1;p/
; : : : ;Q1

.n;p/
/. This concludes the proof.
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Proof of Proposition E.2.5. We proceed by induction on n. If n D 0, the last state-
ment in Lemma E.2.4 shows that we get (E.70). We assume from now on that n � 1.
Assume that (E.70) and (E.72) have been proved at order n instead of nC 1.

Case p � nC 2. We apply inequality (E.75). On its right-hand side, we may apply
the induction hypothesis to Mn.t; u;Q

C
n
; �C
n/ and Mn.t; u;Q

T
n
; �T
n/. Since p > n, it

follows that estimate (E.70) (with nC 1 replaced by n) for Mn.t; u;Q
C
n
; �C
n/ will

hold, with �.nC1;p/, m.nC1;p/, K.nC1;p/ replaced by

�C.n;p/ D

nX
jD1

�
j;C
.n;p/

;

mC
.n;p/ D

nX
jD1

m
j;C
.n;p/
� n

�
ı0 C

1

4

�
;

KC
.n;p/ D

nY
jD1

K
j;C
.n;p/

;

respectively. Using (E.66), (E.67), (E.74), we get a bound of the first term on the
right-hand side of (E.75) by

C n0 C

nC1Y
jD1

K
j

.nC1;p/
"�.nC1;p/ t�m.nC1;p/kf kL2 : (E.78)

On the other hand, if we apply inequality (E.70) (with nC 1 replaced by n) to
Mn.t; u;Q

T
n
; �T
n/ and use (E.73), we bound the last term in (E.75) by

Ct
�m

nC1
.nC1;p/

C 14Cı
0

"
�
nC1
.nC1;p/KnC1

.nC1;p/
C n0K

T
.n;p/"

�T
.n;p/ t

�mT
.n;p/kf kL2 ; (E.79)

where we denoted

�T.n;p/ D

nX
jD1

�
j;T
.n;p/

D

nX
jD1

�
j

.nC1;p/
;

mT
.n;p/ D

nX
jD1

m
j;T
.n;p/
� n

�1
4
C ı0

�
D

nX
jD1

m
j

.nC1;p/
� n

�1
4
C ı0

�
;

KT
D

nY
jD1

K
j;T
.n;p/

D

nY
jD1

K
j

.nC1;p/

according to the definition of Xj;T
.n;p/

in (E.65). Taking (E.71) into account, we bound
again (E.79) by (E.78).

Case p D nC 1. We apply again (E.75). On the right-hand side, the first term may
be estimated again from (E.70) with nC 1 replaced by n D p � 1, since we have
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p > p � 1. The exponent mC
.n;p/

of t on the right-hand side will be here

mC
.p�1;p/ D

p�1X
jD1

m
j;C
.p�1;p/

� .p � 1/
�
ı0 C

1

4

�

D

pX
jD1

m
j

.p;p/
� .p � 1/

�
ı0 C

1

4

�
�
1

2

according to (E.68). On the other hand, the last term in (E.75) will be estimated by
(E.70) at order n instead of nC 1, and thus by (E.79). We thus get a bound of the
form (E.72).

Case 2 � p � n. We apply again (E.75). The first term on the right-hand side may
be estimated from the induction hypothesis (E.72), applied with nC 1 replaced by n,
to Mn.t; u;Q

C
n
; �C
n/. Since n ¤ p � 1, the exponent mj;C

.n;p/
are given by (E.67), so

that

mC
.n;p/ D

nX
jD1

m
j;C
.n;p/
� n

�
ı0 C

1

4

�
� m.nC1;p/ C

1

4

which largely allows to bound the first term by

C n0 CK.nC1;p/"
�.nC1;p/ t�m.nC1;p/C

1
2�.ı

0C 14 /kf kL2 : (E.80)

The second term on the right-hand side of (E.75) is estimated using the induction
assumption for Mn.t; u;Q

T
n
; �T
n/, i.e. writing for this expression (E.72) with nC 1

replaced by n. One gets again a bound of the form (E.80).

Case p D 1. In this case, we proceed as when p > nC 1: We prove (E.70) by induc-
tion, using at each step (E.75), and the fact that the condition n ¤ p � 1 D 0 holding
for all n � 1, we may use at each step (E.67). This concludes the proof.

E.3 Proof of Proposition E.1.3

We shall prove first Sobolev estimates.

Lemma E.3.1. Let Bn.t/ (resp. Cn.t/) be given by (E.10) (resp. (E.13)) with V. � /

of the form (E.5), Qj being in †�;m1;1 for some � > 0, some m 2 �0; 1
2
Œ close to 1

2
(as in

the example following Definition E.1.1). There areK > 0, ı0 > 0 small, such that for
any n in N�,

kBn.t/kL.H s/ �
�
K"�t�.m�ı

0� 14 /
�n
;

kCn.t/kL.H s/ �
�
K"�t�.m�ı

0� 14 /
�n
:

(E.81)

The same conclusion holds true if Qj is in †�;m2;0 for all j or Qj is in †�;m0;2 for all j .
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Proof. We shall estimate khDxisBn.t/hDxi�skL.L2/. By (E.10),

hDxi
sBn.t/hDxi

�s
D

Z nY
jD1

e�i�jP0hDxi
s.�i/V.t C �j /hDxi

�sei�jP0

� 10<�1<���<�n d�1 � � � �n:

(E.82)

By (E.5), this may be written as a sum of 5n terms

2X
i1D�2

� � �

2X
inD�2

Z nY
jD1

.�i/e�i�jP0hDxi
sKQinC1�j .tC�j /

� e
i�jP0Ci.tC�j /�inC1�j hDxi

�s10<�1<���<�n d�1 � � � d�n;

(E.83)

where by assumption Qij is an element of †�;m1;1 (resp. †�;m2;0 , resp. †�;m0;2 ) for all j .
We shall set .a; b/ D .1; 1/ (resp. .2; 0/, resp. .0; 2/). Composing (E.83) by Fourier
transform on the left and inverse Fourier transform on the right, as in (E.6), we
reduce ourselves to the L.L2/ boundedness of an operator that may be written, set-
ting �j D vj t in the integral, as the sum in i1; : : : ; in ofZ nY

jD1

S.t; vj ; QQinC1�j ; �inC1�j /10<v1<���<vn dv1 � � � dvn; (E.84)

where QQinC1�j is defined from QinC1�j by

QQinC1�j .t; vj ; �; �/ D e
it�inC1�j th�isQinC1�j .t.1C vj /; �; �/h�i

�s (E.85)

and S.t; vj ; QQinC1�j ; �inC1�j / is defined in (E.36). Since QinC1�j belongs to the
class †�;m

a;b
of Definition E.1.1, QQinC1�j is in the class e†�;m;m0

a;b
of Definition E.2.3,

taking for m0 any number m0 � m. Since m is taken close to 1
2

, we may assume that
m0 >

3
8

. In other words, the integral in (E.84) is of the form Mn.t; 0; QQ
n
; �n/, with

notation (E.43) with QQ D . QQin ; : : : ; QQi1/.
We shall apply Proposition E.2.5 with nC 1 replaced by n and p D nC 1. This

is possible since, if in condition (E.64), aj D bj D 1 for all j , or aj D 2; bj D 0 for
all j , or aj D 0; bj D 2 for all j , inequality an0 C bn00 � 1 is always satisfied. We
deduce from (E.70) that the L.L2/ norm of (E.84) is bounded from above by�

QK"�t�.m�ı
0� 14 /

�n
for some QK > 0. Since we have 5n terms in the sum (E.83), (E.81) follows for Bn.t/.
Since according to (E.13), Cn.t/ may be written as Bn.t/� for some Bn.t/ of the
form (E.10), we get also the second estimate of (E.81).

This concludes the proof.

We want next to obtain L.L2/ bounds for L ı Cn.t/, where L is defined in equa-
tion (E.17). We compute first the composition between L and an operator of the form
e�i�P0V.t C �/ei�P0 , where V is of the form (E.5).



Proof of Proposition E.1.3 249

Lemma E.3.2. Let Q be a 2 � 2 matrix of functions in the class †�;m1;1 of Defini-
tion E.1.1. Let � be in R and set VQ.t/ D e

i�tKQ according to notation (E.5)–(E.6).
Then one may find 2 � 2 matrices Q0 (resp. Q00) with entries in †�;m2;0 (resp. †�;m2;0
or †�;m0;1 ) such that

L ı
�
e�i�P0VQ.t C �/e

i�P0
�

D
�
e�i�P0VQ0.t C �/e

i�P0
�
ı LC

�
e�i�P0VQ00.t C �/e

i�P0
�
:

(E.86)

Proof. Using notation (E.37), we write

Q.t; �; �/ D

2X
jD1

2X
kD1

qjk.t; �; �/Ejk
�

h�i

�

h�i

with qjk in †�;m0;0 . We have to compute the action of L on the operator with kernelX
1�j;k�2

ei�.tC�/

2�

Z
ei.x��y�/Ci�..�1/

jp.�/�.�1/kp.�//Ejk

�
�

h�i

�

h�i
qjk.t C �; �; �/ d� d�:

(E.87)

One gets, using expression (E.17) of L,X
1�j;k�2

ei�.tC�/

2�

Z
ei.x��y�/Ci�..�1/

jp.�/�.�1/kp.�//Ejk

�
�
x C .�1/jC1tp0.�/

� �
h�i

�

h�i
qjk.t C �; �; �/ d�d�:

(E.88)

As p0.�/ D �
h�i

, we have�
xC .�1/jC1tp0.�/

� �
h�i

�

h�i
D .�1/j

�

h�i

�
x
�

h�i
.�1/j �y

�

h�i
.�1/k

�
C .�1/jCk

�2

h�i2

�
yC .�1/kC1tp0.�/

�
:

(E.89)

We plug (E.89) in (E.88). The last term in (E.89) gives an expression of the form of the
first term on the right-hand side of (E.86), where the operator e�i�P0VQ0.t C �/ei�P0
is given by an expression of the form (E.87), with �

h�i
�
h�i
qjk replaced by

.�1/jCk
�2

h�i2
qjk;

i.e. Q0 is given by

Q0.t; �; �/ D

2X
jD1

2X
kD1

qjk.t; �; �/.�1/
jCkEjk

�2

h�i2
:

This is an element of †�;m2;0 as wanted.
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On the other hand, if we plug the first term of the right-hand side of (E.89)
in (E.88) and perform one integration by parts, we get

.�1/jC1
2X

jD1

2X
kD1

ei�.tC�/

2�

Z
ei.x��y�/Ci�..�1/

jp.�/�.�1/kp.�//

�

�
.�1/j

�

h�i
D� C .�1/

k �

h�i
D�

�� �
h�i
qjk.t C �; �; �/

�
d�d�:

We get an operator of the form of the last term in (E.86), with a symbol Q00 that may
be written as the sum of an element in †�;m2;0 and an element in †�;m0;1 . This concludes
the proof of the lemma.

We may prove now the following statement.

Lemma E.3.3. For any n in N�, one may find operators Cpn .t/, 0 � p � n, such
that

L ı Cn.t/ D C
0
n .t/ ı LC

nX
pD1

Cpn .t/ (E.90)

which have the following structure: Operator C 0n .t/ is of the formZ nY
jD1

e�i�jP0 iV 0.t C �j /e
i�jP010<�n<���<�1 d�1 � � � d�n; (E.91)

where V 0.t/ D
P2
`D�2 e

i�`tKQ0
`
, with Q0

`
matrices with entries in †�;m2;0 . Operator

C
p
n .t/ for 1 � p � n has the structureZ p�1Y

jD1

e�i�jP0 iV 0.t C �j /e
i�jP0 � e�i�pP0 iV 00.t C �p/e

i�pP0

�

nY
jDpC1

e�i�jP0 iV.t C �j /e
i�jP010<�n<���<�1 d�1 � � � d�n;

(E.92)

where V is as in (E.5), V 0 is as above and V 00 is a sum V 00.t/ D
P2
`D�2 e

i�`tKQ00
`
,

with Q00
`

matrices with entries in †�;m2;0 or †�;m0;1 . Moreover, one has the estimates

kC 0n .t/kL.L2/ �
�
QK"�tı

0C 14�m
�n
; (E.93)

kCpn .t/kL.L2/ �
�
QK"�tı

0C 14�m
�n
t
1
2�

�
ı0C 14

�
; 1 � p � n: (E.94)

Proof. We start from expression (E.13) of Cn.t/. If we compose at the left with L
and use (E.86), we obtain the sum of an expression of the form (E.92) with p D 1
and a quantity of the form (E.13), with the product replaced by

e�i�1P0 iV 0.t C �1/e
i�1P0 ı L ı

nY
jD2

e�i�jP0 iV.t C �j /e
i�jP0 : (E.95)
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If we iterate, we obtain C 0n .t/ ı L with C 0n .t/ given by (E.91) and the sum for p
going from 1 to n of (E.92).

We have next to obtain (E.93) and (E.94). By duality, we may replace (E.91) by

.�1/n
Z nY
jD1

e�i�jP0 iV 0.t C �j /
�ei�jP010<�1<���<�n d�1 � � � d�n (E.96)

and (E.92) by

.�1/n
Z n�pY

jD1

e�i�jP0 iV.t C �j /
�ei�jP0

� e�i�nC1�pP0 iV 00.t C �nC1�p/
�ei�nC1�pP0

�

nY
jDnC2�p

e�i�jP0 iV 0.t C �j /
�ei�jP010<�1<���<�n d�1 � � � d�n

(E.97)

for 1 � p � n.
Consider first (E.96). We have an operator of the form (E.83) (with s D 0) whose

L.L2/ boundedness reduces to the one of an expression of the form (E.84) in terms
of symbols QQinC1�j given by (E.85) from symbols in the class †�;m0;2 because of the
definition of V 0.t C �j /. It follows from the last statement in Lemma E.3.1 that the
same estimate as (E.81) holds, which gives a bound of the L.L2/ norm of (E.96) by
the right-hand side of (E.93).

Let us study expression (E.97) and show that its L.L2/ norm is bounded from
above by the right-hand side of (E.94). Operator (E.97) is of the form (E.84), with
a sequence of symbols . QQin ; : : : ; QQi1/ with QQij belonging to the classes e†�;m;m0

aj ;bj
,

where .aj ; bj /1�j�n has the following form:

.an; bn/ D .1; 1/; : : : ; .apC1; bpC1/ D .1; 1/; .ap; bp/ D .0; 2/ or .1; 0/;

.ap�1; bp�1/ D .0; 2/; : : : ; .a1; b1/ D .0; 2/:
(E.98)

The only couples .j 0; j 00/ such that aj 0 C bj 00 may be eventually equal to zero are
those with j 0 < j 00 D p, i.e. those for which condition (E.64) is satisfied. We thus
obtain that (E.97) is of the form (E.84) and has L.L2/ norm bounded from above by
(E.70) and (E.72), so by the right-hand side of (E.94). This concludes the proof.

Proof of Proposition E.1.3. Sincem is taken close to 1
2

and ı0 close to zero, the expo-
nent of t on the right-hand side of (E.81) is negative. As � > 0, for " small enough,
we have

kBn.t/kL.H s/ �
1

2n
; kCn.t/kL.H s/ �

1

2n
:

In particular, (E.11) and its counterpart for Cn.t/ holds, so that B.t/ and C.t/ are
well defined, bounded on H s and satisfy (E.19)
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Since by (E.93), kC 0n .t/kL.L2/ satisfies the same estimate as kBn.t/kL.H s/ and
kCn.t/kL.H s/, the operator

QC.t/ D IdC
C1X
nD1

C 0n .t/

is well defined and satisfies (E.21). We notice next that if we set for n � 1,

QC1;n.t/ D

nX
pD1

Cpn .t/;

we have by (E.94)

k QC1;n.t/kL.L2/ � Cn. QK"
�/nt .n�1/.ı

0C 14�m/t
1
2�m:

Since ı0 C 1
4
�m < 0, we get after summation estimate (E.22) for

QC1.t/ D

C1X
nD1

QC1;n.t/:

We still have to check the last assertions of the proposition. To prove (E.23), it suf-
fices to check that for any n, N0Bn.t/ D Bn.t/N0 for any n, and the corresponding
equality for Cn.t/. Because of (E.10) and (E.13), it is enough to show that

N0e
�i�P0V.t C �/ei�P0 D �ei�P0V.t C �/e�i�P0N0:

But this equality follows from (E.7) and the fact that N0ei�P0 D e�i�P0N0.
Moreover, if V preserves the space of odd functions, so do Bn.t/ and Cn.t/

because of their definition, and of the fact that P0 preserves such spaces. This con-
cludes the proof.


