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Disrete Analogues

of Singular and Maximal Radon Transforms

Stephen Wainger∗

Abstract. We describe recent results concerning ℓp estimates for cer-
tain discrete operators and the application of methods of analytic number
theory in the treatment of these operators.

1991 Mathematics Subject Classification: 42B20, 42B25, 11L15

We would like to discuss recent joint work with E. M. Stein concerning estimates
for certain “discrete” operators of harmonic analysis, the difference between these
operators and analogous older “continuous” operators, and the role ideas of ana-
lytic number theory play in resolving the extra difficulties arising in studying these
discrete operators.

We begin by recalling the continuous operators we have in mind. For each x
in Rℓ, we let γ(x, t) be a smooth k-dimensional surface passing through x. That is
γ(x, t) is a smooth mapping of Rℓ×Rk → Rℓ with γ(x, 0) = x. We also let K(t) be
a smooth Calderon-Zygmund kernel on Rk. That is K(t) is smooth away from the
origin, for 0 < a < b,

∫

a≤|t|≤b
K(t)dt = 0, and for positive λ, K(λt) = λ−kK(t).

We set

Sf(x) =

∫

f(γ(x, t))K(t)dt,

and

Mf(x) = sup
R

1

|B(R)|

∫

B(R)

f(γ(x, t))dt.

The following is a rough version of the type of result we have in mind.

Theorem 1: [Christ, Nagel, Stein, Wainger]. See [CNSW].
If γ(x, t) satisfies an appropriate curvature condition, S is locally bounded in

Lp(Rℓ), 1 < p < ∞ and Mf is locally bounded in Lp, 1 < p.
Here B(R) is the ball in Rk of radius R centered at the origin, and |B(R)| de-

notes its measure. S and M are called the singular and maximal Radon transforms
respectively.

To make the rough statement correct one has to modify the definitions of S
and M by introducing appropriate cut off functions. For our purposes it will not
be necessary to know the precise formulation of the curvature condition,but for
the sake of completeness we give two of several equivalent formulations. One way
of expressing the curvature condition is in terms of vector fields. It can be shown
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that for any smooth γ(x, t) there is a unique family of vector fields Xα on Rℓ so
that we have an asymptotic formula

γ(x, t) ∼ exp[ΣtαXα](x)

α = (α1, · · · , αk) with α1, . . . , αk integers. Here exp is the ordinary exponential
map and the meaning of ∼ is that if we only include terms with α1+ · · ·+αk ≤ N ,
the error is O((t)N+1). Then the curvature condition is satisfied if the Xα and
their commutators span Rℓ at every x. If γ(x, t) is real analytic, the curvature
condition can be expressed in terms of invariant manifolds of the flow t → γ(x, t).
If γ(x, t) is real analytic the curvature condition is satisfied if for no x there is
a small piece of submanifold passing through x of positive codimension invariant
under the flow t → γ(x, t). If γ(x, t) is smooth the curvature condition may be
expressed by saying there is no submanifold of positive codimension invariant to
infinite order in an appropriate sense.

We have the following corollary of Theorem 1.

Corollary: If γ(x, t) is real analytic and f is in Lp, 1 < p

lim
ǫ→0

1

|B(ǫ)|

∫

B(ǫ)

f(γ(x, t))dt = f(x) a.e.

Theorem 1 has a history of over 30 years, and others have contributed steps
leading to the proof. Among these people are Fabes, Geller, Greanleaf and
Uhlman, D. Mueller, Phong, Ricci, and Riviere. See references cited in [CNSW].

The conclusion of Theorem 1 does not hold for an arbitrary smooth γ(x, t).
See [NW] and [SW1]. The conclusion may however hold in some cases where the
curvature condition fails. For example, the conclusions hold if γ(x, t) = x + Γ(t)
and Γ(t) is a straight line through the origin. Some of the people who considered
the problem of obtaining Lp estimates for S and M when the curvature condition
fails are Carbery, H. Carlsson, Christ, Cordoba, Duoandikoetxea, Nagel, Rubio de
Francia, Seeger, Vance, Wainger, Weinberg, and Ziesler. See references cited in
[CWW] and [WWZ].

The effect of curvature is more dramatic in a related question – that of spher-
ical averages, and we digress to discuss this problem. Denote by

Af(x) = sup
r>0

∫

Σ

|f(x− ry′))dσ(y′)

where
∑

is the unit sphere in Rℓ, ℓ ≥ 2, and dσ(y′) is normalized rotationally
invariant measure on Σ.

Theorem 2: [Stein ℓ ≥ 3, Bourgain ℓ = 2]

‖Af‖Lp ≤ C(ℓ, p)‖f‖Lp

if p > ℓ
ℓ−1 and ℓ ≥ 2.
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See [S], [B1] and also [MSS]. As a corollary one finds that as r → 0
∫

Σ

f(x− ry′)dσ(y′) → f(x) a.e.

if f is in Lp(Rℓ), p > ℓ
ℓ−1 .

To see the effect of curvature consider

Bf(x) = sup
r>0

∫

Qr

f(x− y′)dqr(y
′)

where Qr is the boundary of a cube of diameter r and faces parallel to the coordi-
nate hyperplanes, and dqr is ℓ−1 dimensional Lebesgue measure on Qr normalized
so that Qr has measure 1. Let U be the set of all points which are on those hy-
perplanes which are parallel to a fixed coordinate hyperplane and at a rational
distance from it. Take f to be the characteristic function of U . Then f = 0 a.e.
and Bf = 1/2ℓ a.e. so there can be no analogue of Theorem 2 in this setting.

We now describe the discrete analogues of S and M . Let P (x, t) be a poly-
nomial mapping from Rℓ ×Rk with integer coefficients. Denote by Zℓ the lattice
points in Rℓ, that is points with integral coordinates. Let f be a function defined
on Zℓ. For m in Zℓ, set

Sf(m) =
∑

n∈Zk

n 6=0

K(n)f(P (m,n)),

and
Mf(m) = sup

R

∑

n∈Zk

|n|≤R

|f(P (M,n))|.

We are then interested in obtaining estimates for S and M in ℓp(Zℓ). The first
results were in the translation invariant case, namely the case that P (m,n) =
m−Q(n) where Q is a polynomial mapping from Rk to Rℓ with integer coefficients.
(In the continuous situation results in the translation invariant case were also
obtained many years before Theorem 1 was proved in full generality). The known
results in this translation invariant case are the following:

Theorem 3: Arkhipov and Oskolkov [1987] for k = 1, Stein and Wainger
[1990] for general k. See [A0] and [SW2].

‖Sf‖ℓ2 ≤ A‖f‖ℓ2 .

Theorem 4: Bourgain [1988-1989]. See [B2].

‖Mf‖ℓp ≤ Ap‖f‖ℓp , 1 < p.

Theorem 5: Stein and Wainger [1990]. See [SW2].

‖Sf‖ℓp ≤ Ap‖f‖ℓr ,
3

2
< p <

5

2
.
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There is a recent result in which the operator is not translation invariant. For
example if ℓ = 2 and k = 1 we might take

P (m1,m2, n) = (m1 − n,m2 − nm2
1).

More generally we assume m = (m1,m2) with m1 in Zk and m2 in Zℓ−k and
we consider operators commuting with translations in the m2 directions. That
is P (m,n) = (m1 − n,m2 − Q(m1, n)) where Q is a polynomial mapping from
Rk ×Rk → Rℓ−k with integer coefficients. In this situation we have the following
result.

Theorem 6: Stein and Wainger [1997]. See [SW3].

‖Sf‖ℓ2(Zℓ) ≤ A‖f‖ℓ2(Zℓ).

We would also like to mention two related results. Suppose pn denotes the
nth prime. For m an integer, set

Mf(m) = sup
R

1

R

R
∑

n=1

|f(m− pn)|.

Then we have the following result.

Theorem 7: Wierdl [1988]. See [W].

‖Mf‖ℓp(Z) ≤ Ap‖f‖ℓp(Z), p > 1.

Finally there is a partial analogue of Theorem 2. We let N(ρ) denote the
number of lattice points on the sphere of radius ρ in Rℓ. (N(ρ) = 0 unless ρ is the
square root of an integer). For m in Zℓ, let

Asf(m) = sup
ρ

s≤ρ≤2s

1

N(ρ)

∑

|n|=ρ

|f(m− n)|.

We then have the following result.

Theorem 8: Magyar [1996]. See [M].
For ℓ ≥ 5 and p > n/(n− 2)

‖Asf‖ℓp(Zℓ) ≤ Cp‖f‖ℓp(Zℓ).

Theorem 3) and Theorem 7) have applications to ergodic theory. Let T be
a measure preserving invertible transformation on a probability space Ω, and set
τf(x) = f(Tx). Then Theorem 7 is an important ingredient in Bourguin’s ergodic
theorem. An important special case of Bourgain’s theorem is the following:
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Theorem 9: Bourguin 1988-1989. See [B2].
For any integer r and f in Lp(Ω), p > 1,

1

N

N
∑

n=1

τn
r

f(x)

converges almost everywhere in Ω.
A similar result holds if the sequence nr is replaced by the sequence of primes.
We want to deal with the following question:

Question: What is the difference between the continuous and discrete problems?

Short Answer: The difference between sums and integrals.
One of the most dramatic differences between sums and integrals can be seen

by considering two functions A(s) =
∫∞
1

dt
ts and B(s) =

∑∞
n=1

1
ns . Both A(s)

and B(s) are defined for Re s > 1 and have meromorphic continuations to the
entire complex plane. But there the similarity stops. A(s) = 1

s−1 , and B(s) is not
bounded for s away from 1. And in fact the correct growth of B(s) is one of the
hardest problems in mathematics.

More to the point, certain changes of variables in integrals have no ana-
logues for sums, and in fact estimates for integrals provide a wrong guess for

analogous sums. Let λ be large and set A(λ) =
∫ b

a
e2πiλx

2

dx and B(λ) =
∑

a≤n≤b e
2πiλn2

. To study A(λ) we make a change of variables u =
√
λx, and

see A(λ) = 1√
λ

∫ b′

a′ e
2πiu2

du. In effect we have normalized the situation to the case

that the coefficient of u2 is 1. Normalization procedures amounting to changes
of variables in integrals, though of a more complicated nature, play an important
part in the proof of Theorem 1, and these changes of variables are not available in
the discrete problems. It of course follows that |A(λ)| ≤ C√

λ
. On the other hand

if we take λ to be an integer, B(λ) ∼ b− a.
We now wish to compare continuous and discrete operators. Perhaps the

easiest operators to consider are those of fractional integration of imaginary order.
For j a positive integer let

Cjf(x) =

∫ ∞

1

f(x− yj)
dy

y1+iγ
andDjf(m) =

∞
∑

n=1

f(m− nj)
1

n1+iγ
,

with γ real. The proof of the Lp(R) boundedness of C1 and the ℓp(Z) boundedness
of D1 are similar. The change of variables u = yj reduces the study of Cj to C1.
No such change of variables is possible for Dj and in fact Dj for j ≥ 2 is much
different from Cj or D1 (which as we have said are similar).

We would like to consider the difference in proving the ℓ2 boundedness D1

and D2. Let µj(θ) =
∑∞

n=1
1

n1+iγ exp(2πinjθ) for j = 1 and j = 2. To show Dj is
bounded in ℓ2 it is sufficient (and necessary) to show µj(θ) is a bounded function.
Let

Sj
N (θ) =

∑

1≤n≤N

exp 2πinjθ,
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Question: For what θ is

1) |Sj
N (θ)| ≤ AN1−δ ?

If 1) holds for an interval of θ, we may sum by parts in the expression for µj(θ)
and conclude that µj(θ) is bounded in that range of θ. Let us compare S1

n(θ) and
S2
N (θ) at a rational point θ = p

q with (p, q) = 1. (For simplicity take N to be

a multiple of q). We are then considering Sj
N =

∑N
n=1 exp 2πin

j p
q . We want to

write n = mq + ℓ where m runs from 1 to N
q and ℓ goes from 1 to q. Then

Sj
N

(

p

q

)

=

N
q

∑

m=1

q
∑

ℓ=1

exp 2πi(mq + ℓ)j
p

q
.

exp 2πi(mq + ℓ)j
p

q
= exp 2πi(u+ ℓj)

p

q
,

where u is an integer divisible by q. So

Sj
N

(

p

q

)

=

N
q

∑

m=1

q
∑

ℓ=1

exp 2πiℓj
p

q
,

and the sum on ℓ is independent of m. Thus

Sj
N

(

p
q

)

= N
q ·

∑q
ℓ=1 exp 2πiℓ

j p
q

= N
q Gj(p, q)

where Gj(p, q) =
∑q

ℓ=1 exp 2πiℓ
j p
q . If j = 1 Gj(p, q) = 0. If j = 2, Gj(p, q) is not

necessarily 0. In fact

|G2(p, q)| =







√
q if q is odd√
2q if q ≡ 0 (mod 4)√
q if q ≡ 2 (mod 4).

So

2) S2
N

(

p

q

)

=
N

q
G2(p, q) 6= O(N1−δ)

in general. The upshot is that to prove the boundedness of µ1(θ) we need to
use the cancellation in Σ 1

n1+iγ only when θ is near an integer, while to prove
the boundedness of µ2(θ) we need to use the cancellation of Σ 1

n1+iγ “near” each
rational p

q .

The motivation for the proof of the boundedness of µj(θ) for j ≥ 2 comes
from ideas of Hardy, Littlewood, Ramanujan and Vinogradov in analytic number
theory. A typical problem concerns the number of solutions in positive integers of
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the equation k = nr
1 + · · · + nr

ℓ for fixed integers r and ℓ. Let us denote by H(k)

the number of solutions. Let SN (θ) =
∑N

n=1 exp 2πin
rθ. Then

3) H(k) =

∫ 1

0

e−2πikθ[SN (θ)]ℓdθ,

for

[SN (θ)]ℓ =
∑

n1,n2,...,nℓ

exp 2πi(nr
1 + · · ·+ nr

ℓ)θ.

We then get a contribution to the integral in 3) exactly when k = nr
1 + · · · + nr

ℓ

for some choice of integers n1, n2, . . . , nℓ. The idea of Hardy and Littlewood is
that the main contribution to the integral in 3) comes from small intervals around
rationals with denominators that are small compared to N and that if θ is in such
an interval a convenient approximation to SN (θ) can be found. See for example
[HL]. Notice that 2) suggests that for θ “near” a rational with large denominator
q, that is q > N ǫ. there is a non-trivial estimate for Sj

N (θ). However in the
derivation of 2) we also assumed that q << N . One can observe that if q >> N j ,
all the exponentials, exp 2πinj p

q , would point in the same direction so that no

cancellation could occur in the sum for Sj
N (θ). So to obtain cancellation in the

sum for Sj
N (θ), we require θ to be near a

q with N ǫ ≤ q ≤ N j−θ. In fact one can
prove the following lemma which will be important in the sequel.

Lemma 10: For every ǫ > 0, there are constants A and δ (depending on j) such
that if

|θ − p

q
| ≤ 1

q2
, (p, q) = 1, and N ǫ ≤ q ≤ N j−ǫ,

then

|Sj
N (θ)| ≤ AN1−δ.

See [V], where the estimate is stated in a more precise form. In our discussion
of µ2(θ) below we shall see why good convenient approximations can be made to
sums like SN (θ) if θ is near a rational with small denominator.

The idea of using number theoretic methods to study these discrete problems
was due independently to Arkhipov and Oskolkov [AO] and Bourgain [B2]. Let
us show how to prove µ2(θ) is bounded. To simplify the notation, we shall take

γ = 2π
ln 2 so that

∫ 2

1
dt

t1+iγ = 0. We want to write

4) µ2(θ) =
∑

p,q

(p,q)=1

Mp,q(θ) + Error

where Mp,q is the contribution from rationals p
q near θ, where in some sense q

should have small denominator. To this end we fix θ and write

µ2(θ) =
∑

j≥1

Hj(θ)
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where

Hj(θ) =
∑

2j≤n<2j+1

1

n1+iγ
exp 2πin2θ.

We then set
Mp,q(θ) =

∑

j

|θ−
p
q
|<2−j(2−ǫ)j,q<2ǫj

Hj(θ).

Lemma 10 (together with Dirichilet’s principle) implies that

µ2(θ) =
∑

p,q

M (p,q)(θ) + bounded error.

Next we want to show that

M (p,q)(θ) = (small in q) · Integral + Error,

We will then be able to make appropriate changes of variables in the integral. In
fact we will see that

5) M (p,q)(θ) =
1

q
G(p, q)I(22j(θ − a

q
)) + bounded error,

where I(φ) =
∫ 2

1
e2πit

2φ dt
t1+iγ and G(p, q) =

∑q
j=1 e

2πij2 p
q .

Let us assume 5) is true for the moment. Then

6) |G(p, q)| ≤ Aq1−δ

by Lemma 10. Also since
∫ 2

1
dt

t1+iγ = 0

7) |I(φ)| ≤ A|φ|.

Now a change of variables shows that for 1 ≤ s ≤ 2

|
∫ s

1

e2πit
2φdt| ≤ A

√

|φ|
.

So integrating by parts we see

8) |I(φ)| ≤ A

|φ|1/2 .

Finally it is possible to show that for a fixed θ

9) the number of (p, q) that occur with 2s ≤ q < 2s+1 is uniformly bounded.

If the estimates 6,7,8, and 9 are substituted into 5), it is easy to see that µ2(θ) is
bounded. So we are faced with trying to write M (p,q) as a product 1

qG(p, q)· In-
tegral.

Mp,q(θ) =
∑

j

′′

Hj(θ).
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Recall that if we write θ = 9
q + β, then for j to occur in Σ

′′

, |β| < 2−(2−ǫ)j and

q < 2ǫj . Again

Hj =
∑

2j<n<2j+1

1

n1+iγ
exp(2πin2θ).

We write n = mq + ℓ with 0 ≤ ℓ ≤ q − 1. Then since q is small

10)
1

n1+iγ
=

1

(mq + ℓ)1+iγ
∼ 1

(mq)1+iγ

since ℓ < q is small. A more subtle point is that

11) exp 2πin2θ = exp 2πim2q2β · exp 2πiℓ2 p
q
+O(2−j/2)

(if ǫ is sufficiently small). To see 11) note that n2θ = (mq+ ℓ)2(aq +β) = m2q2β+

ℓ2 a
q + 2mℓqβ + integer, and now since m < 2j , q < 2ǫj and |β| < 2−(2−ǫ)j the

term 2mℓqβ may be dropped by making an error O(2−j/2), which gives 11. (When
we come to the non-translation invariant problems we will arrive at an analogous
point, however we will not have control on the size of m i.e. m < 2j which will
cause a major difficulty.)

Thus 11) is established, and in
∑

′′

we may replace Hj by

12) Hj =
1

q1+iγ
G(p, q)

∑

2j

q
≤m< 2j+1

q

1

m1+iγ
exp 2πim2q2β,

Using once again the facts that m < 2j , q < 2ǫj and |β| < 2−(2−ǫ)j , we see that
we may replace the sum in (2) by an integral making an error which is O(2−j/2).
Then a change of variables in the integral gives us 5). The proof that µ2(θ) is
bounded is now complete.

Estimates for the maximal function as well as ℓp estimates are much more
difficult because it does not suffice to deal with one fixed θ.

Let us try to see what is involved in proving the ℓ2 boundedness in a non-
translation invariant case. For (m, ℓ) in Z2, and f defined on Z2, we set

Sf(m, ℓ) =
∑

n
m−n 6=0

f(n, ℓ−m2n) · 1

m− n
.

We wish to show

13) ‖Sf‖ℓ2(Z2) ≤ A‖f‖ℓ2(Z2).

For f defined on Z1, we set

14) Sθf(m) =
∑

n
m−n 6=0

exp(2πim2nθ)
f(n)

m− n
.
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By using a well known technique of taking the Fourier transform in the ℓ variable
and using Plancheral’s theorem, we see that to prove 13 it suffices to show

15) ‖Sθf‖ℓ2(Z) ≤ A‖f‖ℓ2(Z),

uniformly in θ. We shall try to follow the lines of the proof of the boundedness of
µ2(θ). The main idea is to replace the formula 5) by writing Sθ as a tensor product
of an operator variant of the expression 1

qG(a, q) and an integral operator. We

proceed with an operator valued version of the treatment of µ2(θ) above. We
define operator valued analoges of the Hj , namely

16) Hj(θ)f(m) =
∑

n

2j≤|m−n|<2j+1

exp(2πim2nθ)
f(m)

m− n

and set
M (p,q)(θ)f(m) =

∑

j

|θ− a
q
|≤2−(3−ǫ)j,q<2ǫj

Hj(θ)f(m).

Then it is possible to prove an operator valued version of Lemma 10 so that

Sθ =
∑

p,q

M (p,q)(θ) + bounded operator.

We now want to write in analogy with 5)

Mp,q(θ) ∼ 1

q
G(p, q)⊗ Iθ

where G(p, q) is an operator valued analogue of G and Iθ is an integral operator.
In analogy with the argument proving 5) in the expression 16) for Hj , we set

m = m1q + µ and n = n1q + ν.

Following the lines of the argument in the translation invariant case we would like
to write θ = a

q + β, and would like to say that

17)
exp 2πi (m1q + µ)2(n1q + ν)(aq + β)

= exp 2πim2
1n1q

3 · exp 2πiµ2ν a
q + small error.

Unfortunately we can not do this because while we have control on the size of
m1 − n1, we have no control of the size of m1 or n1. And even if we could prove
17) we could not replace a sum on n1 by an integral because we have no estimate
on the size of m1 and n1. The main idea in getting around this difficulty is to

note that in dealing with Mp,q(θ), 2j <
(

1
β

)
1

3−ǫ

. Thus to obtain an estimate for

Mp,q(θ), it suffices to obtain estimates of translates of the operators Mp,q where

however m and n can be assumed to be at most
(

1
β

)
1

3−ǫ

. We refer to [SW3] where

the complicated details are carried out.

Documenta Mathematica · Extra Volume ICM 1998 · II · 743–753



Discrete Analogues 753

References

[AO] Arkhipov, G. I. and Oskolkov, K. I. (1987). On a special trigonometric series
and its applications. Mat. Sb., 134, 147–158.

[B1] Bourgain, J. (1986). Averages in the plane over convex curves and maximal
operators. J. Analyse Math., 47, 69–85.

[B2] Bourgain, J. (1989). Pointwise ergodic theorems for arithmetic sets. Inst.
Hautes Etudes Sci. Publ. Math., 69, 5–45.

[CWW] Carbery, A., Wainger, S., and Wright, J. (1995). Hilbert transforms and
maximal functions associated to flat curves on the Heisenberg group. J. of Amer.
Math. Soc., 8, 141–179.

[CNSW] Christ, M., Nagel, A., Stein, E. M., Wainger, S., Singular and maximal
radon transforms: analysis and geometry. to appear.

[HL] Hardy, G. H. and Littlewood, J. E. (1920). A new solution of Waring’s Prob-
lem. Quart. J. of Math., 48, 272–293.

[M] Magyar, A. (1997). Lp-bounds for spherical maximal operators on Zn. Revista
Matematica Iberoamericana, 13, 1-11.

[MSS] Mockenhaupt, G. Seeger, A., and Sogge, C. D. (1992). Wave front sets,
local smoothing, and Bourgain’s circular maximal theorem. Ann. of Math., 136,
207-218.

[NW] Nagel, A. and Wainger, S. (1976). Hilbert transforms associated with plane
curves. Trans. Amer. Math. Soc., 223, 235–252.

[S] Stein, E. M. (1976). Maximal functions: Spherical means. Proc. Nat. Acad.
Sci. U.S.A., 73, 2174–2175.

[SW1] Stein, E. M. and Wainger, S. (1978). Problems in harmonic analysis related
to curvature. Bull. Amer. Math. Soc., 84, 1239–1295.

[SW2] Stein, E. M. and Wainger, S. (1990). Discrete analogues of singular Radon
transforms. Bull. Amer. Math. Soc., 23, 537–544.

[SW3] Stein, E. M. and Wainger, S. Discrete analogues of singular Radon trans-
forms: a non translation invariant case. to appear.

[V] Vinogradov, I. (1954). The method of trigonometrical sums in the theory of
numbers. Interscience, New York.

[WWZ] Wainger, S., Wright, J. and Ziesler, S. Singular integrals associated to
hypersurfaces: L2 theory. MSRI preprint #1997–106.

[W] Wierdl, M. (1988). Pointwise ergodic theorem along the prime numbers. Israel
J. Math., 64, 315–336.

Stephen Wainger
Department of Mathematics
University of Wisconsin
Madison, WI 53706
wainger@math.wisc.edu

Documenta Mathematica · Extra Volume ICM 1998 · II · 743–753



754

Documenta Mathematica · Extra Volume ICM 1998 · II ·


