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Indued Hyperboliity for One-Dimensional Maps

Grzegorz Świa̧tek1

Abstract. We present a review of Yoccoz partitions and their relation
with induced dynamics. A new way of interpreting the construction is
shown, based on external Yoccoz partitions. These are governed by lin-
ear dynamics and hence much easier to handle. As an example of the
usefulness of this method we prove the following result: For almost every
parameter c on the boundary of the Mandelbrot set, in the sense of the
harmonic measure, the map z2+c satisfies the Collet-Eckmann condition.
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1 Yoccoz Partitions

1.1 Historical outline

In the early 1980s M. Jakobson proved a theorem which asserted that in the logistic
family x → ax(1 − x), the mapping has a probabilistic absolutely continuous
invariant measure for a set of parameters a with positive measure, see [10]. The
crucial step of the proof was the construction of an expanding map Φ, defined on
the union of countably many intervals, so that on each connected component of
its domain Φ was an iterate of the original quadratic map, and the range of this
restriction was a fixed interval. Hence, from the original clearly non-expanding
transformation, a uniformly expanding one was constructed by taking iterates in
a piecewise fashion.

In the early 1990s J.-Ch. Yoccoz proved a theorem about local connectiv-
ity of Julia sets of some quadratic polynomials, including many Julia sets which
contained the critical point. He also showed that for this class of polynomials
certain combinatorial data, which for real maps reduces to the kneading sequence,
determines that polynomial uniquely. The proof is based on the construction of
partitions of the phase space which are not far from being Markov: most pieces are
mapped in a univalent way onto other pieces, except for the pieces which contain
the critical point. The partitions were subjected to a process of infinite inductive
refinement under which the critical pieces shrank to the point.

It was then observed that a powerful tool for studying both unimodal maps
of the interval and complex polynomials in the plane is obtained when these ideas
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are applied jointly. When appropriate iterations of the original polynomial are
applied on pieces of Yoccoz partitions, the result is a map which is expanding on
all pieces except for the one which contains the critical point. Such transformations
are called induced mappings. When a sequence of increasingly refined partitions
is considered, the critical branches disappear in the limit and an expanding map
of Jakobson’s type is obtained. The original construction of Jakobson required
exclusion of unsuitable parameters without regard for their topological dynamics,
although a set of positive measure was left at the end. The new approach based on
Yoccoz’ discovery works for all polynomials without neutral or attracting periodic
orbits, with the only exception of a well defined class of infinitely tunable ones.

This, or a closely related approach, played the key role in the solution of
several important problems. For real quadratic polynomials, and by extension
for unimodal maps with non-degenerate critical point, the infinitely tunable case
turned out to be quite manageable, due to the phenomenon of the so-called a
priori bounds, discovered by D. Sullivan. The combination of inducing and a
priori bounds was the basis of the result about local connectivity of Julia sets
for all real unimodal polynomials, see [14]. The same ingredients, and another
phenomenon related to inducing and known as the decay of geometry, were used
in [7] to prove that periodic windows are dense in the logistic family. Alternative
proofs of both results can be found in [15].

Finally, there is a new result we wish to present which use inducing applied to
complex polynomials. Recall that the Collet-Eckmann condition for a quadratic
polynomial fc(z) := z2 + c is that

lim inf
n→∞

log |Dfn
c (c)|

n
> 0 .

Let χ denote the harmonic measure on the boundary of the Mandelbrot set.

Theorem 1.1 For χ-almost every point c, z2 + c satisfies the Collet-Eckmann
condition.

Theorem 1.1 is joint with J. Graczyk and implies the result earlier announced
by Graczyk, Smirnov and the author, that for χ-almost every c and every α > 0

∞∑

i=0

|Df i
c(c)|

−α < ∞ .

The Collet-Eckmann condition for rational maps has been studied, see [5]
and [16]. One of the results of these papers is that a map which satisfies the
Collet-Eckmann condition has the Julia set with Hausdorff dimension less than
2. Thus, we get a corollary complementary to a theorem of which asserts that a
complex polynomial in the residual subset of the boundary of the Mandelbrot set
has the Julia set with Hausdorff dimension equal to 2, see [17].

Structure of the paper. Section 1 is a review of results about Yoccoz par-
titions in the context of their connections with inducing. Section 2 contains some
new material, including an outline of the proof of Theorem 1.1.
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1.2 Refining of partitions

Suppose that f is a rational mapping of the Riemann sphere. Consider a set
B0 which is a union of disjoint Jordan domains B1

0 , · · · , B
k
0 chosen is such a way

that each Bi
0 contains exactly one critical point of f . Furthermore, assume that

fn(∂B0) ∩ B0 = ∅ for all n > 0. The question of how B0 can be found will be
adressed in Section 2. For now, let us describe how this initial partition can be
refined into an infinite sequence of partitions.

We will regard Bi
0, i = 0, · · · , k as Yoccoz pieces of order 0. Next, we proceed

recursively. If Bi
m is a Yoccoz piece of order m, then any connected component of

f−1(Bi
m) is a Yoccoz piece of order m+ 1.

Trivially, all Yoccoz pieces of order m are disjoint and each is mapped by fm

onto some Bi
0 as a proper holomorphic map. A more interesting property is that if

Bi
m and Bi′

m′ have a non-empty intersection, then one of these pieces is contained
in the other. To see this, assume first that m = 0. Then, if the claim were violated,
we would have m′ > 0 and Bi′

m′ ∩ ∂Bi
0 6= ∅. But then after m′ iterations that part

of the boundary of Bi
0 would come back to B0, contrary to our hypothesis. In

general, the claim follows by induction with respect to m.

The disjoint union of all Yoccoz pieces is often called a Yoccoz puzzle. The
discovery of Yoccoz was proving that puzzles derived from a suitably chosen B0

for quadratic polynomials are often generating. By “generating” we mean that for
every point z of the Julia set of f , whenever the ω-limit set of z contains some
critical points, one can find a nesting sequence of Yoccoz pieces which intersect
down to {z}. For quadratic polynomials, this will happen whenever the polynomial
is non-tunable with all periodic orbits repelling. In some cases, a single Yoccoz
puzzle is not enough to be generating, but one can construct a sequence of Yoccoz
puzzles and show that they are jointly generating. This happens in the proof of
local connectivity of Julia sets for real unimodal polynomials, see [14].

Induced dynamics. The Yoccoz puzzle does not have canonical dynamics. We
might try the natural map which sends z ∈ Bi

m to f(z) ∈ f(Bi
m) which is usually

well defined since f(Bi
m) is a Yoccoz piece of order m − 1. This breaks down,

however, when m = 0. The only way to continue is to “drop” z to some Yoccoz
piece of higher order, and since a point typically belongs to infinitely many pieces,
one faces a difficult choice. A general scheme for endowing Yoccoz pieces with
dynamics is as follows.

Let us call a Yoccoz partition any collection B of pairwise disjoint Yoccoz
pieces. On any element Bi

m choose an integer tim subject to the condition 0 ≤
tim ≤ m. Then the map which is defined on the union of elements of the partition
by

φ(z) = f tim(z)

for z ∈ Bi
m will be described as induced by f on the Yoccoz partition B. The

restriction of φ to any connected component of its domain will be called a branch
of φ. This scheme is quite general. In particular, it incorporates various inducing
constructions for unimodal maps, see [10] or [9]. If one applies these construc-
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tions to a unimodal real quadratic polynomial, one gets induced maps on Yoccoz
partitions restricted to the real line.

Suppose now that ζ is a branch induced by f on some Yoccoz piece, and φ
is an unrelated map induced on some Yoccoz partition. Then φ ◦ ζ, considered
on the set of all points where it is well defined, is automatically an induced map
defined on another Yoccoz partition. The consequence of this remark is that once
a single induced map on some Yoccoz partition was obtained, we can use it as
a starting point for an “inducing construction” in which we “refine” branches by
composing them with other induced maps. Everything which we can obtain in this
way will still be induced on Yoccoz partitions. Authors often don’t talk about a
Yoccoz puzzle directly, but instead proceed to define an inducing process. If such
a process begins with a map induced on a Yoccoz partition, it implicitly belongs
to our framework.

Geometry of critical pieces. Yoccoz pieces which contain a critical point
of f will be designated as critical. The geometry of critical Yoccoz pieces has
been particularly carefully investigated. A curious discovery in this area was the
so-called decay of geometry for quadratic polynomials.

To explain the setting, recall the mapping f with critical points Z1, · · · , Zk

and the corresponding system of order 0 Yoccoz pieces Bi
0, with Zi ∈ Bi

0. We will
regard Bi

0 as the 0-th generation of critical pieces. Recursively, suppose that the
p-th generation of critical Yoccoz pieces Di

p with Di
p ∋ Zi has been defined. Then

Di
p+1 is the largest piece inside Di

p, not equal to Di
p, which contains Zi and is

mapped onto some Dj
p by an iterate of f . This iterate will be denoted with frip+1 .

For each 1 ≤ i ≤ k we choose a subsequence pq(i) with p1(i) = 1 and

pq(i) = min{p : rip > ripq−1(i)
}

for q > 1. This set could be empty, in which case pq(i) are all undefined from
some point on. A trivial reason why it might happen is when Di

p are defined for

only finitely many p. But Di
p may also be defined for all p, and pq(i) may still be

undefined from some q on if the map is tunable.

Decay of geometry. Suppose that f is a quadratic polynomial and con-
sider the sequence, perhaps finite, of critical pieces Dpq

. For every α > 0 there

is C > 0 for which the following estimate holds. If mod (D0 \D1) ≥ α, then for
every q ≥ 1 for which pq is well defined

mod (Dpq−1 \Dpq
) ≥ Cq .

This fact depends on f having only one simple critical point. It is may not
be true when the critical point is degenerate, see [12], and is generally not true
in the presence of more than one critical point, see [18]. In both counterexamples
the sequence of moduli not only does not increase at a linear rate, but remains
bounded for all q, which are infinitely many. The decay of geometry has been
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established by a sequence of works. In the form in which we state it, or equivalent,
it was shown in [6] for Yoccoz pieces of real quadratic polynomials, in [15] for
complex polynomials, and in [8] in a more general context of holomorphic box
mappings. The decay of geometry plays a role in the proof the periodic windows
are dense in the logistic family, see [7] and [15].

In his original approach Yoccoz relied on a weaker version of the decay of
geometry, which simply states that whenever the sequence of critical pieces Dpq

is
infinite, intersect down to {0}. Even this relies on exponent 2. While Yoccoz’ work
remains unpublished, a similar reasoning which shows the importance of exponent
2 is presented in [1] for cubic polynomials.

2 External Induced Maps

2.1 Construction

Invariant curves in the phase space. Let us go back to the question which
was pushed aside in the previous section, and namely how to obtain the Yoccoz
pieces of level 0. The construction will be described for polynomials of the form
f(z) = zd+ c with d > 1. Since there is only one piece of order 0, we will denote it
with B0 rather than B1

0 which would in keeping with the notation of Section 1. A
trivial solution would be to choose as B0 the interior of a geometric disk centered
at 0 with sufficiently large radius. Yoccoz partitions obtained in this way would
not be interesting in the case when the Julia set is connected, since they would
simply form a sequence of topological disks nesting down to the filled-in Julia set.
A better construction, due to Yoccoz, uses external rays of the Julia set.

Historically, the idea of constructing dynamical partitions using some invari-
ant curves had certainly appeared before Yoccoz. Back in [3], one finds a construc-
tion in which a chain of preimages of a point is considered. When these points
are joined by arcs, and invariant curve can be obtained, which will often land at
a periodic repelling point. External rays were considered more recently, [2]. In
addition to providing an invariant family of curves, they show a connection with
the Riemann map of the complement of the connectedness locus in the parameter
space.

Construction of the initial partition. A fixed point of the map zd + c
is called admissible if it is repelling and is the landing point of finitely many
external rays, all of which are smooth and have non-zero external arguments. The
parameter c is admissible provided that zd + c has an admissible fixed point. It
should be emphasized that the orbit of c may escape to ∞; all that is needed for
the construction to work is that c be admissible. Note that an admissible fixed
point persists under a small perturbation of parameters, and that the external
arguments of rays which converge at such a point don’t change. Any repelling
fixed point which is not the landing point of the ray with external argument 0 is
going to be admissible unless a ray which lands there is not smooth. For d = 2,
this restricts non-admissible parameters to those which lie on external rays of the
Mandelbrot set landing on the boundary of the main hyperbolic component. The

Documenta Mathematica · Extra Volume ICM 1998 · II · 857–866



862 Grzegorz Świa̧tek

set of such external arguments is of zero measure, see [4], Remark C.5. For the
definition of external rays and basic facts about them, see [13].

The rays which converge at an admissible fixed point divide the plane into
several sectors, one of which, say S0 contains 0. Choose a level curve of the Green
function of the Julia set, of a level L large enough so that it separates 0 from ∞.
The intersection of the interior connected component of the complement of this
curve with S0 is the initial Yoccoz piece B0. It is trivial to verify that B0 has all
properties assumed in Section 1.

Boundaries of Yoccoz pieces. The boundary of every Yoccoz piece Bi
m is a

finite union of analytic arcs, some of which are preimages of the rays while others
are arcs of the level curve of level L/dm. Assuming that the level of the critical
point is less than L/dm, each arc of the level curve intercepts rays with external
arguments from an open interval. In this way, with every Yoccoz piece Bi

m we
can associate its “external” piece bim defined as the interior of the set of external
arguments for which the corresponding rays hit the piece. Every external Yoccoz
piece is a finite union of intervals. The set of external Yoccoz pieces still has the
property that two of them are either disjoint, or one is contained in the other.
Even more interesting is the connection between the dynamics induced by f on
the Yoccoz pieces and the dynamics induced by the map T (x) = dx mod 1 on
external Yoccoz pieces. If fm′

(Bi
m) = Bi′

m−m′ , then Tm′

(bim) = bi
′

m−m′ .

Intrinsic construction of external Yoccoz pieces. What is most strik-
ing is that external Yoccoz pieces can be constructed without reference do the
dynamics of f , provided that B0 has been chosen, which determines b0, and that
an external argument of 0 is known, say γ. When c is not in the connectedness
locus, then 0 in fact has d external rays that meet it. The point γ can be chosen
to be any of them and the choice will not affect the construction, since it is only
T (γ) that matters.

Assume first that c is not in the connectedness locus, at level λ > 0 with
respect to the Green function of its Julia set, and choose L >> λ to construct the
initial Yoccoz piece B0. Then b0 establishes the set of external Yoccoz pieces of
level 0. Now suppose that pieces bim of levelm have been defined. The critical piece
of level m + 1, which contains γ, is simply T−1(bi0m) where bi0m ∋ T (γ), provided
that such bi0m exists. Any other piece is T−1

j (bim) where T−1
j is an inverse branch

of T mapping onto S1 \ {γ}. By induction, we check that this is the “right”

construction in the following sense. For m < log(L/λ)
log d each bim is the set of external

rays intercepted by some Bi
m, and the piece bim which contains γ corresponds in

this way to the critical piece of level m.

Now let c tend to the connectedness locus along a fixed external ray in the
parameter plane. This means that the external argument of c in the phase plane
of zd+c remains fixed, see [2], and hence γ can be chosen fixed. At the same time,
λ tends to 0. Since γ and b0 are fixed, external Yoccoz pieces and the dynamics
induced on them by T don’t change at all. The correspondence with regular Yoccoz
pieces holds for larger and larger levels m. In the limit, for c in the closure of the
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ray and on the boundary of the connectedness locus, the correspondence holds
for all m, unless Yoccoz pieces Bi

m undergo a discontinuous change (in Hausdorff
topology). Such a change is only possible if the orbit of 0 hits the boundary of some
Yoccoz piece, and hence of B0. But now the limit value c0 is in the connectedness
locus, so the only point on the boundary of B0 which can be met by the critical
orbit is the fixed point. As we see, the correspondence holds except for a set of
external rays of the connectedness locus with rational external arguments (recall
that by custom external arguments are parametrized by the circle of circumference
1.)

Summary of the correspondence. The foregoing discussion can be summa-
rized as follows.

Proposition 1 Let γ be irrational and c be an admissible parameter in the inter-
section of the boundary of the connectedness locus with the closure of the external
ray with argument γ. Consider an admissible fixed point q of zd + c and let b0 de-
note the arc of external arguments of all rays contained in the sector which is cut
off by two adjacent rays landing at q and contains 0. Then there is a one-to-one
correspondence between Yoccoz pieces constructed from the rays converging at q and
some equipotential curve and external Yoccoz pieces of the map T (x) = dx mod 1
with distinguished point γ and with the order 0 piece b0. Key properties of this
correspondence are:

• it conjugates the action on Yoccoz pieces by f to the action on external Yoccoz
pieces by T ,

• it respects inclusion and inclusion with closure,

• critical Yoccoz pieces correspond exactly to the external pieces which contain
γ.

The usefulness of this correspondence lies in the fact that the dynamics of
T is much simpler and hence external Yoccoz pieces can be kept track of more
easily than Yoccoz pieces. Properties of external Yoccoz puzzles which hold typ-
ically with respect to the Lebesgue measure on γ translate to properties which
are typically true with respect to the harmonic measure on the boundary of the
Mandelbrot set. This is the main line of the proof of Theorem 1.1.

2.2 Collet-Eckmann condition

We will now sketch main steps of the proof of Theorem 1.1. Consider a connected
component A of the set of admissible parameters. In the quadratic case, the
initial external Yoccoz piece b0 remains fixed throughout A. Since the whole
boundary of the Mandelbrot set, except for the boundary of main cardioid which
is of zero harmonic measure, is in the admissible set, it will be enough to restrict
our considerations once and for all to A. In b0, pick a point γ. This corresponds to
choosing an external ray of the Mandelbrot set. There is a map Γ : b0 → A ∩ ∂M
well defined almost everywhere, which associates to γ the landing point of the
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external ray with argument T (γ). The harmonic measure on A ∩ ∂M is simply
Γ∗(λ), where λ is the Lebesgue measure on the circle.

The main construction. For any γ ∈ b0 and irrational consider the sequence
dq of all external pieces which contain γ, in the order of inclusion. Hence, d0 := b0.
For c in the Mandelbrot set and in the closure of the external ray with argument γ,
note the corresponding sequence of all critical pieces Dq. Let k(q) be the smallest
positive k for which T k(dq) ∋ γ. Clearly, k(q) form a non-decreasing sequence.
An external Yoccoz piece b will be called nested if whenever b ⊂ dq for some q,
then b ⊂ dq. An analogous definition applies to Yoccoz pieces induced by f and
by Proposition 1 the correspondence between external and regular pieces observes
the property of being nested.

Proposition 2 There is a set A′ ⊂ A, with A \ A′ of zero measure, with the
following properties. For every γ ∈ A′, infinitely many critical pieces are defined.
Furthermore, for every such γ there are a positive integer m0, a finite Yoccoz
partition B with all pieces nested, and a sequence nj with the following properties:

1. for every j, T k(nj) maps dnj
onto some dq, with q ≤ m0; moreover, T k(nj)(γ)

belongs to some element of B,

2.

lim
j→∞

k(nj+1)

k(nj)
= 1 ,

3.

lim sup
j→∞

k(nj)

j
< ∞ .

Derivation of the Collet-Eckmann condition. These conditions are seen
to imply the Collet-Eckmann condition at all points c in the boundary of the
Mandelbrot set intersected with the closure of the external ray with argument
γ. The first condition is easily understood in terms of the corresponding maps

induced by f . It says that for each j the critical piece Dnj
is mapped by f

k(nj)
c

onto a large Dq, while 0 is mapped into a piece which corresponds to an element
of B in the sense of Proposition 1. Since B consists of nested pieces and is finite,
it follows that fk(nj)(0) is separated from the boundary of Dq by some positive
distance independent of j. This plays a double role. First, the distortion at the
critical value c is bounded, so that

log |Dfk(nj)−1(c)| ≥ K1 mod (Dm0
\Dnj

) (1)

with K1 > 0. Secondly, since fk(nj)(0) gets into a nested piece of some fixed
Yoccoz partition, the modulus surrounding this piece in Dq will be pulled back,
resulting in

mod (Dnj
\Dnj+q0) ≥ K2
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for all j, K2 positive and q0 constant. Hence,

lim inf
mod (Dm0

\Dnj
)

j
> 0 .

Together with the last assertion of Proposition 2 this implies

lim inf
mod (Dm0

\Dnj
)

k(nj)
> 0 .

From this and estimate (1) we see that

lim inf
log |Dfk(nj)−1(c)|

k(nj)
> 0 .

The second claim of Proposition 2 easily shows that the same condition in fact
holds for all k, not just the subsequence k(nj), and hence the Collet-Eckmann
condition is established.

A probabilistic reasoning. As to the proof of Proposition 2, it is useful to
think of the “excursion times” from the large scale, k(nj+1)−k(nj), as independent
random variables. Let us also forget at first that γ has to be mapped into an
element of B, instead just try to make sure that T k(nj) maps to the large scale.
The probabilistic interpretation is intuitively natural, because the next excursion
depends mostly on T k(nj)(γ), and that it is independent of the length of previous
excursions, since they all end with γ mapped somewhere in the large box with
uniform distribution. With that interpretation, it is enough to see that these
random variables have finite expectation and variance and use the strong law of
large numbers. These estimates follows rather easily once B is chosen carefully.
The interpretation of the excursion times as independent random variables requires
a careful construction. Details will be provided in a forthcoming paper.

The role of exponent 2. Theorem 1.1 is stated only for the quadratic family.
However, the proof does not rely on exponent 2 is an essential way. In particular,
the decay of geometry of critical Yoccoz pieces is never used a priori, it simply
follows from the conditions of Proposition 2. The reason why the theorem is not
stated for the family zd + c is that certain basic facts remain to be checked in this
more general case. For example, it should be proved that almost all parameters
in the complement of the connectedness locus are admissible.
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63

Documenta Mathematica · Extra Volume ICM 1998 · II · 857–866



866 Grzegorz Świa̧tek
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point portraits, Ann. Sc. Éc. Norm. Sup. 26 (1993), 51-98

[5] Graczyk, J. & Smirnov, S.: Collet, Eckmann, & Hölder, Invent. Math. 133
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