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1. Introduction

Iwasawa’s theory for elliptic curves with complex multiplication was initiated
by J. Coates in the 1970s in a series of papers (for example, [CW] and [CW1]),
and it is now well developed (by the effort of a handful of number-theorists)
into a solid theory for abelian varieties of CM type (or one may call it
Iwasawa’s theory for CM fields). In this paper, we prove many cases of the
anticyclotomic main conjecture for general CM fields with p-ordinary CM type.

Let M be a CM field with maximal real subfield F . The field F is totally real,
and M is a totally imaginary quadratic extension of F (inside a fixed algebraic
closure F of F ). We fix a prime p > 3 unramified in M/Q. We assume to have
a p–ordinary CM type Σ of M . Thus, fixing an embedding ip : Q →֒ Qp, the
embeddings ip ◦ σ for σ ∈ Σ induce exactly a half Σp of the p–adic places of
M . We identify Σp with a subset of prime factors of p in M . For the generator
c of Gal(M/F ), the disjoint union Σp ⊔ Σcp gives the total set of prime factors
of p in M . For a multi-index e =

∑
P|p e(P)P ∈ Z[Σp ⊔ Σcp], we write Pe

for
∏

P|pP
e(P). We choose a complete discrete valuation ring W inside Qp

finite flat and unramified over Zp. A Hecke character ψ : M×\M×
A → C× is

called anticyclotomic if ψ(xc) = ψ(x)−1. We call ψ has split conductor if the
conductor of ψ is divisible only by primes split in M/F . We fix a continuous
anticyclotomic character ψ : Gal(F/M) → W× of finite order. It is an easy
consequence of class field theory(see (7.18) and [HMI] Lemma 5.31) that we
can always find another Hecke character ϕ : M×

A /M
×M×

∞ → C× such that
ψ(x) = ϕ−(x) = ϕ−1(x)ϕ(xc). Regarding ϕ and ψ as Galois characters, this
is equivalent to ψ(σ) = ϕ−1(σ)ϕ(cσc−1) for any complex conjugation c in
Gal(F/F ). We assume the following four conditions:

(1) The character ψ has order prime to p with exact conductor cPe for c
prime to p.

(2) The conductor c is a product of primes split in M/F .
(3) The local character ψP is non-trivial for all P ∈ Σp.

(4) The restriction ψ∗ of ψ to Gal(F/M [
√
p∗]) for p∗ = (−1)(p−1)/2p is

non-trivial.
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We study arithmetic of the unique Z
[F :Q]
p –extension M−

∞ of M (unramified
outside p and ∞) on which cσc−1 = σ−1 for all σ ∈ Γ−

M = Gal(M−
∞/M). The

extension M−
∞/M is called the anticyclotomic tower over M . Let M(ψ)/M

be the class field with ψ inducing the isomorphism Gal(M(ψ)/M) ∼= Im(ψ).
Let L∞/M

−
∞M(ψ) be the maximal p–abelian extension unramified outside Σp.

Each γ ∈ Gal(L∞/M) acts on the normal subgroup X = Gal(L∞/M
−
∞M(ψ))

continuously by conjugation, and by the commutativity of X, this ac-
tion factors through Gal(M(ψ)M−

∞/M). We have a canonical splitting
Gal(M(ψ)M−

∞/M) = Γ−
M × Gtor(ψ) for the maximal torsion subgroup

Gtor(ψ) ∼= Im(ψ). Since ψ is of order prime to p, it factors through the
maximal torsion subgroup Gtor(ψ). Then we look into the Γ−

M–module:
X[ψ] = X ⊗Zp[Gtor(ψ)],ψ W .

As is well known, X[ψ] is a W [[Γ−
M ]]–module of finite type, and it is a tor-

sion module by a result of Fujiwara (cf. [H00] Corollary 5.4 and [HMI] The-
orem 5.33) generalizing the fundamental work of Wiles [W] and Taylor-Wiles
[TW]. Thus we can think of the characteristic element F−(ψ) ∈W [[Γ−

M ]] of the
module X[ψ]. As we have seen in [HT1] and [HT2], we have the anticyclotomic
p–adic Hecke L–function L−

p (ψ) ∈W [[Γ−
M ]] (constructed by Katz), where W is

the completed p–adic integer ring of the maximal unramified extension of Qp
inside Qp. We regard W ⊂W . Then we prove

Theorem. We have the identity: F−(ψ) = L−
p (ψ) up to a unit in W [[Γ−

M ]].

The condition p > 3 is necessary because at one point we need to choose a prime
ideal q of F with NF/Q(q) 6≡ ±1 mod p. By implementing our idea more care-
fully, we might be able to include the prime p = 3, but there is no hope (without
a new idea) of including p = 2. The condition (1) is probably inessential, and
it could be avoided by using the nearly ordinary Galois deformation with fixed
p–power order nearly ordinary characters instead of the minimal one we used,
although some of our argument has to be done more carefully to incorporate p–
power order characters. In such a generalization, we probably need to assume
(2-4) replacing ψ by the Teichmüller lift of ψ mod mW for the maximal ideal
mW of W . The condition (2) is imposed to guarantee the local representation

at the prime l given by IndFl

Ml
ϕl is reducible; otherwise, we possibly need to

work with quaternionic modular forms coming from a quaternion algebra ram-
ifying at an inert or ramified prime l|c, adding further technicality, though we
hope that the obstacle is surmountable. The condition (3) is a rigidity condi-

tion for nearly ordinary Galois deformation of IndFM ϕ, assuring the existence
of the “universal” (not “versal”) deformation ring. To remove this, we need to
somehow invent a reasonable requirement to rigidify the deformation problem.
The condition (4) is a technical assumption in order to form a Taylor-Wiles
system to identify the deformation ring with an appropriate Hecke algebra (see
[TW], [Fu] and [HMI] Sections 3.2–3).
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The type of the assertion (in the theorem) is called the anticyclotomic main con-
jecture for CM fields. The main conjecture for imaginary quadratic fields (in-
cluding the cyclotomic Zp–extension) and its anticyclotomic version for imag-
inary quadratic fields have been proved by K. Rubin [R] and [R1] refining
Kolyvagin’s method of Euler systems, and basically at the same time, the an-
ticyclotomic conjecture was treated by J. Tilouine (and B. Mazur) [Ti] and
[MT] (for imaginary quadratic cases) by a method similar to the one exploited
here combined with the class number formula of the ring class fields. A partial
result towards the general conjecture was studied in [HT1], [HT2] and [H05d].

The present idea of the proof is a refinement of those exploited in [HT1], [HT2]
and [H05d] Theorem 5.1, where we have proven L−

p (ψ)|F−(ψ) in W [[Γ−
M ]].

One of the main ingredients of the proof is the congruence power series H(ψ) ∈
W [[Γ−

M ]] of the CM–component of the universal nearly ordinary Hecke algebra
h for GL(2)/F . In the joint works with Tilouine, we took h of (outside p)
level NM/F (C)d(M/F ) for the conductor C of ϕ and the relative discriminant
d(M/F ) of M/F . In this paper, as in [H05d] Section 2.10, we take the Hecke
algebra of levelN(ψ) which is a product of c∩F and d(M/F ) (introducing a new
type of Neben character determined by ϕ with ψ = ϕ−). Fujiwara formulated
his results in [Fu] using such level groups. Another important ingredient is the
divisibility proven in [H05d] Corollary 5.5:

(L) (h(M)/h(F ))L−
p (ψ

−)
∣∣H(ψ) in W [[Γ−

M ]].

Here h(M) (resp. h(F )) is the class number of M (resp. F ). On the other
hand, Fujiwara’s result already quoted implies (see [Fu], [HT2], [H00] and [HMI]
Sections 3.2–3 and 5.3):

(F) H(ψ) = (h(M)/h(F ))F−(ψ−) up to units in W [[Γ−
M ]].

Thus we need to prove:

(R) H(ψ)(κ)
∣∣(h(M)/h(F ))L−

p (ψ
−)(κ) in W

for a (single) weight κ specialization, where Φ(κ) is the value of a power series
Φ ∈ W [[Γ−

M ]] at κ ∈ Spec(W [[Γ−
M ]])(W ). By (L) and Nakayama’s lemma, the

reverse divisibility (R) (specialized at κ) implies the theorem. In the (finite
dimensional) space Sn.ordκ (N(ψ)p∞, ελ;W ) of nearly p–ordinary cusp forms
of weight κ with coefficients in W and with suitable Neben character ελ, we
have a CM Hecke eigenform f(λ) of a Hecke character λ of weight κ (regarded
as a Galois character) such that λ− factors through Gal(M(ψ)M−

∞/M) and
λ−|Gtor(ψ) = ψ. We write N(λ) (N(λ)|N(ψ)p∞) for the level of f(λ). This
form studied in [H91] is of minimal level (possibly of level smaller than that of
the primitive form). Since the CM local ring R of h is a Gorenstein ring (see
[Fu], [H00] Corollary 5.3 (3) and [HMI] Proposition 1.53 and Theorem 3.59),

the number H(ψ)(κ) is the maximal denominator of the numbers (f(λ),f)
(f(λ),f(λ))

in W as f running through all elements of Sκ(N(λ), ελ;W ) (see again [H00]
Corollary 5.3 (1) and [H86] Proposition 3.9), where (·, ·) is the Petersson
inner product of level N(λ). As seen in [HT1] Theorem 7.1 and [H05d]
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Proposition 5.6, we have πκ1−κ2+Σ(f(λ), f(λ)) = c1(h(M)/h(F ))L(1, λ−) for
an innocuous constant c1 ∈ W (for the constant c1, see (7.17)). The quotient
π2(κ1−κ2)Wp(λ

−)(f(λ),f(λ))

Ω2(κ1−κ2) is then the value (h(M)/h(F ))L−
p (ψ

−)(κ) ∈ W (up

to units in W ). Here Wp(λ
−) is the local Gauss sum of λ− at p, Ω is the

Néron period of the abelian variety of CM type Σ (defined over Q ∩W ), and
the exponent κ1 − κ2 is determined by the weight κ. Since H(ψ)(κ) is the

maximal denominator of (f(λ),f)
(f(λ),f(λ)) , what we need to show (to prove (R))

is the W–integrality of
π2(κ1−κ2)Wp(λ

−)(f(λ),f)

Ω2(κ1−κ2) for all f ∈ Sκ(N(λ), ελ;W ).
This we will show by a detailed analysis of the residue formulas of general-
ized Eisenstein series, which we call Shimura series, on orthogonal groups of
signature (n, 2). The series have been introduced in [Sh1] and [Sh2], and we
take those associated with a theta series of M and the determinant (quadratic
form) of M2(F ). The validity of the q–expansion principle is very important
to show the W–integrality, because we write the Petersson inner product as
a value of a modular form (with integral q–expansion) at a CM point of (the
product of two copies of) the Hilbert modular variety. This modular form
is obtained as the residue of a Shimura series. However in the split case,
the orthogonal similitude group of signature (2, 2) over F is isogenous to the
product GL(2) × GL(2)/F ; so, basically we are dealing with Hilbert modular
forms, and the q–expansion principle is known by a work of Ribet (see [PAF]
Theorem 4.21).

Another important point is to write down every W–integral Hilbert cusp form
as a W–integral linear combination of theta series of the definite quaternion
algebra unramified at every finite (henselian) place. Such a problem over Q
was first studied by Eichler (his basis problem) and then generalized to the
Hilbert modular case by Shimizu and Jacquet-Langlands in different manners.
We scrutinize the integrality of the Jacquet-Langlands-Shimizu correspondence
(mainly using duality between Hecke algebras and their spaces of cusp forms;
see [H05b]). At the last step of finalizing the W–integral correspondence, we
again need a result of Fujiwara: Freeness theorem in [Fu] of quaternionic coho-
mology groups as Hecke modules, which is valid again under the assumptions
(1-4) for cusp forms with complex multiplication (see [HMI] Corollary 3.42).
The everywhere unramified definite quaternion algebra exists only when the
degree [F : Q] is even; so, we will at the end reduce, by a base-change
argument, the case of odd degree to the case of even degree.

The identity: (h(M)/h(F ))L−
p (ψ

−) = H(ψ) resulted from our proof of the
theorem is the one (implicitly) conjectured at the end of [H86] (after Theorem
7.2) in the elliptic modular case. A similar conjecture made there for Eisenstein
congruences has now also been proven by [O] under some mild assumptions.
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2. Siegel’s theta series for GL(2)×GL(2)
Since the Shimura series has an integral presentation as a Rankin-Selberg con-
volution of Siegel’s theta series and a Hilbert modular form, we recall here the
definition and some properties of the theta series we need later.

2.1. Symmetric Domain of O(n, 2). We describe the symmetric domain as-
sociated to an orthogonal group of signature (n, 2), following [Sh1] Section 2.
Let V be a n+ 2–dimensional space over R. We consider a symmetric bilinear
form S : V × V → R of signature (n, 2) with n > 0. We define an orthogonal
similitude group G by

(2.1) G(R) =
{
α ∈ EndR(V )

∣∣S(αx, αy) = ν(α)S(x, y) with ν(α) ∈ R×
}
.

We would like to make explicit the symmetric hermitian domain G(R)+/R×C
for a maximal compact subgroup C ⊂ G(R)+ for the identity connected com-
ponent G(R)+ of G(R). We start with the following complex submanifold of
VC = V ⊗ C:

Y(S) =
{
v ∈ VC = V ⊗R C

∣∣S[v] = S(v, v) = 0, S(v, v) < 0
}
.

Since S is indefinite over C, the space Y(S) is always non-empty. Obviously
g ∈ G(R) with ν(g) > 0 acts on Y(S) by v 7→ gv.

Take v ∈ Y(S), and write W for the subspace spanned over R by v + v and
iv − iv for i =

√
−1. Then we have

S(v + v, v + v) = 2S(v, v) < 0

S(iv − iv, iv − iv) = 2S(v, v) < 0

S(v + v, iv − iv) = −i · S(v, v) + i · S(v, v) = 0.

This shows that S|W is negative definite. Let W⊥ =
{
w ∈ V

∣∣S(w,W ) = 0
}
.

Then we have an orthogonal decomposition: V =W⊕W⊥ and S|W⊥ is positive
definite. We then define a positive definite bilinear form

Pv(x, y) = −S(xW , yW ) + S(xW⊥ , yW⊥)

for the orthogonal projections xW to W and xW⊥ to W⊥ of x. The bilinear
form Pv is called the positive majorant of S indexed by v ∈ Y(S). If g ∈ G(R)
fixes v ∈ Y(S), g fixes by definition the positive definite form Pv. Thus g
has to be in the compact subgroup O(Pv) made up of orthogonal matrices
preserving Pv. Thus G(R)+/O(Pv) →֒ Y(S). If we have two v, w ∈ Y(S),
then by Sylvester’s theorem, we find g ∈ G(R)+ such that gv = w, and hence
G(R)+/O(Pv) ∼= Y(S).
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Anticyclotomic Main Conjectures 471

Writing Pv[x] = Pv(x, x) for x = cv + cv + z with c ∈ C and z ∈W⊥, we see

Pv[x]− S[x] =Pv(cv + cv + z, cv + cv + z)− S(cv + cv + z, cv + cv + z)

=− 2c2S[v]− 2c2S[v]− 4|c|2S(v, v) + S[z]− S[z]
=4|c|2S(v, v) = −4S(v, v)−1|S(x, v)|2 ≥ 0.

(2.2)

We now make explicit the domain Y(S) as a hermitian bounded matrix domain.

Proposition 2.1. We have a C–linear isomorphism A : VC ∼= Cn+2 such that

S(x, y) = t(Ax) ·RAy, S(x, y) = t(Ax) ·QAy,
where R and Q are real symmetric matrices given by

R =
(

1n 0 0
0 0 −1
0 −1 0

)
, Q =

(
1n 0
0 −12

)
.

Proof. Choose a base v1, . . . , vn+2 of V over R, identify V with Rn+2 by send-

ing
∑n+2
i=1 xivi 7→ t(x1, . . . , xn+2) ∈ Rn+2 and use the same symbol S for the

symmetric matrix (S(vi, vj))i,j . Then S(x, y) = tx · Sy for x, y ∈ V = Rn+2.
By a theorem of Sylvester, S is equivalent (in GLn+2(R)) to Q; so, we find an
invertible matrix X ∈ GLn+2(R) with

tX · SX = Q.

Choose B = diag[1n,
√
2
−1 ( 1 1

−i i

)
]. Then by computation tB · QB = Q and

tBQB = R. Then x 7→ Ax for A = (XB)−1 = B−1X−1 does the desired
job. �

By our choice of A, the map α 7→ AαA−1 gives an isomorphism of Lie groups:

(2.3) ι : G(R) ∼= G(Q,R)

=
{
α ∈ GLn+2(C)

∣∣tα ·Rα = ν(α)R, tα · qα = ν(α)Q with α ∈ R×
}
,

and the map: v 7→ Av gives an isomorphism of complex manifolds:

(2.4) j : Y(S) ∼= Y(Q,R) =
{
u ∈ Cn+2

∣∣tu ·Ru = 0, tu ·Qu < 0
}
.

These two maps are equivariant:

ι(α)j(v) = j(αv).

We are going to show that Y(Q,R) has two connected components. Write
u = t(u1, . . . , un+2) ∈ Y(Q,R). Then we have

(
n∑

i=1

u2i

)
− 2un+1un+2 = tu ·Ru = 0,

n∑

i=1

|ui|2 < |un+1|2 + |un+2|2 ⇔ tu ·Qu < 0.
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Assume |un+1| = |nn+2| towards contradiction. Then we see
n∑

j=1

|uj |2 ≥ |
n∑

j=1

u2j | = 2|un+1un+2| = |un+1|2 + |un+2|2,

a contradiction; hence we have either |un+1| > |un+2| or |un+1| < |un+2|. These
two cases split the domain Y(Q,R) into two pieces of connected components.
To see each component is connected, we may assume that |un+2| > |un+1| by
interchanging indices if necessary; so, un+2 6= 0. Put zj = Uj/un+2 for j ≤ n,
and define a column vector z = t(z1, z2, . . . , zn). Then w = un+1/un+2 =
tz · z/2, and defining

(2.5) Z = Zn =

{
z ∈ Cn

∣∣tz · z < 1 +
1

4
|tz · z|2 < 2

}
,

C××Z is isomorphic to the connected component of Y(Q,R) given by |un+2| >
|un+1| via (λ, z) 7→ λP(z), where
(2.6) P(z) = t(z, (tz · z)/2, 1).
From this expression, it is plain that Y(Q,R) has two connected components.
We define the action of α ∈ G(R) on Z and a factor of automorphy µ(α; z)
(z ∈ Z) by

(2.7) ι(α)P(z) = P(α(z))µ(α; z).

We look into spherical functions on VC. Choose a base v1, . . . , vd of V over R.
By means of this base, we identify V with Rd (d = n+2); so, v 7→ (x1, . . . , xd) if
v =

∑
j xjvj . We take the dual base v∗j so that S(v

∗
i , vj) = δij for the Kronecker

symbol δij and define a second-degree homogeneous differential operator ∆ by

∆ =
∑

i,j

S(v∗i , v
∗
j )

∂2

∂xi∂xj
.

A polynomial function η : V → C is called a spherical function if ∆η = 0.
Writing S = (S(vi, vj)), we see that this definition does not depend on the

choice of the base vj , because ∆ = t∂S−1∂ for ∂ = t( ∂∂x1
, . . . , ∂

∂xd
). Since

∂(twSx) = Sw for a constant vector w = (w1, . . . , wd), we find that, for k ≥ 2

∆(twSx)k = kt∂(S−1Sw)(twSx)k−1 = k(k − 1)(twSw)(twSx)k−2.

Thus the polynomial function x 7→ S(w, x)k for k ≥ 2 is spherical if and only
if S[w] := S(w,w) = 0. All homogeneous spherical functions of degree k ≥ 2
are linear combination of S(w, x)k for a finite set of spherical vectors w with
S[w] = 0. In particular, for v ∈ Y(S), the function x 7→ S(v, x)k is a spherical
function.

Note here that for v ∈ Y(S), S[v] = 0 and S(v, x) = −Pv(v, x), because
P (v, x) = P (v, xW ) + P (v, xW⊥) = −S(v, xW ) = −S(v, x). Define ∂v = ṽ · ∂,
where ṽ = (λ1, . . . , λd) when v =

∑
j λjvj . Then we have, by computation,

(2.8) ∂vS[x] = 2S(v, x), ∂vPv[x] = 2Pv(v, x) = −S(v, x).
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Anticyclotomic Main Conjectures 473

We define a Schwartz function Ψ on V for each τ = ξ + iη ∈ H and v ∈ Y(S)
by

Ψ(τ ; v;w) = e(
1

2
(S[w]ξ + iPv[w]η)) = exp(πi(S[w]ξ + iPv[w]η)).

We see by computation using (2.8)

(2.9) (∂kvΨ)(τ ; v;w) = (2πi)k(τS(v, w))kΨ(τ ; v;w).

2.2. SL(2) × SL(2) as an orthogonal group. We realize the product as
an orthogonal group of signature (2, 2), and hence this group gives a special
case of the orthogonal groups treated in the previous subsection.

Let V = M2(R), and consider the symmetric bilinear form S : V × V → R
given by S(x, y) = Tr(xyι), where yyι = yιy = det(y) for 2× 2 matrices y. We
let (a, b) ∈ GL2(R)×GL2(R) act on V by x 7→ axbι. Then

S(axbι, aybι) = Tr(axbιbyιaι) = det(b)Tr(axyιaι)

= det(b)Tr(xyιaιa) = det(a) det(b)S(x, y).

Thus we have an isomorphism

(GL2(R)×GL2(R)) /{±(1, 1)} →֒ G(R)

with ν(a, b) = det(a) det(b). Since the symmetric space of G(R) has dimension
2 over C, the above isomorphism has to be onto on the identity connected
component. Since G(R) has four connected components (because Y(S) has
two), the above morphism has to be a surjective isomorphism becauseGL2(R)×
GL2(R) has four connected components:

(2.10) (GL2(R)×GL2(R)) /{±(1, 1)} ∼= G(R).

Since the symmetric domain of GL2(R) × GL2(R) is isomorphic to H × H for
the upper half complex plane H = {z ∈ C| Im(z) > 0}, we find that Z ∼= H×H.

We are going to make this isomorphism: Z ∼= H × H more explicit. We study
Y = Y(S) more closely. Since VC = M2(C), writing v =

(
a b
c d

)
∈ M2(C), we

have from the definition:

Y =
{(

a b
c d

)
∈M2(C)

∣∣∣ad = bc, ad− bc+ da− cb < 0
}
.

Pick v =
(
a b
c d

)
∈ Y, and suppose that c = 0. Then by the defining equation

of Y, ad = 0 ⇒ 0 = ad + da < 0, which is a contradiction. Thus c 6= 0; so,
we define for v as above, z = a

c and w = −dc . Then −zw = b
c , and hence (see

[Sh2] II (4.6))

(2.11) v = cp(z, w) with p(z, w) =
(
z −wz
1 −w

)
= −t(z, 1)(w, 1)ε,

where ε =
(

0 1
−1 0

)
. Again by the equation defining Y,

(2.12) S(p(z, w), p(z, w)) = (w − w)(z − z) = −zw + zw − zw + zw < 0.

Documenta Mathematica · Extra Volume Coates (2006) 465–532



474 Haruzo Hida

From this, it is clear that Y ∼= C× ×
(
H2 ⊔ H

2
)
. By this isomorphism, for α ∈

G(R), we can define its action α(z, w) ∈
(
H2 ⊔ H

2
)
and a factor µ(α; z, w) ∈ C×

of automorphy by

α · p(z, w) = p(α(z, w))µ(α; z, w).

By a direct computation, writing j(v, z) = cz+d for v =
(
a b
c d

)
and v(z) = az+b

cz+d ,

we have, for (α, β) ∈ GL2(R)×GL2(R),

(2.13) αp(z, w)βι = p(α(z), β(w))j(α, z)j(β,w).

Thus

(α, β)(z, w) = (α(z), β(w)) and µ((α, β); (z, w)) = j(α, z)j(β,w).

We define a spherical function

(2.14) v 7→ [v; z, w]k = S(v, p(z, w))k

for a positive integer k > 0. This function is spherical because S[p(z, w)] =
2 det p(z, w) = 0, and we have

(2.15) [αvβι; z, w] = j(αι, z)j(βι, w)[v;α−1(z), β−1(w)].

2.3. Growth of theta series. Let F be a totally real field with integer
ring O and B be a quaternion algebra over F . The algebra B can be M2(F ).
Let x 7→ xι be the main involution of B; so, xxι = N(x) and x + xι = Tr(x)
for the reduced norm N : B → F and the reduced trace Tr : B → F . We
consider the symmetric bilinear form S : B×B → F given by S(x, y) = Tr(xyι).

Writing I for the set of all archimedean places of F , we split I = IB ⊔ IB so
that B ⊗F,σ R ∼=M2(R)⇔ σ ∈ IB . Thus for σ ∈ IB ,

B ⊗F,σ R ∼= H =
{(

a b
−b a

) ∣∣∣a, b ∈ C
}
.

We identify Bσ = B ⊗F,σ R with M2(R) or H for each σ ∈ I. Thus G(Q) =
(B× × B×)/{±(1, 1)} is the orthogonal group of (B,S). Since S at σ ∈ IB is

positive definite, G(R) ∼= (GL2(R)×GL2(R))
IB × (H××H×)I

B

/{±(1, 1)}. For
each b ∈ B∞ = B ⊗Q R, writing b = (bσ) for σ–component bσ ∈ Bσ, we define

(2.16) [b; z, w]k =
∏

σ∈IB

[bσ; zσ, wσ]
kσ (k =

∑

σ∈IB

kσσ ∈ Z[IB ]),

where [bσ; zσ, wσ] is as in (2.14) defined for Bσ = M2(R). For σ ∈ IB , we
pick a homogeneous spherical polynomial ϕσ : Bσ → C of degree κσ, and put
ϕ =

∏
σ∈IB ϕσ and κ =

∑
σ κσ ∈ Z[IB ]. We define an additive character

eF : FC = F ⊗Q C→ C× by eF (z) = exp(2πi
∑
σ zσ) (z = (zσ)σ∈I) identifying

FC with CI as C–algebras. Writing Tr : FC → C for the trace map, we have
eF (z) = e(Tr(z)).
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We consider Siegel’s theta series defined for 0 ≤ k ∈ Z[IB ] and a Schwartz-
Bruhat function φ : BA(∞) → C:

(2.17) η−Iθk(τ ; z, w; v, φϕ) =
∑

ℓ∈B

[ℓ; z, w]k(φϕ)(ℓ)eF (
1

2
(ξS[ℓ] + iηPp(z,w)[ℓ]))

=
∑

ℓ∈B

[ℓ; z, w]k(φϕ)(ℓ)e(
1

2
Tr(S[ℓ]τ))e

(
i

2

∑

σ∈IB

ησ |[ℓσ; zσ, wσ]|2
Im(zσ) Im(wσ)

)
,

where τ = ξ + iη ∈ HI , ηI(τ) =
∏
σ ησ and the last equality follows from

(2.12). Since the majorant Pp(z,w) is positive definite, the theta series is rapidly

decreasing with respect to τ towards the cusp ∞, as long as ϕ(0)[0; z, w]k = 0
(in other words, as long as k + κ > 0). Since the infinity type k + κ does not
change under the transformation τ 7→ α(τ) for α ∈ SL2(F ), the theta series is
rapidly decreasing towards any given cusp if k + κ > 0. Otherwise it is slowly
increasing (see below Proposition 2.3).

2.4. Partial Fourier transform. We are going to compute in the following
subsection the Fourier expansion of the theta series (introduced in the earlier
subsections) with respect to (z, w) when B = M2(F ). This is non-trivial,
because θ is defined by its Fourier expansion with respect to the variable τ . A
key idea is to compute the partial Fourier transform of each term of the theta
series and to resort to the Poisson summation formula. In this subsection, we
describe the computation of the partial Fourier transform.

The Schwartz function on B∞ = B ⊗Q R = M2(F∞) which gives rise to the
theta series θ0(τ ; z, w;φ) is given by

u 7→ Ψ0(u) = ηIeF (det(u)τ +
η

2yt
|[u; z, w]|2)

for τ = ξ + iη, z = x+ yi and w = r + ti with ξ, x, r ∈ F∞ and η, y, t ∈ F×
∞+.

Here F×
∞+ is the identity connected component of F×

∞. We define

(2.18) Ψk(u) =
∏

σ

Ψkσ,σ(uσ) (0 ≤ k =
∑

σ

kσσ ∈ Z[I]) and

Ψkσ,σ(uσ) = ηkσ+1
σ [uσ; zσ, wσ]

kσe(det[uσ]τσ + i
ησ

2yσtσ
|[uσ; zσ, wσ]|2).

We write the variable u = ( u1
u2

) for two row vectors uj and write individually
u1 = (a, b) and u2 = (c, d). The partial Fourier transform φ∗ of φ is given by

(2.19) φ∗
(
a b
c d

)
=

∫

F 2
∞

φ
(
a′ b′

c d

)
eF (ab

′ − ba′)da′db′,

where ab′ − ba′ = 1
2S
[(

a b
a′ b′

)]
and da′ = ⊗σda′σ for the Lebesgue measure da′σ

on the σ–component R of F∞. By applying complex conjugation, we have

(2.20) φ∗
(
a b
c d

)
=
(
φ
)∗ (−a −b

c d

)
.
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We compute first the partial Fourier transform to the action of U(F∞) ×
GL2(F∞), where U(X) is made up of upper unipotent matrices with right
shoulder entry in X. We first deal with (1, β) with β ∈ GL2(F∞):

(φ ◦ (1, β))∗
(
a b
c d

)
=

∫

F 2
∞

φ
((

a′ b′

c d

)
βι
)
eF (−(a′, b′)εt(a, b))da′db′

(a′,b′)βι 7→(a′,b′)
= |N(det(β)|−1

∫

F 2
∞

φ
(
a′ b′

c d

)
eF (−(a′, b′)β−ιεt(a, b))da′db′

=|N(det(β)|−1

∫

F 2
∞

φ
(
a′ b′

c d

)
eF (−(a′, b′)β−ιεtβ−1t(a, b))da′db′

=|N(det(β)|−1φ∗ ◦
((

1 0
0 det(β)

)
, β−1

) (
a b
c d

)
.

We now compute (φ ◦ (α, 1))∗ for α ∈ U(F∞):

(φ ◦ (( 1 x0 1 ) , 1))
∗
(
a b
c d

)
=

∫

F 2
∞

φ
(
a′+xc b′+xd
c d

)
eF (ab

′ − ba′)da′db′

(a′+xc,b′+xd) 7→(a′,b′)
=

∫

F 2
∞

φ
(
a′ b′

c d

)
eF (ab

′ − ba′)da′db′eF (−x(ad− bc))

= eF (−x(ad− bc))φ∗
(
a b
c d

)
.

Summarizing the above computation, we get for (( 1 x0 1 ) , 1) ∈ U(F∞)×SL2(F∞)

(2.21) (φ ◦ (( 1 x0 1 ) , β))
∗(u) = eF (−x det(u))φ∗ ◦ (1, β−1)(u).

By (2.15), for (α, β) ∈ SL2(F∞)× SL2(F∞), we have

[αuβι; z, w] = S(αuβι; p(z, w)) = S(u;α−1p(z, w)β−ι)

= [u, α−1(z), β−1(w)]j(α−1, z)j(β−1, z).

To compute the partial Fourier transform of Ψk, we may therefore assume that
r = x = 0. Then the computation for Ψ∗

0 is reduced to, writing u′ =
(
a′ b′

c d

)

(and omitting the subscript σ),

(2.22)

∫

F 2
σ

Ψ0,σ(u
′)e(ab′ − ba′)da′db′ =

∫

R2

ηe

(
ξ detu′ +

iη

2
(
ta′

2

y
+
b′

2

yt
+
yd2

t
+ ytc2)

)
e(ab′ − ba′)da′db′.

We then invoke the following formula:

∫ ∞

−∞

exp(−πza′2)e(a′b)da′ = z−1/2 exp(−πb
2

z
),
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where z ∈ C− R− (R−: the negative real line) and z−1/2 is the branch of the
square root which is positive real if z is positive real. Then (2.22) is equal to

(2.23)

yσ exp(−πη−1

(
yσ
tσ

(dξσ − b)2 + yσtσ(cξσ − a)2
)
e

(
iησ
2

(
yσ
tσ
d2 + yσtσc

2)

)

= yσ exp

(
−π yσ

ησ
(
1

tσ
|dτσ − b|2 + t|cτσ − a|2)

)
.

By computation, we have

(2.24) t|τc− a|2 + t−1|τd− b|2 = t−1|[u; τ, it]|2 + 2η det(u).

Thus we get

Φ0(u) = Ψ∗
0(u) =

∏

σ

Ψ∗
0,σ(uσ),

Φ0,σ(u) = Ψ∗
0,σ

(
a b
c d

)
= yσ exp

(
−π yσ

ησ
(
1

tσ
|dτσ − b|2 + tσ|cτσ − a|2)

)

= yσ exp

(
−2πyσ det(u)− π

yσ
ησtσ

|[u; τσ, itσ]|2
)
.

(2.25)

In order to compute the partial Fourier transform of Ψk, we consider the fol-
lowing differential operator

(2.26) ∂σ = S

(
p(τσ, wσ),

t ( ∂
∂a

∂
∂b

∂
∂c

∂
∂d

)ι)
= τσ

∂

∂a
− wστσ

∂

∂b
+
∂

∂c
− wσ

∂

∂d
.

Since we have, for u =
(
a′ b′

c d

)
,

τσ
∂

∂a
e(ab′ − ba′) = 2πiτσb

′
e(ab′ − ba′)

−wστσ
∂

∂b
e(ab′ − ba′) = 2πiwστσa

′
e(ab′ − ba′)

∂

∂c
Ψ0,σ(u) = (−2πib′τσ − π

ησ
yσtσ

(wσzσ[u; zσ, wσ] + wσzσ[u; zσ, wσ]))Ψ0,σ(u)

−wσ
∂

∂d
Ψ0,σ(u)

= −(2πia′τσwσ − π
ησ
yσtσ

(wσzσ[u; zσ, wσ] + wσzσ[u; zσ, wσ]))Ψ0,σ(u).

Taking the fact that wσ − wσ = 2itσ, zσ = iyσ and

∂σ([u; zσ, wσ]) = ∂σ(Sσ(u, p(zσ, wσ)) = Sσ(p(τσ, wσ), p(zσ, wσ)) = 0

into account, we have

(2.27) ∂σ(Ψj,σ(u)e(ab
′ − ba′)) = 2πΨj+1,σ(u)e(ab

′ − ba′)
for all integers j ≥ 0.
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To complete the computation, we need to compute ∂σΦj,σ(u). We have, noting
that we are restricting ourselves to wσ = itσ:

τσ
∂

∂a
Φ0,σ(u) = π

yσtσ
ησ

(τσ(cτσ − a) + τσ(cτσ − a))Φ0,σ(u)

−itστσ
∂

∂b
Φ0,σ(u) = −πi

yσ
ησ

(τσ(dτσ − b) + τσ(dτσ − b))Φ0,σ(u)

∂

∂c
Φ0,σ(u) = −π

yσtσ
ησ

(τσ(cτσ − a) + τσ(cτσ − a))Φ0,σ(u)

−itσ
∂

∂d
Φ0,σ(u) = πi

yσ
ησ

(τσ(dτσ − b) + τσ(dτσ − b))Φ0,σ(u).

From this we get, taking the fact:

itσ(cτσ − a) + dτσ − b = [u; τ, itσ]

into account, we have

∂σΦ0,σ(u) = 2πyσ[u; τσ, itσ]Φ0,σ(u).

Since ∂σ([u; τ, w]) = 0, we again obtain, when z = iy and w = it,

(2.28) ∂σ(Φj,σ)(u) = 2πΦj+1(u),

where Φj,σ(u) = yj+1
σ [u; τ, w]jΦ0,σ(u). By (2.27) and (2.28) combined, we get,

at this moment for z = iy and w = it,

(2.29) (Ψk)
∗
(u) = Φk(u),

where Φk(u) =
∏
σ Φkσ,σ(uσ) and Ψk(u) =

∏
σ Ψkσ,σ(uσ).

We are going to compute the partial Fourier transform for general (z, w) and
show that (2.29) is valid in general under a suitable description of Φ for general
(z, w): To do this, we write

Ψzσ,wσ,τσ
j,σ (u) = ηj+1

σ [u; zσ, wσ]
j
e

(
det(u)τσ + i

ησ
2yσtσ

|[u; zσ, wσ]|2
)
.

Since [u, α(zσ), β(wσ)]j(α, z)j(β,w) = [α−1uβ−ι; zσ, wσ] by (2.13) and (2.14)
combined, we have

Ψzσ,wσ,τσ
j,σ = Ψiyσ,itσ,τσj,σ ◦

((
1 −xσ
0 1

)
,
(
1 −rσ
0 1

))
.

Then by (2.21),
(
φ ◦
((

1 −xσ
0 1

)
,
(
1 −rσ
0 1

)))∗
(u) = e(xσ det(u))φ

∗ ◦
(
1,
(
1 rσ
0 1

))

and applying this to Ψzσ,wσ,τσ
j,σ , we get from (2.29)

(
Ψzσ,wσ,τσ
j,σ

)∗
(u) = e(xσ det(u))Φ

iyσ,itσ,τσ
j,σ

(
u
(
1 −rσ
0 1

))
,

where

Φiyσ,itσ,τσj,σ (u) = [uσ; τσ, itσ]
jyj+1
σ exp

(
−2πyσ det(u)− π

yσ
ησtσ

|[u; τσ, itσ]|2
)
.
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Define

Φk(u) =Φz,w,τk (u) =
∏

σ

Φzσ,wσ,τσ
kσ,σ

(u) for

Φj,σ(u) =Φzσ,wσ,τσ
j,σ (u) = yj+1

σ [u; τσ, wσ]
j
e

(
det(u)zσ +

iyσ
2ησtσ

|[u; τσ, wσ]|2
)
.

(2.30)

Using this definition, (2.29) is valid for general (z, w, τ) ∈ HI × HI × HI . In
other words, we have the reciprocal formula:

(2.31) Φz,w,τk = Ψτ,w,zk and (Ψz,w,τk )
∗
(u) = Ψτ,w,zk (u).

By (2.20) (and (2.15)), we also have

(2.32)
(
Ψz,w,τk

)∗
(u)

=
∏

σ

(
ykσ+1
σ [uσ;−τσ, wσ]kσe

(
det(uσ)τσ +

yσ
2ησtσ

|[uσ;−τσ, wσ]|2
))

.

2.5. Fourier expansion of theta series. Write V = M2(F ). We choose
on FA(∞) = F ⊗Q A(∞) the standard additive Haar measure da so that

∫

Ô

da = 1 for Ô = O ⊗Z Ẑ (Ẑ =
∏

p

Zp).

At infinity, we choose the Lebesgue measure ⊗σdaσ on F∞ =
∏
σ∈I R. Then

we take the tensor product measure du = da⊗db⊗dc⊗dd for u =
(
a b
c d

)
∈ VA.

Let φ : VA = M2(FA) → C be a Schwartz-Bruhat function, and assume that
φ =

∏
v φv for φv : V ⊗Qv → C. We define the partial Fourier transform of φ

for φ : VA → C by the same formula as in (2.19):

(2.33) φ∗
(
a b
c d

)
=

∫

F 2
A

φ
(
a′ b′

c d

)
eA(ab

′ − ba′)da′db′,

where eA : FA/F → C× is the additive character with eA(x∞) = eF (x∞)
for x∞ ∈ F∞. We further assume that φ∞ = Ψz,w,τk studied in the previous
subsection. Then we define

(2.34) Θ(φ) =
∑

ℓ∈V

φ(ℓ).

Writing φ(∞) for the finite part of φ and regarding it as a function on V ⊂ VA(∞) ,
we find

Θ(φ) = ηkθk(τ ; z, w;φ
(∞)).

Since
∫
FA/F

da =
√
|D| for the discriminant D of F , the measure |D|−1da′db′

has volume 1 for the quotient F 2
A/F

2. Thus |D|−1φ∗ gives the partial Fourier
transform with respect to volume 1 measure |D|−1da′db′. The Poisson summa-
tion formula (with respect to the discrete subgroup F 2 ⊂ F 2

A) is valid for the
volume 1 measure (cf. [LFE] Section 8.4), we have the following result:
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Proposition 2.2. We have Θ(φ) = |D|−1Θ(φ∗). In terms of θk, we have

ηkθk(τ ; z, w;φ
(∞)) = |D|−1ykθk(z; τ, w;φ

∗(∞)).

We could say that the right-hand-side of this formula gives the Fourier expan-
sion of the theta series in terms of the variable z.

Proposition 2.3. Let

Γτ (φ∗) = {γ ∈ SL2(F )|φ∗(∞)(γu) = χτ (γ)φ
∗(∞)(u)}

Γz,w(φ) = {(γ, δ) ∈ SL2(F )
2|φ(∞)(γuδ−1) = χz,w(γ, δ)φ

(∞)(u)}.
for characters χτ : Γτ (φ∗) → C× and χz,w : Γz,w(φ) → C× Suppose that
φ∞ = Ψz,w,τk . Then for (α, β, γ) ∈ Γτ (φ∗)× Γz,w(φ), we have

Θ(φ)(α(τ);β(z), γ(w))

= Θ(φ)(τ ; z, w)χτ (α)
−1χz,w(β, γ)

−1j(α, τ)−kj(β, z)−kj(γ,w)−k.

More generally, for general α ∈ SL2(F ), we have

Θ(φ)(α(τ); z, w)j(α, τ)k = |D|−1Θ(φ∗ ◦ α) = Θ(Φ),

where φ∗ ◦ α(u) = φ∗(αu) and Φ
(
a b
c d

)
= (φ∗ ◦ α)∗

(
−a −b
c d

)
. Similarly, for

(β, γ) ∈ SL2(F ), we have

Θ(φ)(τ ; z, w)j(β, z)kj(γ,w)k = Θ(φ ◦ (β, γ)),
where φ ◦ (β, γ)(u) = φ(βuγ−1).

Proof. Since the argument is similar, we prove the formula in details for the
action on τ . Write Γ = Γτ (φ∗). We use the expression Θ(φ) = |D|−1Θ(φ∗).
By (2.15), we have

|[γ−1ℓ; τσ, wσ]|2
η(τs)

=
|[ℓ; γ(τσ), wσ]|2

η(γ(τs))
, [γ−1ℓ; τ, w]k = [ℓ; γ(τ), w]kj(γ, τ)k.

Then, up to yk+IeF (det(ℓ)z) (independent of τ), Θ(φ∗) is the sum of the
following terms over ℓ ∈ Γ\M2(F ) and γ ∈ Γ:

χτ (γ)φ
∗(ℓ)Yℓ(γ(τ))j(γ, τ)

k,

where Yℓ(τ) = [ℓ; τ, w]k exp(−π∑σ
yσ
tσ

|[ℓ;τσ,wσ ]|
2

ησ(τσ)
). Thus we need to prove the

automorphic property with respect to τ for

f(τ) =
∑

γ∈Γ/Γℓ

χτ (γ)Yℓ(γ(τ))j(γ, τ)
k,

where Γℓ ⊂ Γ is the stabilizer of ℓ. We see

f(α(τ)) =
∑

γ∈Γ/Γℓ

χτ (γ)Yℓ(γα(τ))j(γ, α(τ))
k

=
∑

γ∈Γ/Γℓ

χτ (γ)Yℓ(γα(τ))j(γα, τ)
kj(α, τ)−k

γα 7→γ
= χτ (α)

−1f(τ)j(α, τ)−k.
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This shows the first assertion for τ . As for the assertion with respect to (z, w),
we argue similarly looking into the terms of Θ(φ).

For the action of general α, the argument is similar for Θ(φ∗). To return to
Θ(φ), we need to use the Fourier inversion formula (φ∗)∗

(
a b
c d

)
= φ

(
−a −b
c d

)
.

We leave the details to the attentive readers. �

3. q–Expansion of Shimura series

The Shimura series for GL(2)×GL(2) is defined for 0 < k ∈ Z[I] and 0 ≤ m ∈
Z[I] in [Sh2] II (4.11) by

(3.1) H(z, w; s) = Hk,m(z, w; s;φ(∞), f)

= [U ]
∑

0 6=α∈M2(F )/U

φ(∞)(α)a(− det(α), f)| det(α)|m[α; z, w]−k |[α; z, w]|−2sI

for (z, w) ∈ HI×HI . When m = 0, we simply write Hk for Hk,0. The positivity
of k means that k ≥ 0 and kσ > 0 for at least one σ ∈ I. Here f is a Hilbert
modular form given by the Fourier expansion:

∑
ξ∈F a(ξ, f)eF (ξτ) for τ ∈ HI

of weight ℓ (eF (ξτ) = exp(2πi
∑
σ ξ

στσ)) with a(ξ, f) = 0 if ξσ < 0 for some

σ ∈ I, U is a subgroup of finite index of the group O×
+ of all totally positive

units for which each term of the above sum is invariant, [U ] = [O×
+ : U ]−1

and φ(∞) :M2(FA(∞))→ C is a locally constant compactly supported function
(a Schwartz-Bruhat function). To have invariance of the terms under the unit
group U , we need to assume

(3.2) k − ℓ− 2m = [k − ℓ− 2m]I (I =
∑

σ∈I

σ) for an integer [k − ℓ− 2m].

The series (3.1) converges absolutely and locally uniformly with respect to all
variables s, z, w if

(3.3) Re(s) > n+ 2 + 2θ(f)− [k − ℓ− 2m]

as was shown in [Sh2] I Proposition 5.1 and Theorem 5.2, where
θ(f) = −1 when f is a constant, and otherwise, θ(f) = θ ≥ − 1

2 with

|a(ξ, f)ξ−ℓ/2| = O(|N(ξ)|θ) for the norm map N = NF/Q. This series is a
generalization of Eisenstein series, because if we take f = 1 (so ℓ = 0 and
m = 0), the series gives an Eisenstein series for GL(2)×GL(2) over F .

We are going to compute the Fourier expansion of the Shimura series. We sum-
marize here how we proceed. We have already computed the Fourier expansion
of Θ(φ)(τ ; z, w) with respect to z, and it is equal to |D|−1Θ(φ∗)(z; τ, w) for
the partial Fourier transform φ∗ of φ. By the integral expression of the series
given in [Sh2] I Section 7, the series (actually its complex conjugate) is the
Rankin-Selberg convolution product of Θ(φ) and f with respect to the variable
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τ . Since integration with respect to τ preserves Fourier expansion of Θ(φ) with
respect to z, what we need to compute is

∫

Γ\HI

Θ(φ∗)(z; τ, w)f(τ)E(τ ; 0)dµ(τ)

for the invariant measure dµ(τ) for a suitable holomorphic Eisenstein series
E(τ ; 0). This has been actually done, though without referring the result as
the Fourier expansion of the series Hk(z, w; 0), in [Sh2] II Proposition 5.1 (re-
placing f(w) and variable w there by E(τ ; 0)f(τ) and τ). We recall the integral
expression in Subsection 3.1 and the computation of Proposition 5.1 in [Sh2] II
in Subsection 3.2. We shall do this to formulate our result in a manner optimal
for our later use.

3.1. Integral expression. Let Γ be a congruence subgroup of SL2(F ) which
leaves θk(τ ; z, w;φ

(∞)) and f fixed; thus, Γ ⊂ Γτ (φ∗). The stabilizer Γ∞ of the
infinity cusp has the following canonical exact sequence:

(3.4)
0→ a −→ Γ∞ −→ U → 1

a 7→ ( 1 a0 1 )
( ǫ a
0 ǫ−1 ) 7→ ǫ

for a fractional ideal a and a subgroup U ⊂ O× of finite index. By shrinking
Γ a little, we may assume that U ⊂ O×

+ . We recall the integral expression of
the Shimura series involving Siegel’s theta series given in [Sh2] I (7.2) and II
(6.5b):

(3.5) [U ]N(a)−1
√
|D|−1

∫

F×

∞+/U
2

(∫

F∞/a

Θ(φ)dmf(τ)dξ

)
η(s−1)Id×η,

where dm =
∏
σ

(
1

2πi
∂
∂τσ

)mσ

, φ(u) = φ(∞)(u(∞))Ψz,w,τk (u∞) and d×η is the

multiplicative Haar measure given by ⊗σ(η−1
σ dησ). We first compute the inner

integral: if Re(s)≫ 0,

N(a)−1
√
|D|−1

∫

F∞/a

Θ(φ)dmf(τ)dξ =

∑

α∈V,β∈F

φ(∞)(α)a(β, f)|β|m[α; z, w]k exp(−π(2β + Pz,w(α))η)η
k+Iδdet(α),−β ,

because for C = N(a)−1
√
|D|−1

C

∫

F∞/a

eF ((det(α) + β)ξ)dξ = δdet(α),−β =

{
1 if det(α) = −β,
0 otherwise.

To compute the outer integral, when det(α) = −β, we note from (2.2) that

Pz,w[α] = S[α] + |[α;z,w]|2

yt for S[α] = 2 det(α) and that

exp(−π(2β+Pz,w(α))η) = exp(π(2 det(α)−Pz,w(α))η) = exp(−π |[α; z, w]|
2

yt
η).
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Here we have integrated term wise (with respect to) the summation of Θ and
the Fourier expansion of f , which can be justified by the locally uniform and
absolute convergence of the Fourier expansions of Θ and f as long as the
resulting series is absolutely convergent (Lebesgue’s term wise integration the-
orem). The convergence of the series is guaranteed by (3.3) if Re(s) is large.
Again spreading the integral

∫
F×

∞+/U
2

∑
ǫ∈U Φ(ε2η)d×η to the whole F×

∞+ for

Φ(η) = exp(−π |[α;z,w]|2η
yt ), we see that (as long as the latter integral is abso-

lutely convergent) the integral (3.5) is equal to

[U ]
∑

α∈V/U

φ(∞)(α)a(− det(α), f)| det(α)|m[α; z, w]k

×
∫

F×

∞+

exp(−πTr( |[α; z, w]|
2

yt
η))ηk+sId×η.

(3.6)

We know

[α; z, w]k
∫

F×

∞+

exp(−π |[α; z, w]|
2

yt
η)ηk+sId×η

= 21−[F :Q]π−k−sIΓF (k + sI)yk+sItk+sI [α; z, w]k|[α; z, w]|−2s−2k

= 21−[F :Q]π−k−sIΓF (k + sI)yk+sItk+sI [α; z, w]−k|[α; z, w]|−2s,

where ΓF (k) =
∏
σ Γ(kσ), and as for the factor 21−[F :Q], see [LFE] page 271.

Thus we conclude

21−[F :Q]π−k−sIΓF (k + sI)yk+sItk+sIHk,m(z, w; s;φ
(∞)

, fc)

= [U ]N(a)−1
√
|D|−1

∫

F×

∞+/U
2

∫

F∞/a

Θ(φ)dmf(τ)η(s−1)Idξd×η,

where fc(z) = f(−z). In other words, by taking complex conjugation, we have,

for φ̃ = φ
(∞)

φ∞,

(3.7) 21−[F :Q]π−k−sIΓF (k + sI)yk+sItk+sIHk,m(z, w; s;φ(∞), f)

= [U ]N(a)−1
√
|D|−1

∫

F×

∞+/U
2

∫

F∞/a

Θ(φ̃)dmfc(τ)η
(s−1)Idξd×η.

The above formula (3.7) is only valid for s satisfying (3.3). However, by Rankin-
Selberg convolution, we can analytically continue the function H to a mero-
morphic function on the whole s–plane (see [Sh2] I Section 7). We recall the
process. We first assume that m = 0. Since Γ∞\HI ∼= (F×

∞+/U
2) × (F∞/a),
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we can rewrite the above integral as

21−[F :Q]π−k−sIΓF (k + sI)yk+sItk+sIHk(z, w; s;φ
(∞), f)

= [U ]N(a)−1
√
|D|−1

∫

Γ∞\HI

Θ(φ̃)fc(τ)η
sIdµ(τ)

= N(a)−1
√
|D|−1

∫

Γ\HI

∑

γ∈Γ∞\Γ

(
Θ(φ̃)fc(τ)η

sI
)
◦ γdµ(τ)

= N(a)−1
√
|D|−1

∫

Γ\HI

Θ(φ̃)fc(τ)E(τ ; s)dµ(τ),

(3.8)

where dµ(τ) is the invariant measure η−2Idξdη on HI , and by Proposition 2.3,

(3.9) E(τ ; s) = Ek−ℓ(τ ; s) = ηsI
∑

γ∈Γ∞\Γ

j(γ, τ)ℓ−k|j(γ, τ)|−2sI .

In general, if m 6= 0, we use the formula (see [Sh2] I (1.16a)):

dm =
∑

0≤j≤m

(
m

j

)
ΓF (ℓ+m)

ΓF (ℓ+ j)
(4πη)j−mδjτ (ℓ)

for δστ (j) =
1

2πi

(
j

τσ−τσ
+ ∂

∂τσ

)
and

δjτ (ℓ) =
∏

σ

(δστ (ℓσ + 2jσ − 2) · · · δστ (ℓσ + 2)δστ (ℓσ)) .

The binomial coefficients
(
m
j

)
is the product of individual ones

(
mσ

jσ

)
over

σ ∈ I. Since δjτ (ℓ) preserves automorphy (but not holomorphy), we can
write dmfc as a linear combination of δuℓ fc, which is an automorphic form
of weight ℓ+2u on the same Γ, and therefore the above computation still works.

The integral (3.8) (in general for m ≥ 0) is convergent for all s ∈ C except for
s giving rise to a singularity of the Eisenstein series, because Θ(φ) for k > 0
does not have constant term at any cusp; so, it is rapidly decreasing. Thus
the integral of (3.8) converges absolutely for any slowly increasing automor-
phic form f(τ) as long as E(τ ; s) is finite. This is the proof of the analytic
continuation given in [Sh1] Section 13. This proof works well even when k = 0
for cusp forms f .

3.2. Computation of q–expansion. We assume that m = 0. We are going
to compute the Fourier expansion of

∫
Γ\HI Θ(φ)g(τ)dµ(τ) for an eigenform

g(τ) of Laplacian ∆σ: ∆σg = (s2σ − 1
4 )g (sσ ∈ C) for all σ ∈ I, where ∆σ =

η2σ

(
∂2

∂ξ2σ
+ ∂2

∂η2σ

)
. We assume that (Θ(φ)g)(γ(τ)) = (Θ(φ)g)(τ) for all γ ∈ Γ.

By (2.2), Θ(φ) = |D|−1Θ((φ)∗) is the sum of the following terms:

∏

σ

ykσ+1
σ [ασ; τσ, wσ]

kσe

(
det(ασ)zσ +

iyσ
2ησtσ

|[ασ; τσ, wσ]|2
)
.
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By (2.15), we have, for γ ∈ Γ,

log(Yσ(τσ)) =
−πyσ
ησtσ

|[(γα)σ; τσ, wσ]|2

=
−πyσ
ησtσ

|[ασ; γ−1(τσ), wσ]|2|j(γ−1, z)|2

=
−πyσ

Im(γ−1(τσ))tσ
|[ασ; γ−1(τσ), wσ]|2.

This shows

y−(k+I)

∫

Γ\HI

Θ(φ)g(τ)dµ(τ)

=
∑

α∈Γ\M2(F )

eF (det(α)z)φ
(∞)(α)

∫

Γ\HI

∑

γ∈Γα\Γ

[α; γ(τ), w]kg(γ(τ))Y (γ(τ))dµ

=
∑

α∈Γ\M2(F )

eF (det(α)z)φ
(∞)(α)

∫

Γα\HI

[α; τ, w]kY (τ)g(τ)dµ,

(3.10)

where Γα = {γ ∈ Γ|γα = α} and Y (z) =
∏
σ e(Y (zσ)). If det(α) 6= 0, then

Γα = {1}.

We first compute the general term:
∫
HI [α; τ, w]

kY (τ)g(τ)dµ(τ). For that, we
recall [Sh2] Lemma 5.2 and the discussion after the lemma:

Lemma 3.1. Let α ∈ GL2(F ). Let P (τ, w) = exp(−∑σ
uσ

ησtσ
|[α, τσ, wσ]|2) for

τ, w ∈ HI with 0 < uσ ∈ R. Assume that the integral
∫
HI P (τ, w)g(τ)dµ(τ) is

convergent. If ∆σg = (s2σ − 1
4 )g and det(α) is totally positive, we have

(3.11)

∫

HI

P (τ, w)g(τ)dµ(τ)

= π[F :Q]/2(det(α)u−1)I/2 exp(−2
∑

σ

det(ασ)uσ)K(det(α)u, s)g|kα(w)

for the modified Bessel function:

K(u, s) =
∏

σ

∫ ∞

0

exp(−uσ(xσ + x−1
σ ))xsσ−1

σ dxσ,

where g|kα(w) = det(α)k−Ig(α(w))j(α, z)−k. If det(α) is not totally positive
and g is holomorphic, the integral (3.11) vanishes, as long as it converges.

By the above lemma, taking g = f (so, g = f is holomorphic), only non-trivial
case is when det(α) is totally negative, and noting the fact that K(u, 12 ) =
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π[F :Q]/2u−I/2 exp(−2∑σ uσ), we have
∫

HI

exp(−π
∑

σ

yσ
ησ(τσ)tσ

|[ασ; τσ, wσ]|2)[α; τ, w]kf(τ)dµ(τ)

τ 7→α(τ)
=

∫

HI

exp(−π
∑

σ

yσ
|ησ(α(τσ))|tσ

|[ασ;α(τσ), wσ]|2)[α;α(τ), w]kf(τ)dµ(τ)

(2.15)
=

∫

HI

exp(−π
∑

σ

| det(ασ)|yσ
ησ(τσ)tσ

|[1; τσ, wσ]|2)

× [1; τ , w]k det(α)kj(α, τ)−kf(α(τ))dµ(τ)

sσ=1/2
= (−1)[F :Q](−2i)ktky−I exp(−4π

∑

σ

| det(ασ)|yσ)f |kα(w).

If α 6= 0 and det(α) = 0, then Γα is equal to Γ ∩ βU(F )β−1 for β ∈ GL2(F ).
By a variable change, we may assume that α = ( 1 0

0 0 ). Then Γα = Γ ∩ U(F ),
and we have an isomorphism: a ∼= Γα by a ∋ a 7→ ( 1 a0 1 ), where a is a fractional
ideal of F . In this case, [α; τ, w] = −w. We then have

(3.12)

∫

Γα\HI

[α; τ, w]kY (τ)f(τ)dµ(τ)

=

∫

F×

∞+

[α; τ, w]kY (τ)

∫

F∞/a

f(ξ + iη)dξη−2Idη

= N(a)
√
|D|a(0, f)

∫

F×

∞+

(−w)k exp(−π
∑

σ

yσ
ησtσ

|w|2)η−2Idη

η 7→η−1

= N(a)
√
|D|a(0, f)(−w)k

∫

F×

∞+

exp(−π
∑

σ

ησyσ
tσ
|w|2)dη

= π−1N(a)
√
|D|a(0, f)(−w)k tσ

yσ
|w|−2I ,

where f(τ) =
∑
δ∈F a(δ, f)eF (δτ).

Thus we obtain the following version of [Sh2] II Proposition 5.1 for B =M2(F ):

Theorem 3.2. Suppose that f is a holomorphic cusp form of weight k > 0.
Let Γ be a congruence subgroup of SL2(F ) fixing f(τ)Θ(φ)(τ). Then we have

(−1)[F :Q]|D|
∫

Γ\HI

Θ(φ)(τ ; z, w)f(τ)dµ(τ)

= (−2i)ktkyk
∑

α∈Γ\M2(F );det(α)≪0

φ∗(∞)(α)eF (det(α)z)f |kα(w),

where f |α(w) = det(α)k−If(α(w))j(α,w)−k for α ∈ M2(F ) with totally nega-
tive determinant.

Taking complex conjugate of the above expansion and replacing the pair (φ, f)

in the above theorem by (φ̃ = φ
(∞)

φ∞, fcE(w; 0)), we get
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Corollary 3.3. We have, if f is a holomorphic cusp form of weight ℓ with
k − ℓ = [k − ℓ]I for an integer [k − ℓ] > 0,

Hk(z, w; 0;φ
(∞), f) = 2[F :Q]−1[U ]|D|−3/2N(a)−1 (2πi)

k

ΓF (k)

×
∑

α∈Γ\M2(F );det(α)≫0

φ∗(∞)(ǫα)eF (det(α)z)(fEk−ℓ(w; 0))|kα(w),

where ǫ =
(
−1 0
0 1

)
.

We can apply the above theorem to the following integral:
∫

Γ\HI

Θ(φ̃)(s− 1)Ek−ℓ(τ ; s)f c(τ)dµ(τ)

at s = 1 when k = ℓ, because E(τ, s) has a simple pole at s = 1 whose residue
is a constant cΓ 6= 0 (independent of τ). We then have

Corollary 3.4. We have, if f is a holomorphic cusp form of weight k,

Ress=1Hk(z, w; s;φ
(∞), f) = cΓ(−i)[F :Q]2−1[U ]|D|−3/2N(a)−1 (2πi)k+I

ΓF (k + I)

× y−It−I
∑

α∈Γ\M2(F );det(α)≫0

φ∗(∞)(ǫα)eF (det(α)z)f |kα(w),

where cΓ = Ress=1E(w; s).

For the exact value of the constant cΓ 6= 0, see [H99] (RES3) page 173.

4. Evaluation at CM points

We follow [Sh2] I Sections 5 and 8 to write down the evaluation of the Shimura
series at some special CM points in terms of Rankin-Selberg L–functions.

4.1. CM points. We fix the “identity” embedding (σ0 : F → Q) ∈ I. Let
(z0, w0) be a point in HI such that M = F [z0,σ0

] and L = F [w0,σ0
] are totally

imaginary quadratic extensions of F (so, CM fields). Let Y = M ⊗F L, and
we embed Y into M2(F )⊗F M2(F ) =M4(F ) by (a, b) 7→ ρM (a)⊗ ρL(b) with

( z0aa ) = ρM (a) ( z01 ) and
(
w0b
b

)
= ρL(b) (

w0
1 ) .

We see easily that ρM (a)ι = ρM (ac) and ρL(b)
ι = ρL(b

c) for complex conjuga-
tion c. We regard V =M2(F ) as a Y –module for the multiplicative semi-group
Y via ρM ⊗ ρL; in other words, (a, b)v = ρM (a)vριL(b).

We have four distinct Y –eigenvectors p(z0,σ, w0,σ), p(z0,σ, w0,σ), p(z0,σ, w0,σ)

and p(z0,σ, w0,σ) in M2(C) = V ⊗F,σ C, whose eigenvalues of (a, b) are (aσ̃bσ̃c),
(aσ̃bσ̃), (aσ̃cbσ̃c) and (aσ̃cbσ̃), respectively, for an extension σ̃ of σ to the com-
posite LM . Since V ⊗F,σC is free of rank 1 over Yσ = Y ⊗F,σC, V =M2(F ) is
free of rank 1 over Y (because C is faithfully flat over F ). Thus we find v ∈ V
such that V = Y v. Then SY : (y, y′) 7→ S(yv, y′v) gives a non-degenerate
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symmetric F–bilinear form on Y with SY (yy
′, y′′) = SY (y

′, ycy′′), and we can
write SY (x, y) = TrY/F (δxy

c) for δ ∈ Y × with δc = δ.

Suppose now that L =M . Then Y ∼=M⊕Y0 with Y0 ∼=M , the first projection
to M is given by a ⊗ b 7→ abc and the second to Y0 is given by a ⊗ b 7→ ab.
Since c is an automorphism ofM , p(z, w) and p(z0,σ, w0,σ) belongs toMv⊗F,σ
C ⊂ Yσv = Vσ. The vectors p(z0,σ, w0,σ) and p(z0,σ, w0,σ) are orthogonal to
Y0 ⊗F,σ C. In other words,

Y0 =
{
y ∈ Y

∣∣σ̃(y) = cσ̃(y) = 0 for all σ ∈ I
}
.

Thus Σ =
∑
σ∈I σ̃ gives rise to a CM type ofM (with Σ⊔Σc giving all complex

embeddings of M). This shows: writing V ∋ α = av ⊕ bv with a ∈ M and
b ∈ Y0

[ασ; z0,σ, w0,σ] = S(ασ, p(z0,σ, w0,w0
)) = S(avσ, p(z0,σ, w0,w0

))

= S(vσ, a
cp(z0,σ, w0,w0

)) = aσ̃c[vσ; z0,σ, w0,σ],

[α; z0, w0]
−k |[α; z0, w0]|−2sI

= C−kΣ|CΣ|−2sa−ckΣN(a)−s,

(4.1)

where C = [vσ; z0,σ, w0,σ] and N(a) is the absolute norm of a ∈ M . Here we
have written kΣ =

∑
σ∈I kσσ̃ and ckΣ =

∑
σ∈I kσσ̃c.

Since p(z0,σ, w0,σ) and p(z0,σ, w0,σ) span (by the definition of Y(S) in Subsec-
tion 2.1) a scalar extension to C of a subspace on which Sσ is negative definite,
S is totally positive definite on W = Y0v, because every vector in W is orthog-
onal to p(z0,σ, w0,σ) and p(z0,σ, w0,σ). We write SW for the restriction of S to
W . By this fact, writing δ = −δM ⊕ δ0 for δM ∈M and δ0 ∈ Y0, then δM is a
totally positive element of F ; so, we may assume that δM = 1

2 by changing v

if necessary. Similarly, we may choose δ0 = 1
2 .

4.2. Special values of Shimura series. As we have explained already, we
choose v as in previous subsection so that

(4.2) SY ((a, b), (a
′, b′)) =

1

2
TrM/F (−aa′c + bb′

c
).

We see, supposing

(4.3) φ(∞)(u) = φM ⊗ φ0
for functions φM :Mv → C and φ0 : Y0v → C,

CkΣ|CΣ|2sHk(z0, w0; s;φ
(∞), f)

= [U ]
∑

α∈M/U

φM (αv)
∑

β∈Y0/U

φ0(βv)a(αα
c − ββc, f)α−ckΣN(α)−s,

where C is as in (4.1). We now define θ(φ0) =
∑
β∈Y0

φ0(βv)eF (ββ
cz). Then

for f ′(z) = θ(φ0)f(z) =
∑
ξ∈F a(ξ, f

′)eF (ξz), we have

a(ξ, f ′) =
∑

β∈Y0/U

a(ξ − ββc, f)φ0(βv),
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which is a finite sum because {x ∈ Y0 ⊗F R|xσxσc < ξσ ∀σ} is a compact set.
Thus we have, under (4.2) and (4.3)

CkΣ|CΣ|2sHk(z0, w0; s;φ
(∞), f)

= [U ]
∑

α∈M/U

φM (αv)a(ααc, f ′)α−ckΣN(α)−s.(4.4)

In general, φ(∞)| detm | is a constant linear combination of the functions sat-
isfying (4.3); so, H(z0, w0; s) is a linear combination of the series of the above
type. The series (4.4) is the Rankin convolution of f ′ and the theta series
θ(φk,M ) of the norm form of M for φk,M (α) = αkΣφM (αv) (see (4.9)).

4.3. An explicit formula of Petersson inner product. For a given
theta series θM (φ) of weight k + I of a CM field M/F , we are going to write
down the inner product 〈θM (φ), f ′c〉 for a special value of a modular form on
GL(2)×GL(2), taking f ′ = fθM (φ′) for another theta series θM (φ′) of weight

I of M . Here f ′c(z) = f ′(−z); so, f ′c is a holomorphic modular form whose
Fourier coefficients (at the infinity) are the complex conjugate of those of f ′.
The modular form is given by, up to an explicit constant,

Ress=1Hk(z, w; s;φ
′ ⊗ φ(∞), f).

We will later in Section 7 deduce from this the integrality of π
2k+2I〈g,θ(φ)〉

Ω2(k+I) for
the period Ω of the Néron differential of the abelian variety of CM-type sitting
at the evaluation point (z0, w0).

Let f and g be Hilbert modular forms on Γ ⊂ SL2(F ) with Fourier expansion
f =

∑
ξ∈F a(ξ, f)eF (ξτ) and g =

∑
ξ∈F a(ξ, g)eF (ξτ) for z ∈ HI . We take the

ideal a ⊂ F and the unit group U ⊂ O×
+ as in (3.4). Let ℓ and κ be the weights

of f and g respectively. We suppose that one of f and g is a cusp form so that
fg is rapidly decreasing.

We let ǫ ∈ U act on HI by τ 7→ ǫ2τ . Then f(ǫ2τ) = ǫ−ℓf(τ) and g(ǫ2τ) =
ǫ−κg(τ). Then the function fg(τ)η(ℓ+κ)/2 is U–invariant. We then consider
(4.5)

D(s; f, g) = [U2]N(a)−1
√
|D|−1

∫

F∞/a

∫

F×

∞+/U
2

f(τ)g(τ)ηsI+(ℓ+κ)/2dξd×η.

We now assume that

(4.6) ℓ ≡ κ mod 2Z[I] + ZI.

Thus we find m ∈ Z[I] such that ℓ− κ− 2m ∈ ZI. Replacing Γ by

{
γ ∈ Γ

∣∣(fgη(ℓ+κ)/2 ◦ γ)(τ) = (fgη(ℓ+κ)/2)(τ)j(γ, τ )ℓj(γ, τ)κ|j(γ, τ)−ℓ−κ|
}
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if necessary, we have

(4.7) [U2]−1N(a)
√
|D|D(s; f, g)

=

∫

Γ\HI

f(τ)g(τ)ηℓ−mE[ℓ−κ−2m]I,m(τ ; s+ 1− [ℓ− κ− 2m]

2
)dµ(τ),

where

EnI,m(τ ; s) = ηsI
∑

γ∈Γ∞\Γ

(
j(γ, τ)

j(γ, τ)

)m
j(γ, τ)−nI |j(γ, τ)|−2sI .

When m = 0, we write simply EnI for EnI,0 (n ∈ Z). Since EnI,m(τ ; s) has
meromorphic continuation on the whole s–plane as a slowly increasing function
(outside its singularity), the above integral gives an analytic continuation of
D(s; f, g) to the whole complex s–plane. In particular if ℓ = κ, the L–function
D(s; f, g) can have a pole at s = 0 because in that case, we can choose m = 0
and E0(τ, s) has a simple pole at s = 1 with a constant residue.

By the same calculation as in Subsection 3.1, we have

2[F :Q]−1(4π)sI+(ℓ+κ)/2D(s; f, g)

= [U2]ΓF (sI + (ℓ+ κ)/2)
∑

0≪ξ∈F×/U2

a(ξ, f)ξ−ℓ/2a(ξ, g)ξ−κ/2N(ξ)−s(4.8)

if Re(s) > θ(f) + θ(g) + 1 for θ(f) as in Section 3.

Let us recall the theta series defined below (4.4):

θ(φk,M ) =
∑

a∈M

φk,M (a)eF (aa
cτ)

for φk,M (a) = akΣφM (a) as in (4.4). We compute D(s; f ′c, θ(φk,M )) for a cusp
form f ′ of weight ℓ+ I:

2[F :Q]−1 (4π)sI+(ℓ+k+2I)/2

ΓF (sI + (ℓ+ k + 2I)/2)
D(s; f ′c, θ(φk,M ))

= [U2]
∑

0≪ξ∈F×/U2

a(ξ, f ′)ξ−(ℓ+I)/2a(ξ, θ(φk,M ))ξ−(k+I)/2N(ξ)−s

= [U2]
∑

α∈M×/U

φM (α)a(ααc, f ′)αkΣ(ααc)−(k+ℓ+2I)/2N(α)−s

= [U2]
∑

α∈M×/U

φM (α)a(ααc, f ′)αkΣ(α−kΣα−kcΣ)N(α)−s−1+(k−ℓ)/2

= [U2]
∑

α∈M×/U

φM (α)a(ααc, f ′)α−kcΣN(α)−s−1+(k−ℓ)/2

Documenta Mathematica · Extra Volume Coates (2006) 465–532



Anticyclotomic Main Conjectures 491

From this, we get under the notation and the assumption of (4.4)

21−[F :Q]CkΣ|CΣ|2s(4π)−sI−kΓF (sI + k)Hk(z0, w0; s;φ
(∞), f)

= [U : U2]D(s− 1 +
[k − ℓ]

2
; f ′c, θ(φk,M )),

(4.9)

where ℓ is the weight of f (so, weight of f ′c is ℓ + I). Note here that
[U : U2] = 2[F :Q]−1.

Since E0(τ ; s) has a simple pole at s = 1 with constant residue cΓ 6= 0, if k = ℓ
and φ(∞) = φM ⊗ φ0, we have from (4.7)

41−[F :Q]CkΣ|CΣ|2(4π)−k−IΓF (k + I)Ress=1Hk(z0, w0; s;φ
(∞), f)

= Ress=1D(s− 1; f ′c, θ(φk,M ))

= [U2]N(a)−1
√
|D|−1

cΓ〈θ(φk,M ), f ′c〉Γ,
(4.10)

where

〈g, f〉Γ =

∫

Γ\HI

g(τ)f(τ)ηkdµ(τ).

Let Ψf (z, w) be the modular from on GL(2) × GL(2) given by the Fourier
expansion:

Ψf (z, w) =
∑

α∈Γ\M2(F ),det(α)≫0

φ∗(∞)(ǫα)eF (det(α)z)f |kα(w)

as in Corollary 3.4. Then taking Γ sufficiently small and combining Corol-
lary 3.4 and (4.10), we get the following explicit formula:

Theorem 4.1. Let f be a Hilbert modular cusp form of weight k. Then we
have

〈θ(φk,M ), f ′c〉Γ = 2−k−2I |D|−1CkΣ|CΣ|2ik Im(z0)
−I Im(w0)

−IΨf (z0, w0)

under the notation of (4.4).

This type of results enabled Shimura to get a rationality result of the Petersson
inner product of quaternionic cusp forms of CM type with respect to CM
periods (for example, see [Sh2] II Section 3).

5. Jacquet-Langlands-Shimizu correspondence

It is a well known result of Jacquet-Langlands and Shimizu that if we choose
level appropriately, the space of quaternionic automorphic forms can be embed-
ded into the space of Hilbert modular forms keeping the Hecke operator action.
We are going to recall the result, scrutinizing integrality of the correspondence.
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5.1. Hilbert modular forms and Hecke algebras. Let us recall the
definition of the adelic Hilbert modular forms and their Hecke ring of level N
for an integral ideal N of F (cf. [H96] Sections 2.2-4).

We first recall formal Hecke rings of double cosets. We consider the following
open compact subgroup of GL2(FA(∞)):

(5.1) U0(N) =
{(

a b
c d

)
∈ GL2(Ô)

∣∣c ≡ 0 mod NÔ
}
,

where Ô = O⊗Z Ẑ and Ẑ =
∏
ℓ Zℓ. Then we introduce the following semi-group

(5.2) ∆0(N) =
{(

a b
c d

)
∈ GL2(FA(∞)) ∩M2(Ô)

∣∣c ≡ 0 mod NÔ, dN ∈ O×
N

}
,

where dN is the projection of d ∈ Ô to
∏

l|NOl for prime ideals l. Writing T0
for the maximal diagonal torus of GL(2)/O and putting

(5.3) D0 =
{
( a 0
0 d ) ∈ T0(FA(∞)) ∩M2(Ô)

∣∣dN = 1
}
,

we have (e.g. [MFG] 3.1.6)

(5.4) ∆0(N) = U0(N)D0U0(N).

Formal finite linear combinations
∑
δ cδU0(N)δU0(N) of double cosets of U0(N)

in ∆0(N) form a ring R(U0(N),∆0(N)) under convolution product (see [IAT]
Chapter 3 or [MFG] 3.1.6). The algebra is commutative and is isomorphic to the
polynomial ring with variables {T (l), T (l, l)}l, T (l) for primes l corresponding to
the double coset U0(N)

(
̟l 0
0 1

)
U0(N) and T (l, l) for primes l ∤ N corresponding

to U0(N)̟lU0(N), where ̟l is a prime element of Ol.

The double coset ring R(U0(N),∆0(N)) naturally acts on the space of adelic
modular forms whose definition we now recall. Since T0(O/N

′) is canonically
a quotient of U0(N

′), a character ε : T0(O/N
′) → C× can be considered as a

character of U0(N
′). Writing ε ( a 0

0 d ) = ε1(a)ε2(d), if ε̃ = ε1ε
−1
2 factors through

O/N for N|N′, then we can extend the character ε of U0(N
′) to U0(N) by

putting ε(u) = ε2(det(u))ε̃(a) for u =
(
a b
c d

)
∈ U0(N). Writing ε− = ε̃−1, ε(u)

has another expression ε(u) = ε1(det(u))ε
−(d), because they induce the same

character on U0(N
′) and on U0(N) ∩ SL2(Ô). Hereafter we use the expression

ε(u) = ε1(det(u))ε
−(d) (although ε(u) = ε2(det(u))ε̃(a) is used in [Fu] and

[HMI]; we note that (κ1, κ2) in this paper corresponds to (κ2, κ1) in [HMI] and
[PAF]). We fix an arithmetic character ε+ : F×

A /F
× → C× with ε+|Ô× = ε1ε2

and ε∞(x) = x−(κ1+κ2−I). We use the symbol ε for the triple (ε1, ε2, ε+);
thus, we may regard ε as a character of U0(N)F×

A by ε(uz) = ε(u)ε+(z) for

z ∈ F×
A and u ∈ U0(N). If we replace ε+ by its p–adic avatar ε̂+, we get a

p–adic character ε̂ of U0(N)F×
A .

We identify the group of algebraic characters X∗(T0) of T0 with Z[I]2 so that
κ = (κ1, κ2) ∈ Z[I]2 sends

(
x 0
0 y

)
to x−κ1y−κ2 =

∏
σ∈I(σ(x)

−κ1,σσ(y)−κ2,σ ). To
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each κ ∈ X∗(T0), we associate a factor of automorphy:

(5.5) Jκ(g, τ) = det(g)κ2−Ij(g, τ)κ1−κ2+I for g ∈ GL2(F∞) and τ ∈ HI .

Then we define Sκ(N, ε;C) to be the space of functions f : GL2(FA) → C
satisfying the following conditions (e.g. [H96] Section 2.2):

(S1) We have f(αxuz) = ε+(z)ε(u)f(x)Jκ(u∞, i)
−1 for all α ∈ GL2(F ),

z ∈ F×
A and u ∈ U0(N)Ci for the stabilizer Ci in GL+

2 (F∞) of i =

(
√
−1, . . . ,

√
−1) ∈ Z = HI , where GL+

2 (F∞) is the identity connected
component of GL2(F∞);

(S2) Choosing u ∈ GL2(F∞) with u(i) = τ for each τ ∈ HI , define fx(τ) =
f(xu∞)Jκ(u∞, i) for each x ∈ GL2(FA(∞)). Then fx is a holomorphic
function on Z for all x;

(S3) fx(τ) is rapidly decreasing towards the cusp ∞.

If we replace the word: “rapidly decreasing” in (S3) by “slowly increasing”,
we get the definition of the space of modular forms Mκ(N, ε;C). It is easy to
check (e.g. [MFG] 3.1.5 and [HMI] 2.3.5) that the function fx in (S2) satisfies
the classical automorphy condition:

(5.6) f(γ(τ)) = ε(x−1γx)−1f(τ)Jκ(γ, τ) for all γ ∈ Γ0,x(N),

where Γ0,x(N) = xU0(N)x−1GL+
2 (F∞) ∩ GL2(F ), and GL+

2 (F∞) is the sub-
group of GL2(F∞) made up of matrices with totally positive determinant. Also
by (S3), fx is rapidly decreasing towards all cusps of Γx (e.g. [MFG] (3.22)).
It is well known that Mκ = 0 unless κ1 +κ2 = [κ1 +κ2]I for [κ1 +κ2] ∈ Z. We
write simply [κ] for [κ1 + κ2] ∈ Z if Mκ 6= 0. In [H88a] Section 2, the space Sκ
is written as S∗

k,ŵ for k = κ1 − κ2 + I and ŵ = I − κ2, and the action of Hecke

operators is the same as specified in [H88a] (2.9e), which we recall now.

In order to define the Hecke operator action on the space of automorphic forms,
we fix a prime element ̟l of the l–adic completion Ol of O for each prime ideal

l of F . We extend ε− : Ô× → C× to F×
A(∞) → C× just by putting ε−(̟m

l ) = 1

for m ∈ Z. This is possible because F×
l = O×

l × ̟Z
l for ̟Z

l = {̟m
l |m ∈ Z}.

Similarly, we extend ε2 to F×
A(∞) . Then we define ε(u) = ε1(det(u))ε

−(d) for

u =
(
a b
c d

)
∈ ∆0(N). Let U be the unipotent algebraic subgroup of GL(2)/F

defined by

U(A) =
{
( 1 a0 1 )

∣∣a ∈ A
}
.

For each U0(N)yU0(N) ∈ R(U0(N),∆0(N)), we can decompose

U0(N)yU0(N) =
⊔

t∈T0(F
(∞)
A

),u∈U(Ô)

utU0(N)

for finitely many u and t (see [IAT] Chapter 3 or [MFG] 3.1.6). We define

(5.7) f |[U0(N)yU0(N)](x) =
∑

t,u

ε(t)−1f(xut).

It is easy to check that this operator preserves the space Mκ(N, ε;C) and
Sκ(N, ε;C) by verifying (S1-3) for f |[U0(N)yU0(N)]. This action for y with
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yN = 1 is independent of the choice of the extension of ε to T0(FA). When
yN 6= 1, we may assume that yN ∈ D0 ⊂ T0(FA), and in this case, t can be
chosen so that tN = yN (so tN is independent of single right cosets in the double

coset). If we extend ε to T (F
(∞)
A ) by choosing another prime element ̟′

l and
write the extension as ε′, then we have

ε(tN)[U0(N)yU0(N)] = ε′(tN)[U0(N)yU0(N)]′,

where the operator on the right-hand-side is defined with respect to ε′. Thus
the sole difference is the root of unity ε(tN)/ε′(tN) ∈ Im(ε|T0(O/N)). Since it
depends on the choice of ̟l, we make the choice once and for all, and write T (l)
for [U0(N)

(
̟l 0
0 1

)
U0(N)] (if l|N). By linearity, these action of double cosets

extends to the ring action of the double coset ring R(U0(N),∆0(N)).

To introduce rationality structure on the space of modular forms, we recall
Fourier expansion and q–expansion of modular forms (cf. [H96] Sections 2.3–4
and [HMI] Proposition 2.26, where the order of κj (j = 1, 2) is reversed; so,

(κ1, κ2) here corresponds to (κ2, κ1) in [HMI]). We fix an embedding i∞ : Q →֒
C once and for all and identify Q with the subfield of all algebraic numbers
in C. We also choose a differental idele d ∈ F×

A with trivial prime-to–d part:

d(d) = 1. Thus dÔ = dÔ for the absolute different d of F . Each member f of
Mκ(N, ε;C) has Fourier expansion of the following form:
(5.8)

f ( y x0 1 ) = |y|A



a0(yd, f)|u|

[κ2]
A +

∑

0≪ξ∈F

a(ξyd, f)(ξy∞)−κ2eF (iξy∞)eA(ξx)



 .

Here y 7→ a(y, f) and a0(y, f) are functions defined on y ∈ F×
A only depending

on its finite part y(∞). The function a(y, f) is supported by the set (Ô ×
F∞)∩F×

A . When f ∈ Sκ(N, ε;C), a0(y, f) = 0; so, we just ignore the constant
term a0(y, f). When κ2 is not in ZI, we have Sκ = Mκ; so, we ignore the
constant term if [κ2] ∈ Z is not well defined. Let F [κ] be the field fixed by
{σ ∈ Gal(Q/F )|κσ = κ}, which is the field of rationality of the character
κ ∈ X∗(T0). Write O[κ] for the integer ring of F [κ]. We also define O[κ, ε]
for the integer ring of the field F [κ, ε] generated by the values of ε (on finite

ideles) over F [κ]. We call an idele y ∈ F×
A integral if y(∞) ∈ Ô. Then for any

F [κ, ε]–algebra A inside C, we define

Mκ(N, ε;A) =
{
f ∈Mκ(N, ε;C)

∣∣a0(y, f), a(y, f) ∈ A as long as y is integral
}

Sκ(N, ε;A) =Mκ(N, ε;A) ∩ Sκ(N, ε;C).

(5.9)

Using rationality of (the canonical models of) the Hilbert modular vari-
ety (studied by Shimura and others), we can interpret Sκ(N, ε;A) (resp.
Mκ(N, ε;A)) as the space of A–rational global sections of a line bundle of
the variety defined over A; so, we have, by the flat base-change theorem (e.g.
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[GME] Lemma 1.10.2),

(5.10) Mκ(N, ε;A)⊗A C =Mκ(N, ε;C) and Sκ(N, ε;A)⊗A C = Sκ(N, ε;C)

Since Hecke operators are induced by algebraic correspondences on the prod-
uct of two Hilbert modular varieties defined over A (e.g. [GME] 4.2.1 and
[PAF] 4.2.5), the action of the Hecke operators T (l) and T (l, l) preserves the
A–rational space of modular forms (see below (5.15) for a more concrete ar-
gument showing the Hecke operator stability). We define the Hecke algebra
hκ(N, ε;A) ⊂ EndA(Sκ(N, ε;A)) by the A–subalgebra generated by the Hecke
operators T (l) and T (l, l) for all prime ideals l (here we agree to put T (l, l) = 0
if l|N). In the same manner, we define Hκ(N, ε;A) ⊂ EndA(Mκ(N, ε;A)).

5.2. q–Expansion of p–integral modular forms. We recall the rational
prime p and the embedding ip : Q →֒ Qp. Then for any Qp–algebras A, we
define
(5.11)
Mκ(N, ε;A) =Mκ(N, ε;Q)⊗Q,ip

A and Sκ(N, ε;A) = Sκ(N, ε;Q)⊗Q,ip
A.

By linearity, y 7→ a(y, f) and a0(y, f) extend to functions on F×
A ×Mκ(N, ε;A)

with values in A. Let N : F×
A /F

× → Q
×

p be the p–cyclotomic character defined

by N (y) = y−Ip |y(∞)|−1
A . Then we define the q–expansion coefficients (at p) of

f ∈Mκ(N, ε;A) by

(5.12) ap(y, f) = y−κ2
p a(y, f) and a0,p(y, f) = N (yd−1)[κ2]a0(y, f).

Here we note that a0(y, f) = 0 unless [κ2] ∈ Z is well defined. We now define

for any p–adically complete O[κ, ε]–algebra A in Q̂p (the p–adic completion of

Qp)

Mκ(N, ε;A) =
{
f ∈Mκ(N, ε; Q̂p)

∣∣a0,p(y, f),ap(y, f) ∈ A for integral y
}

Sκ(N, ε;A) =Mκ(N, ε;A) ∩ Sκ(N, ε; Q̂p).

(5.13)

These spaces have geometric meaning as the space of A–integral global sections
of a line bundle of the Hilbert modular variety of level N (e.g. [HT1] 1.3 and
[HMI] 4.3.7).

The formal q–expansion of f has values in the space of functions on F×
A(∞) with

values in the formal monoid algebra A[[qξ]]ξ∈F+
of the multiplicative semi-group

F+ made up of totally positive elements, which is given by

(5.14) f(y) = N (y)−1



a0,p(yd, f) +

∑

ξ≫0

ap(ξyd, f)q
ξ



 .

We choose a complete representative set {ai}i=1,...,h in finite ideles for the strict

idele class group F×\F×
A /Ô

×F×
∞+. Let ai = aiO. Write ti =

(
aid

−1 0
0 1

)
and
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consider fi = fti as defined in (S2). The collection (fi)i=1,...,h determines f ,
because

GL2(FA) =

h⊔

i=1

GL2(F )tiU0(N)GL+
2 (F∞)

by the approximation theorem. Then as observed in [H88a] Section 4 (and
[PAF] 4.2.10), f(aid

−1) gives the q–expansion over A of fi at the Tate abelian
variety with aiO–polarization Tatea−1

i ,O(q) as in [HT1] 1.7. Thus by the q–

expansion principle ([HT1] 1.7 and [HMI] 4.2.8), the q–expansion: y 7→ f(y)
determines f uniquely (for any algebra A for which the space of A–integral
modular forms is well defined).

We write T (y) for the Hecke operator acting on Mκ(N, ε;A) corresponding to
the double coset decomposition of

T (y) =
{
x ∈ ∆0(N)

∣∣ det(x)Ô = yÔ
}

for y ∈ Ô ∩ F×
A(∞) . We renormalize T (y) to create a new operator T(y) by

T(y) = y−κ2
p T (y). Since this only affects T (y) with yp 6= 1, T(l) = T (̟l) = T (l)

if l ∤ p. However T(p) 6= T (p) for primes p|p. This renormalization is optimal to
have the stability of the A–integral spaces under Hecke operators. We define
〈l〉 = N(l)T (l, l) for l ∤ N. This new action also preserves the integrality as
long as [κ] ≥ 0 (cf. [H96] Section 2.2 and [HMI] Theorem 2.28). We have the
following formula of the action of T (l) and T (l, l) (e.g. [H96] Section 2.4):

(5.15) ap(y, f |T(l)) =
{
ap(y̟l, f) + ap(y̟

−1
l , f |〈l〉) if l ∤ N

ap(y̟l, f) if l|N.

From this, it is plain that T (l) preserves the space Sκ(N, ε;A) if either p|N
or [κ] ≥ 0, because ap(y̟

−1
l , f |〈l〉) = ̟−2κ2

l,p N(l)ε+(l)ap(y, f). We hereafter
assume

(5.16) Either p|N or [κ] ≥ 0 and κ1 − κ2 ≥ I.
We define hκ(N, ε;A) again by the A–subalgebra of EndA(Sκ(N, ε;A)) gen-
erated by T(l) and 〈l〉 over A for all primes l (for a p–adically complete
O[κ, ε]–algebra A).

We can think of the subgroup U(N) of U0(N) made of matrices u ∈ U0(N)
whose reduction modulo N are upper unipotent. Then for any subgroup U
with U(N) ⊂ U ⊂ U0(N), we can think of the space of cusp forms Sκ(U, ε;C)
made up of cusp forms satisfying (S1-3) for U in place of U0(N). We have Hecke
operators T(y) corresponding to (U ·D0U)∩ T (y) acting on Sκ(U, ε;A). Then
in the same manner of Sκ(N, ε;A), we define Sκ(U, ε;A) and the Hecke algebra
hκ(U, ε;A) as the A–subalgebra of EndA(Sκ(U, ε;A)) generated by T(y) and
〈l〉.
Proposition 5.1. Let A be an O[κ, ε]–algebra for which the space of cusp
forms Sκ(N, ε;A) is well defined (by (5.9) or (5.11) or (5.13)). Write H =
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hκ(N, ε;A) and S = Sκ(N, ε;A). Let V be an H–module and V ′ be an A–
module of finite type with an A–bilinear product 〈 , 〉 : V × V ′ → A. Then we
have:

(1) The formal q–expansion for v ∈ V and w ∈ V ′:

f(v ⊗ w)(y) = N (y)−1




∑

ξ≫0

〈v|T(ξyd), w〉qξ




gives a unique element of S.
(2) The map v ⊗ w 7→ f(v ⊗ w) gives an A–linear map of V ⊗A V ′ into S

with f((v|T(y)) ⊗ w) = f(v ⊗ w)|T(y). If further V ′ is an H–module
and 〈v|h,w〉 = 〈v, w|h〉 for all v ∈ V , w ∈ V ′ and h ∈ H, then the map
f induces an H–linear map: V ⊗H V ′ → Sκ(N, ε;A).

(3) Suppose that R is an A–algebra direct summand of H, and put
V (R) = RV and S(R) = RS. If V (R) is R–free of finite rank and
HomA(V (R), A) is embedded into V ′ by the pairing 〈 , 〉, then the map
f : V (R)⊗A V ′ → S(R) is surjective.

The formulation of this proposition is suggested by the expression of the theta
correspondence given in [Sh2] II, Theorem 3.1.

Proof. We have an isomorphism ι : HomA(H,A) ∼= S given by ap(y, ι(φ)) =
φ(T(y)) (see [H88a] Theorem 5.11, [H91] Theorem 3.1 and [H96] Section 2.6),
which is an H–linear map (that is, ι(φ ◦ h) = ι(φ)|h). Since V is an H–
module, h 7→ 〈v|h,w〉 gives an element of HomA(H,A) and hence an element
in S. The element has the expression as in (1) by the above explicit form of
ι. The assertion (2) is then clear from (1). As for (3), by the isomorphism
HomA(V (R), A) →֒ V ′, each element of Hom(R,A) ∼= S(R) is a finite A–linear
combination of h 7→ 〈v|h,w〉 for v ∈ V (R) and w ∈ V ′; so, the surjectivity
follows. �

5.3. Integral correspondence. In order to create a proto-typical example
of the module V in Proposition 5.1, we study here cohomology groups on
quaternionic Shimura varieties. See [H94] and [H88a] for more details of such
cohomology groups.

Let B be a quaternion algebra over F . We write G for the algebraic group
defined over Q such that G(A) = (B ⊗Q A)

× for each Q–algebra A. Let d(B)2

be the discriminant of B. We assume that p ∤ d(B) and that

(5.17) B ⊗F,σ R ∼=
{
M2(R) if σ ∈ IB
H if σ ∈ I − IB = IB ,

where H is the Hamilton quaternion algebra over R.

We fix once and for all an extension of σ : F →֒ Q to σ : F ∼= Q for an
algebraic closure F/F . We take a quadratic extension K/F inside F so that
K⊗F,σ R ∼= R×R as F–algebras for σ ∈ IB , K⊗F Fp

∼= Fp×Fp for primes p|p
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and B⊗F K ∼=M2(K). We can always choose such a quadratic extension K as
long as p ∤ d(B). These condition automatically impliesK⊗FR ∼= C for σ ∈ IB .

We identify B ⊗F K with M2(K) by the above isomorphism. We fix maximal
orders OB and OK of B and K, respectively, and we suppose that

(5.18) OB ⊗O OK ⊂M2(OK).

We fix an isomorphism OB,l ∼=M2(Ol) so that for the p–adic place p|p induced

by ip ◦ σ, this isomorphism coincides with the one: OB →֒ M2(OK)
ip◦σ−−−→

M2(Op). For an integral ideal N0 of F prime to d(B), putting N = N0d(B),
we define

(5.19) UB0 (N) =
{
x ∈ G(A)

∣∣xN0
=
(
a b
c d

)
with c ∈ N0ON0

}
,

where ON0
=
∏

l|N0
Ol. Similarly we define ∆B

0 (N) ⊂ B ⊗Q A(∞) so that it

is the product of local components ∆l which coincide with the local compo-
nents of ∆0(N) as long as l ∤ d(B) and ∆l = OB,l if l|d(B). Again we can
think of the double coset ring R(UB0 (N),∆B

0 (N)). We have T (l) and T (l, l) in
R(UB0 (N),∆B

0 (N)) for l ∤ d(B), because the local component at l of ∆B
0 (N) is

identical to that of ∆0(N). For l|d(B), we take αl ∈ OB,l so that its reduced
norm generates lOl. Then we define T (l) = −UB0 (N)αlU

B
0 (N) for l|d(B), and

we have

(5.20) R(U0(N),∆0(N)) ∼= R(UB0 (N),∆B
0 (N)).

The above isomorphism brings T (l) and T (l, l) to the corresponding elements
in the right-hand-side.

For a given ring A, we consider the following module L(κ;A) over the multi-
plicative semi-groupM2(A): Let n = κ1−κ2−I ∈ Z[I]. We suppose that n ≥ 0
(implying nσ ≥ 0 for all σ ∈ I), and we consider polynomials with coefficients
in A of (Xσ, Yσ)σ∈I homogeneous of degree nσ for each pairs (Xσ, Yσ). The
collection of all such polynomials forms an A–free module L(κ;A) of rank∏
σ(nσ + 1).

Suppose that A is a closed OK [κ, ε]-algebra (via ip) of Q̂p. Then ip(σ(δp))
(which we write simply σ(δp)) for δ ∈ G(A) can be regarded as an element in
M2(A). We let ∆B

0 (N) act on L(κ;A) as follows:

(5.21) δΦ
((

Xσ

Yσ

))
= ε(δ)N(δ)κ2Φ

((
σ(δι)(Xσ

Yσ

))
.

Here N(δ) is the reduced norm of B. We also let z ∈ F×
A act on L(κ;A)

through scalar multiplication by ε̂+(z) = ε+(z)z
−κ1−κ2+I
p (the p–adic avatar of

ε+). We write L(κε;A) for the module L(κ;A) with this ∆B
0 (N)F×

A –action. By
the condition: κ1 + κ2 ∈ ZI, if U ⊂ UB0 (N) is sufficiently small open compact
subgroup, central elements in Γx = xUx−1 ∩G(Q) acts trivially on L(κε;A).

We let g ∈ G(R) with N(g) ≫ 0 act on HIB (by the linear fractional trans-
formation) component-wise via gσ = σ(g) ∈ GL2(K ⊗K,σ R) = GL2(R). We
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put Cσ+ for the stabilizer of
√
−1 in the identity connected component of

(B ⊗F,σ R)× and define

C∞+ =
∏

σ∈IB

Cσ+ ×
∏

σ∈IB

(B ⊗F,σ R)×.

Thus we have HIB ∼= G(R)+/C∞+ by g(i) ↔ g (i = (
√
−1, . . . ,

√
−1) ∈ HIB )

for the identity connected component G(R)+ of G(R). For any open compact
subgroup U ⊂ UB0 (N), we think of the complex manifold associated to the
Shimura variety:

Y (U) = G(Q)\G(A)/F×
A U · C∞+.

We write simply Y B0 (N) for Y (UB0 (N)).

If U is sufficiently small so that the image ΓU,x of ΓU,x = xUx−1G+(R)∩G(Q)

in G(R)/F×
∞ acts freely on HIB for all x ∈ G(A(∞)), and the action of ΓU,x on

L(κε;A) factors through ΓU,x. Then we can define an étale space over Y (U):

L(κε;A) = G(Q)\ (G(A)× L(κε;A)) /F×
A U · C∞+,

where γ(x,Φ)uz = (γxuz, uιε̂+(z)Φ) for u ∈ U · C∞+, z ∈ F×
A and γ ∈ G(Q).

This étale space gives rise to the sheaf L(κε;A)/Y (U) of locally constant
sections. We consider the sheaf cohomology group Hq(Y (U), L(κε;A)).

Since Y (U) ∼= ⊔xΓx\HIB for finitely many x with xp = 1, we have a canonical
isomorphism (cf. [H94] page 470):

(5.22) Hq(Y (U), L(κε;A)) ∼=
⊕

x

Hq(ΓU,x, L(κε;A)),

where the right-hand-side is the direct sum of the group cohomology of the
Γx–module L(κε;A). The kernel E = Ker(ΓU,x → ΓU,x) is a subgroup of units
O×. Since κ1+κ2 ∈ ZI, the action of ǫ ∈ E on L(κε;A) is the multiplication by
ε̂+(ǫ)N(ǫ)[κ]+1 = 1. Even if ΓU,x does not act freely on the module L(κε;A),

we still have Y (U) ∼=
⊔
x Γx\HIB for finitely many x with xp = 1, we can

define the left-hand-side of (5.22) by the right hand side of (5.22).

We choose U sufficiently small as above so that [UB0 (N) : U ] is prime to p (this
is a condition on p). Then we have the trace map Tr (that is, the transfer map
in group cohomology) and the restriction map Res:

Tr : Hq(Y B(U), L(κε;A))→ Hq(Y B0 (N), L(κε;A))

Res : Hq(Y B0 (N), L(κε;A))→ Hq(Y B(U), L(κε;A)).

Since Tr ◦ Res is the multiplication by [U0(N) : U ], we have

(5.23) Hq(Y B0 (N), L(κε;A)) = Hq(Y B(U), L(κε;A))/Ker(Tr) = Im(Res).

We can always choose a multiple N′ = Nq (by a prime q) of N so that Γ0,x(N
′)

acts freely on HIB .
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As defined in [H88a] Section 7 and [H94] Section 4, where L(κε;A) is written
as L(n, v, ε;A) for v = κ2 and n = κ1 − κ2 − I, we have a natural action of
the ring R(UB0 (N),∆B

0 (N)) on the cohomology group Hq(Y B0 (N), L(κε;A)).
For our later use, we recall the definition of the action when q = 0: In this
case, we may regard each cohomology class as a global section f : B×

A →
L(κε;A) with f(αxu) = uιf(x) for α ∈ B× and u ∈ UB0 (N)B×

∞. Decomposing
UB0 (N)

(
y 0
0 1

)
UB0 (N) =

⊔
̟̟U

B
0 (N), we have

(5.24) f |T(y) = y−κ2
p

∑

̟

̟f(x̟−ι).

Let W be a valuation ring as in the introduction. We assume that hκ(N, ε;W )
is well defined and OK [κ, ε] is embedded into W via ip. Let V be the image of
Hq(Y B0 (N), L(κε;W )) in Hq(Y B0 (N), L(κε;W ⊗ZQ)). By the Eichler-Shimura
isomorphism (between the space of cusp forms on G(A) and the cohomology
group; e.g. [H94] Proposition 3.1 and (10.4)) combined with the Jacquet-
Langlands-Shimizu correspondence (e.g. [H88a] Theorem 2.1, Proposition 2.3
and [H81] 2.12), the above cohomology group and its compactly supported
version (denoted by Hq

c (Y
B
0 (N), ·)) are the module over the Hecke algebra

Hκ(N, ε;W ⊗Z Q). Since

Hκ(N, ε;W ⊗Z Q) = hκ(N, ε;W ⊗Z Q)⊕ E
as an algebra direct sum for the Eisenstein part E, for the idempotent 1h of the
cuspidal part hκ(N, ε;W ⊗Z Q), we can define the cuspidal cohomology groups
by

Hq
cusp(Y

B
0 (N), L(κε;W ⊗Z Q)) = 1hH

q(Y B0 (N), L(κε;W ⊗Z Q)).

The natural map from compactly supported cohomology group into the coho-
mology group without support condition actually induces an isomorphism

1hH
q
c (Y

B
0 (N), L(κε;W ⊗Z Q)) ∼= Hq

cusp(Y
B
0 (N), L(κε;W ⊗Z Q)).

We then put

(5.25) Hq
cusp(Y

B
0 (N), L(κε;W )) = Hq

cusp(Y
B
0 (N), L(κε;W ⊗Z Q)) ∩ Im(i)

for the natural morphism

i : Hq(Y B0 (N), L(κε;W ))→ Hq(Y B0 (N), L(κε;W ⊗Z Q)).

We consider the duality pairing [ , ] on L(κε;A) (for Q–algebra A) introduced
in [H94] Section 5:

(5.26)


 ∑

0≤j≤n

bjX
n−jY j ,

∑

0≤j≤n

ajX
n−jY j


 =

∑

j

(−1)j
(
n

j

)−1

bn−jaj ∈ A,

where n = κ1 − κ2 − I,
(
n
j

)
=
∏
σ∈I

(
nσ

jσ

)
and for example Xj =

∏
σ∈I X

jσ
σ . As

U0(N)F×
A -modules, this pairing satisfies:

(5.27) [uzΦ, uzΦ′] = ε2(u)ε̂+(z)
2NB/F (up)

κ1+κ2−I [Φ,Φ′],
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where NB/F : B → F is the reduced norm map.

Define κ∗ = (−κ2, 1 − κ1) and ε∗ = ε−1. Thus [κ∗] ≤ 1 ⇔ [κ] ≥ 0. Then the
pairing [ , ] induces U0(N)F×

A –equivariant pairing

[ , ] : L(κε;A)× L(κ∗ε∗;A)→ A.

We now choose q = |IB | = dimC HIB . Then the cup product pairing induces
([H94] (5.3)) a non-degenerate pairing:

( , ) : Hq
cusp(Y

B
0 (N), L(κε;W ))×Hq

cusp(Y
B
0 (N), L(κ∗ε∗;W ))→W ⊗Z Q.

Thus we obtain from Proposition 5.1 the following result:

Proposition 5.2. Let V = Hq
cusp(Y

B
0 (N), L(κε;W )). Let V ∗ be the dual W–

lattice of V in Hq
cusp(Y

B
0 (N), L(κ∗ε∗;W ⊗Z Q)) under the Poincaré duality:

( , ) : Hq
cusp(Y

B
0 (N), L(κε;W ))×Hq

cusp(Y
B
0 (N), L∗(κ∗ε∗;W ))→W ⊗Z Q.

Then we have a hκ(N, ε;W )–linear map

f : V ⊗W V ∗ → Sκ(N, ε;W )

defined by the q–expansion:

f(v ⊗ w) = N (y)−1
∑

0≪ξ

(v|T(ξyd), w)qξ,

where we regard V ⊗W V ∗ as an hκ(N, ε;W )–module through the left factor V .

A similar fact for the matrix coefficients of T (y) in place of (v|T (y), w)
has been proven in [Sh2] Theorem 3.1 by analytic means without using the
Jacquet-Langlands-Shimizu correspondence.

We have Hq
cusp(Y

B
0 (N), L(κε;W )) = Hq(Y B0 (N), L(κε;W )) under the follow-

ing two conditions:

(V1) The character κε : T0(Ô) → W× does not factor through the reduced

norm map N : T0(Ô
(d(B))) →֒ G(Ô(d(B)) → (Ô(d(B)))×. In particular,

if κ1 6= κ2, this condition is satisfied.
(V2) The quaternion algebra B is a division algebra. In particular, this

condition is satisfied if |IB | < [F : Q].

6. Ordinary cohomology groups

We are going to prove that the morphism f : V (R) ⊗W V (R) → S(R) in
Proposition 5.1 for V in Proposition 5.2 is surjective for the nearly ordinary
local ring R (associated to a mod p irreducible Galois representation), when
B is unramified at every finite place and q = |IB | ≤ 1. A key to the proof
is the R–freeness of V (R) proven by Fujiwara [Fu] (see [HMI] Corollary 3.42).
Another important ingredient of the proof is the self duality of V (R) over W .
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6.1. Freeness as Hecke modules. We recall here a special case of Fuji-
wara’s result in [Fu] “Freeness Theorem” of the component V (R) for a local
ring R of the Hecke algebra hκ(N, ε;W ) (see also [HMI] Corollary 3.42). To
state the result, we need to have a good description of the modular nearly or-
dinary Galois representation; so, we recall the description. We call a local ring
R of hκ(N, ε;W ) nearly ordinary if the projection of T(p) to R is a unit. We
hereafter always assume

(ord) R is nearly ordinary with κ1 − κ2 ≥ I, that is, κ1,σ − κ2,σ ≥ 1 for all
σ.

(unr) F/Q is unramified at Q.

We write N′ for the product of primes l ∤ p for which one of ε1 and ε2 ramifies;
so, N′ ⊂ N(p). For aW–algebra homomorphism λ : hκ(N, ε;W )→W factoring
through R (such a λ is called nearly ordinary), we have a Galois representation
ρ = ρλ : Gal(F/F )→ GL2(W ) (e.g. [H96] 2.8 and [MFG] 5.6.1) such that

(G1) ρ is continuous and is absolutely irreducible over W ⊗Z Q;
(G2) ρ is unramified outside N′p;
(G3) For primes l outside N′p, we have

det(12 − ρ(Frobl)X) = 1− λ(T (l))X + λ(〈l〉)X2;

(G4) For the decomposition group Dp ⊂ Gal(F/F ) at each prime p|p, we
have an exact sequence of Dp–modules: 0 → ǫp → ρ|Dp

→ δp → 0
with one dimensional character δp satisfying δp([y;Fp]) = λ(T(y)) for
the local Artin symbol [y;Fp] of y ∈ F×

p .

Writing F for the residue field of W , the semi-simplification ρ = ρR of the
reduction of ρ modulo the maximal ideal mW of W is independent of λ by
(G2-3) (cf. [MFG] Corollary 2.8 combined with the Chebotarev density). In
particular, if ρ is irreducible, the isomorphism class of ρ mod mW for the
maximal ideal mW is unique, and always we have (ρ mod mW ) ∼= ρ.

We shall recall some terminology from (formal) deformation theory of Galois
representations. See [MFG] Section 2.3 for basics of formal deformation theory
of representations. Let H be a subgroup of Gal(F/F ). We call a representation
ρ : H → GL2(A) for a local proartinian W–algebra A with residue field F a
deformation over H of ρ if ρ ≡ ρ|H mod mA. Let χ = det(ρλ)/N [κ] for the
p–adic cyclotomic character N . Then χ is of finite order. For any character
ϕ : Dl → A×, let C(ϕ) denote the conductor of ϕ; thus, C(ϕ) = 1 if ϕ is
unramified, and C(ϕ) = lm if y 7→ ϕ([y, Fl]) factors through F×

l /(1 + lmOl)

but not F×
l /(1 + lm−1Ol) for m > 0. We assume the following four conditions

on ρλ:

(H1) χ is of order prime to p.
(H2) For primes l|Np, write Dl for the decomposition group at l. Then we

have ρ|Dp
∼=
( ǫl ∗

0 δl

)
with δ([y, Fl]) = λ(T(y)). This condition actually

follows for l|p from near ordinarity of λ as already remarked in (G4).
(H3) If a prime l|N but l ∤ p, then the restriction of δl and ǫl to the inertia

subgroup Il of Dl is of order prime to p.
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(H4) If ǫp ≡ δpN mod mW on Ip for a prime p|p, the following five condi-
tions have to be met: (i) the character ǫp is of order prime to p, (ii)
κ = (I, 0), (iii) ρλ|Ip is associated to a p–divisible group over an un-

ramified extension of Op, (iv) p ∤ N, and (v) ǫpδ
−1
p (y)y−I = 1 for all

y ∈ O×
p .

We write δl = (δl mod mW ) and ǫl = (ǫl mod mW ). We assume the following
two local conditions on ρ.

(H5) For all p|p, δp 6= ǫp.

(H6) For l|N and l ∤ p, the l–primary part of N coincides with C(ǫlδ
−1

l ).

Thus ρ could ramify at a prime l ∤ N, and by (H3), N′ gives the product
of primes (outside p) at which ρ ramifies. We assume the following global
condition on ρ:

(H7) ρ is absolutely irreducible over Gal(F/F [
√
p∗]) for p∗ = (−1)(p−1)/2p.

We choose a quaternion algebra B/F so that d(B) = 1 and ramified at most

infinite places (that is IB is as large as possible). This implies:

(6.1) IB = {σ1} if [F : Q] is odd, and IB = ∅ if [F : Q] is even.

We now quote the following special case of “Freeness Theorem” in Section 0 in
[Fu] (see [HMI] Corollary 3.42 for a proof of this Fujiwara’s result):

Theorem 6.1. Suppose the conditions (6.1), (ord), (unr), (H1-7) and p > 3.
Then V (R) for V = Hq(Y B0 (N), L(κε;W )) (q = |IB |) is free of rank 2q over
the local ring R. Even if we ease the condition (H4) to allow the case where
the p–primary part of N is equal to p for primes p|p, the same assertion holds
as long as [F : Q] is even.

This is a special case of Fujiwara’s result. In particular, we do not need to
assume unramifiedness of p in F , but we use the assumption (unr) anyway in
our later application; so, we have imposed it.

Proof. Here is a brief account of how to deduce the above theorem either from
[HMI] Corollary 3.42 or from [Fu], because the set of the assumptions imposed
in these works appears different. In [HMI] Corollary 3.42, the theorem is proven
under the assumptions:

(A) [F : Q] is even;
(B) κ = (I, 0);
(C) the assumptions (H1–3) and (H5–7);
(D) the milder condition than (H4) as stated in the theorem.

As can be easily seen, the conditions (A–D) implies the assumptions actu-
ally stated in Corollary 3.42 of [HMI]: the absolute irreducibility of ρ over
F [µp] (written as (aiF [µp]) in [HMI]) which follows from (H7), the conditions
(h1–4) in [HMI] 3.2.1, (dsQ) which is (H5) and (H6), and the conditions
(Q1–6) (for Q = ∅) in [HMI] Section 3.2.1. These conditions exhaust all the
assumptions of Corollary 3.42 of [HMI] except for the condition (sm1). The
condition: p > 3 and the unramifiedness of p in F/Q implies [F [µp] : F ] > 2,
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which is the last assumption (sm1) in Corollary 3.42 of [HMI]. We only
use this theorem under the four conditions (A–D); so, logically, for the proof
of the main theorem of this paper, it is sufficient to quote [HMI] Corollary 3.42.

For the sake of completeness, we now reduce the theorem in the case not covered
under (A–D) to [Fu] (the version of 1999). Recall that N′ is the product of all
primes (outside p) at which ρ ramifies. We consider an open compact subgroup
U(ρ) =

∏
l Ul(ρ) ⊂ U0(N) and a character νl of Ul(ρ) with values inW× defined

as follows:

(1) Ul(ρ) = GL2(Ol) in B
×
l if l ∤ Np, and νl is the trivial character;

(2) Suppose that l|N′. If ǫl 6= δl on Il, then l|N,

Ul(ρ) =
{(

a b
c d

)
∈ U0(N)l

∣∣a ≡ 1 mod l, (d mod l) is of p–power order
}

and νℓ(u) = δl([det(u), Fl]). If ǫl = δl on Il, Ul(ρ) = GL2(Ol) (so l ∤ N)
and νl(u) = δl([det(u), Fl]).

(3) For p|p, define νp(u) = ǫp([det(u), Fp])(det(u))
−κ2 for u ∈ GL2(Op),

which is a finite order character and can be regarded as a character
with values in W×. If ǫp 6= δpω on Ip for ω = (N mod mW ), then p|N
and

Up(ρ) =
{(

a b
c d

)
∈ U0(p)p

∣∣a ≡ 1 mod p, (d mod p) is of p–power order
}
.

If ǫp = δpωp on Ip, then Up = GL2(Op) (and p ∤ N).

Let U = Ker(
∏

l νl : U(ρ) → W×). Since the restriction of operators of
hκ(U, ε;W ) to Sκ(N, ε;W ) induces a surjective algebra homomorphism π :
hκ(U, ε;W ) ։ hκ(N, ε;W ), we have a unique local ring RU of hκ(U, ε;W )
through which λ ◦ π factors. Then RU is nearly ordinary. For a smaller open
compact subgroup U ′ with U(Nq) ⊂ U ′ ⊂ U for a suitable prime q outside
N′p, it is proven in [Fu] that

(1) For all x ∈ G(A(∞)), ΓU ′,x is torsion-free and acts on HIB freely;

(2) The action of ΓU ′,x on L(κε;A) factors through ΓU ′,x for all x ∈
G(A(p∞));

(3) The Hecke algebra hκ(U
′, ε;W ) has a local ring R′ with R′ ∼= R as

W–algebras;
(4) Let VU = Hq(Y B(U), L) and V ′ = Hq(Y B(U ′), L) for L = L(κε;W ))

and q = |IB |. Then the restriction map Res : Hq(Y B0 (N), L) →
Hq(Y B(U), L) composed with the multiplication by the idempotent
of R′ induces a W–linear map: VU (RU ) ∼= V ′(R′) which is T(y)–
equivariant as long as yq = 1;

(5) RU is generated by T(y) with yq = 1;
(6) V ′(R′) ∼= R′r for some r.

In [Fu], U ′ and U are written as KD,y and KD, respectively. This is enough to
conclude that V (RU ) is RU–free. On the other hand, for the Sylow p–subgroup
S of U0(N)/U , RU is W [S]–free of finite rank. Then R ∼= RU ⊗W [S],εW , where
ε is the algebra homomorphism W [S] → W induced by the character ε of S.
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This fact follows from the freeness of the Hecke algebra over the group algebra
(under (unr) and p > 2), for example, [H02] Corollary 4.3, [H05a] Corollary 9.3
or [PAF] 4.2.11–12. In the above papers, the symbol N is used for the prime-
to-p–part of the present level N. Similarly, VU is W [S]–free of finite rank by
[H89] Theorem 3.8. Thus we have

V (R) = VU (R)⊗W [S],εW ∼= (RU ⊗W [S],εW )r ∼= Rr

for a suitable integer r. Actually r = 2q ≤ 2, because V ⊗Q is of rank 2q over
the (rational) Hecke algebra.

As for the easing of the condition (H4) onN, it follows from the same argument,
replacing N by N ∩∏p∈P p, because this is the case where the deformation is

unrestricted at p ∈ P , which has been dealt with in [Fu] assuming that, for
example, [F : Q] is even (see [HMI] Section 3.2). �

By the theory of p–adic analytic families of nearly ordinary cusp forms (see
[H89], [H96] Section 2.7 and [HMI] 3.2.8, 3.3.4 and 4.3.9), we can ease slightly
the conditions necessary to have freeness of V (R) over R. We shall describe
this generalization for our later use. Let G = G(N′) = Cl+F (N

′p∞) × (Op ×
O/N′(p))×, where Cl+F (N

′pn) is the strict ray class group modulo N′pn of F ,
and

Cl+F (N
′p∞) = lim←−

n

Cl+F (N
′pn) = F×

A /F
×UF (N

′)(p)F×
∞+

with UF (N
′) = Ô×∩(1+N′Ô). We have a natural homomorphism ι : T0(Op)→

G sending (a, b) to (a−1, a−1b). Each element (z, y) ∈ G acts on f ∈ Sκ(U, ε;A)
by f |(z, y)(x) = f |T(y)(xz) (for U ⊂ U0(N

′)). Let Γ0 be the maximal torsion-
free quotient of G (which is independent of N′ up to isomorphisms), and fix
a splitting G = Γ0 ×Gtor. We consider the Iwasawa algebra W [[Γ0]]. For an
integral domain I finite flat over W [[Γ0]], we define

A(I) =
{
P ∈ HomW (I,Qp)

∣∣P ◦ ι ∼ κ with κ1 − κ2 ≥ I and [κ] ≥ 0
}
,

where ϕ ∼ ψ if ϕ = ψ locally on T0(Op) (in other words, ϕψ−1 is of finite order).
For each P ∈ A(I), we write κ(P ) and εP for the corresponding algebraic
character of T0 and the character of

g = ( a 0
0 b ) z ∈ T0(Op × (O/N′(p))F×

A ⊂ GL2(FA)

given by G ∋ g 7→ P (T (ab−1))P (〈bz〉)εtor(g), where εtor is the restriction of
ε to the torsion part Gtor (regarded as a character of G). Thus we can form
a triple (εP,1, εP,2, εP+) out of εP so that εP (g) = εP,1(a)εP,2(b)εP+(z). For
a given nearly ordinary Hecke eigenform f ∈ Sκ(N, ε;W ) with κ1 − κ2 ≥ I,
decomposing G into a product Γ0×∆ for a finite subgroup ∆, we write ε(P ) =
εP ε|∆. Thus for a suitable P ∈ Spec(I)(Qp) whose weight is κ, we find ε(P ) = ε.
Then there exist I/W [[Γ0]] as above and a unique family of Hecke eigenforms
{fP }P∈A(I) containing f and satisfying the following two conditions:
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(1) fP ∈ Sκ(P )(NP , ε(P );W [εP ]) for the conductor NP of the character

ε(P )−, where W [εP ] is a subring of Qp generated over W by the values
of εP ;

(2) There exists a function a : F×
A → I such that ap(y, fP ) = a(y)(P ) for

all y ∈ F×
A and all P ∈ A(I).

Corollary 6.2. Let {fP }P∈A(I) be the family of nearly p–ordinary Hecke
eigenforms as above. Write RP be the local ring of hκ(P )(NP , ε(P );W [εP ])
through which the algebra homomorphism λP of the Hecke algebra given
by fP |T(y) = λP (T(y))fP factors. If one member f ∈ Sκ(N, ε;W ) sat-
isfies the assumptions (H1-7), V (RP ) is RP –free of rank 2q, where V =
Hq(Y B0 (NP ), L(κ(P )ε(P );W [εP ])) and q = 0, 1 by (6.1).

Proof. We choose U ′ as in the proof of Theorem 6.1 and write U ′
0(N

′) = U ′ ∩
U0(N

′). We consider the limit V = lim−→n
Hq
n.ord(Y

B(U ′ ∩U(pn)), L(κε;W )⊗Zp

Qp/Zp), where Hq
n.ord = eHq for the idempotent e = limn→∞ T(p)n!. The

module V is naturally a module over G(N′) and hence over W [[Γ0]]. Then in
the same manner in [H89] Corollary 3.5 and Theorem 3.8, we can prove that
for the Pontryagin dual V′ of V,

V
′/PV′ ∼= Hq

n.ord(Y
B(U ′

0(NP )), L(κ(P )ε(P );W [εP ]))

as Hecke modules and that V′ is W [[Γ0]]–free module of finite rank. We write
V ′
P for the Hecke module of the right-hand-side of the above formula. Then

we define h
′ ⊂ EndW [[Γ0]](V

′) by the W [[Γ0]]–subalgebra generated by T(y)
for all integral ideles y. As proved under (unr) and p > 3 in [PAF] Corollaries
4.31–32 or [H02] Corollary 4.3 (where the assumption is p > 2 and N denotes
the prime-to–p part of the present N′), h′ isW [[Γ0]]–algebra free of finite rank,
whose rank is equal to rankW [εP ] h

′
P for h′P = hn.ordκ(P ) (U

′
0(Npe(P )), ε(P );W [εP ]).

Since they have the same generators T(y)’s, h′/Ph′ surjects down to h′P . By
comparing their rank over W [εP ], we find h

′/Ph′ ∼= h′P canonically sending
T(y) to T(y). Since R′ is the direct summand of h′P0

⊂ hκ(N, ε;W ), by
Hensel’s lemma (cf. [BCM] III.4.6), h′ has a unique local ring R

′ ⊂ h
′ with

R
′/P0R

′ ∼= R′. We put V′(R′) = R
′
V

′, which is W [[Γ0]]–free module of finite
rank. Since V

′(R′)/P0V
′(R′) ∼= V ′(R′), which is a free of finite rank over

R′ = R
′/P0R

′, we choose a lift {v1, . . . ,vr} in V
′ of a base of V ′(R′) over R′.

Then the R
′–linear map π : R′r → V

′(R′) given by (h1, . . . , hr) 7→
∑
j hjvj

is surjective by Nakayama’s lemma applied to R
′ and ideal P0. By comparing

the rank over W [[Γ0]], we find that π is an isomorphism. Thus V′(R′) is free
of rank r = 2q over R′.

We define R′
P by R′

P = R/PR ⊂ h′P . Then R′
P
∼= RP canonically, and

V ′
P (R

′
P )
∼= VP (RP ) for VP = Hq

n.ord(U
′
0(NP ), L(κ(P )ε(P );W [εP ]) in the same

manner as in the proof of Theorem 6.1. This finishes the proof. �

6.2. Induced representations. We are going to verify the assumption of
the freeness theorem: Theorem 6.1 for induced representations from CM fields.
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We first recall a cusp form f on GL2(FA) with complex multiplication by a CM
field M . Let M/F be a CM field with integer ring R and choose a CM type Σ:

IM = Homfield(M,Q) = Σ ⊔ Σc

for complex conjugation c. To assure the assumption (ord), we need to assume
that the CM type Σ is p–ordinary, that is, the set Σp of p–adic places induced
by ip ◦ σ for σ ∈ Σ is disjoint from Σpc (its conjugate by the generator c of
Gal(M/F )). The existence of such an ordinary CM type implies that all prime
factors of p in F split in M/F . For each k ∈ Z[I], we write kΣ =

∑
σ∈Σ kσ|Fσ.

We choose κ1 > κ2 with κ1 + κ2 = [κ]I for an integer [κ]. We then choose a
Hecke character λ of conductor CPe (C prime to p) such that

λ((α)) = ακ1Σ+cκ2Σ for α ∈M× with α ≡ 1 mod CPe,

where Pe =
∏

P∈Σp

(
Pe(P)Pce(Pc)

)
for e =

∑
P∈Σp⊔Σpc

e(P)P. We also

decompose C =
∏

L Le(L) for prime ideals L of M . We extend λ to a p–adic

idele character λ̂ : M×
A /M

×M×
∞ → Q

×

p so that λ̂(a) = λ(aO)a−κ1Σ−cκ2Σ
p . By

class field theory, we may regard λ̂ as a character of Gal(F/M). Any character

ϕ of Gal(F/M) of the form λ̂ as above is called “of weight κ”. For a prime ideal

L of M outside p, we write λL for the restriction of λ̂ to M×
L . For P ∈ Σp, we

define λP(x) = λ̂(x)xκ1Σ for x ∈ M×
P and λPc(x) = λ̂(x)xcκ2Σ for x ∈ M×

Pc .

Then λL for all prime ideals L is a continuous character of M×
L with values in

Q whose restriction to R×
L is of finite order. By the condition κ1 > κ2, λ̂ cannot

be of the form λ̂ = φ ◦NM/F for an idele character φ : F×
A /F

×F×
∞+ → Q

×

p .

We define a function F×
A ∋ y 7→ ap(y, θ(λ)) supported by integral ideles by

(6.2) ap(y, θ(λ)) =
∑

x∈M×

A
,xxc=y,xΣp=1

λ̂(x) if y is integral.

where x runs over elements in M×
A(∞)/(R̂

(pCCc))× satisfying the following three
conditions: (i) xR is an integral ideal of M , (ii) NM/F (x) = y and (iii) xQ = 1
for primes Q in Σp and Q|C. The q–expansion determined by the coefficients

ap(y, θ(λ)) gives a unique element θ(λ) ∈ Sκ(N′, ε′λ;Q) ([HT1] Theorem 6.1),
where N′ = NM/F (CP

e)d(M/F ) for the discriminant d(M/F ) of M/F and ε′λ
is a suitable “Neben” character.

We decompose C = FFcI so that FFc is a product of split primes and I for the
product of inert or ramified primes, F+Fc = R and F ⊂ Fcc. We put f = F∩F
and i = I ∩ F . Assuming that λ− has split conductor, we describe the Neben
character ελ of the minimal form f(λ) in the automorphic representation π(λ)
generated by θ(λ). The character ελ is possibly different from ε′λ and is given
as follows:
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(1) For l|f, we identify T0(Ol) = O×
l ×O×

l with R×
Lc×R×

L with this order for
the prime ideal L|(lR∩F). We define ελ,l by the restriction of λLc×λL
to T0(Ol).

(2) For p|p, identify T0(Op) with R
×
Pc × R×

P for P|p in Σp, we define ελ,p
by the restriction of λPc × λP to T0(Op).

(3) For l|id(M/F ), we choose a character φl : F
×
l → C× such that λL =

φl ◦ NML/Fl
(this is possible because λ− has split conductor). Then

we define ελ,1,l(a) = φl and ελ,2,l(d) =
(
ML/Fl

d

)
λL(d), where L is the

prime factor of l in M and
(
ML/Fl

d

)
is the quadratic residue symbol

for ML/Fl.
(4) The central character ελ+ is given by the product of the restriction of

λ to F×
A and the quadratic character

(
M/F

)
of the CM field M/F .

We now give an explicit description of f(λ) without assuming that λ− has split
conductor. Let Ξpr be the set of prime factors l of N′ = d(M/F )NM/F (CP

e)

where πl is principal. If λ− has split conductor, Ξpr is the full set of prime
factors of N′. Otherwise, l ∈ Ξpr if and only if either l|f or l|i and

(6.3) λL(x) = φl(xx
c) for a character φl : F

×
l → C×.

For l ∈ Ξpr, taking a prime L|l in M , we have

(6.4) πl(λ) ∼=
{
π(λLc , λL) if l|f and L|F,
π(φl,

(
ML/Fl

)
φl) if l|i.

We split N′ into a product N1N2 of co-prime ideals so that N1 is made up of
primes in Ξpr. Writing πl(λ) = π(ηl, η

′
l) for characters ηl, η

′
l : F

×
l → C×, we

write Cl for the conductor of η−1
l η′l. Define the minimal level of π(λ) by

N(λ) = N2

∏

l∈Ξpr

Cl.

We write Ξ = {L|L ⊃ FPΣ,L ⊃ N(λ)} for primes L of M and define

(6.5) ap(y, f(λ)) =

{∑
xxc=y,xΞ=1 λ̂(x)x

(κ1−κ2)Σ
p if y is integral,

0 otherwise,

where x runs over (R̂∩M×
A(∞)/(R

(Ξ))× with xL = 1 for L ∈ Ξ. The value λ̂(x)

is well defined modulo (R(Ξ))× as long as xΞ = 1 for the following reason: For
primes l|N(λ) non-split in M/F , by the condition xxc = y, x is determined
up to a unit u with uuc = 1. Since λL(u) = φl(uu

c) = 1, the value λL(xL) is
well defined. For L ∈ Ξ, by imposing xL = 1, the condition xxc = y implies
xLc = yl; so, the value λL(xl) is again well defined. As for a split prime
l ∤ N(λ) but l|NM/F (C), we have λL|O×

l
= λLc |O×

l
, so λL(uL)λLc(uLc) = 1

because uuc = 1 implies uL = u−1
Lc identifying RL and RLc with Ol. As for p|p
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with p ∤ N(λ), if (uuc) = 1, we have

λ̂(u)u(κ1−κ2)Σ = u−κ1Σ−cκ2Σ+(κ1−κ2)Σ = (uuc)−κ2 = 1.

So again, λ̂(x)x
(κ1−κ2)Σ
p is well-defined modulo such local units.

For a principal series representation π(η′, η) of GL2(Fl), if η|O×

l
= η′|O×

l
, we

have π(η′, η) ∼= η ⊗ π(η−1η′, 1) and π(η−1η′, 1) is spherical; thus we have a
unique spherical vector v 6= 0 in π(η−1η′, 1) with v|T (l) = (1+η−1η′(̟l))v. The
corresponding vector v′ = v ⊗ η in π(η′, η) has minimal level fixed by SL2(Ol)
with v′|T (y) = (η(y)+η′(y))v′. If the conductor Cl of η

−1η′ is non-trivial, again
by the same argument, we find v′ 6= 0 in πl(λ) such that v′|T (y) = η(y)v′ and
v′|u = ε(u)v′ (u ∈ U0(Cl)l), where ε(u) = η(det(u))(η−1η′(a)) for u =

(
a b
c d

)
∈

U0(Cl)l. This shows that f(λ) is a classical modular form in Mκ(N(λ), ελ;Q)
if λ− has split conductor. The form f(λ) is a common eigenform of Hecke
operators T(y). The p–adic Galois representation ρλ associated to f(λ) is the

induced representation IndFM λ̂, regarding λ̂ as a character of Gal(F/M) by

class field theory. By regularity: κ1 > κ2, λ̂(cσc
−1) 6= λ̂(σ) for σ ∈ Gal(F/M),

ρλ is absolutely irreducible by Mackey’s theorem, andf(λ) is a cusp form.

We take the coefficient ring W to be free of finite rank over Zp. Assuming that
λ− has split conductor (⇔ π(λ) is principal at every finite place), we shall study
when f(λ) satisfies the conditions (H1-7) of Theorem 6.1. We take a character

ϕ of Gal(F/M) of order prime to p such that λ̂ϕ−1 ≡ 1 mod mW and define
ψ = ϕ−. Suppose that λ and ϕ coincides on R×

L if L ∤ p. Then the conditions
(2) and (3) on ψ in the introduction are an interpretation of principality of
π(λ) at every finite place. To interpret the four conditions (1-4) on ψ in the

introduction in terms of ϕ, let G(C) =M×
A /M

×UM (C)(p)M×
∞, where

UM (C)(p) =
{
x ∈ R̂×

∣∣xp = 1, x ≡ 1 mod CR̂
}
.

The first conditions (1) on ψ can be stated in terms of ϕ as follows:

(h1) ϕ has order prime to p with exact conductor CPe for C prime to p.

Thus ϕ factors through the maximal prime-to-p quotient of G(C) which can be
regarded canonically as a subgroup of G(C), because G(C) is almost p–profinite.
The conditions (2-4) in the introduction imply the following three assertions:

(h2) For all prime factors L|I, ϕL = φl ◦NM/F for a character φl : F
×
l →

W×.
(h3) ϕP 6= ϕPc for all P ∈ Σp.

(h4) Over Gal(F/M [
√
p∗]), we have ϕc 6= ϕ, where ϕc(σ) = ϕ(cσc−1).

We write Gtor(C) for the maximal torsion subgroup of G(C).

Theorem 6.3. Assume (6.1) and the four conditions (h1-4). Let λk :

G(C) → Q
×

p be an arithmetic Galoischaracter of weight k1Σ + ck2Σ (kj ∈
Z[I]) such that k1 > k2 and λk|Gtor(C) = ϕ. Then for the local ring R
of hk(N(λk), ελk

;W [λk]) corresponding to f(λk), the R–component V (R) of
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V = Hq(Y B0 (N(λk)), L(kελk
;W [λk])) is R–free of rank 2q, where W [λk] is the

complete discrete valuation ring inside Qp generated by the values of λk over
W and q = |IB | ≤ 1.

Proof. We take a sufficiently large κ with κ1 > κ2 and κ1 + κ2 = [κ]I for
0 ≤ [κ] ∈ Z so that ζκ1Σ+cκ2Σ = 1 for all ζ ∈ R× and κ ≡ 0 mod (Q− 1)Z[I]
for Q = |F|. Then we can find a Hecke character λ with the following properties:

(1) We have λ((α)) = ακ1Σ+cκ2Σϕ((α)) for all α ∈M× prime to CPe;
(2) λ ≡ ϕ mod mW .

We are going to show for f(λ) the assumptions (H1-7) except for (H4) of

Theorem 6.1. Thus if (H4) is not applicable to IndFM λ̂ , we get the result
for f(λk) by Corollary 6.2, because f(λ) is a member of the p–adic family of
modular forms determined by f(λk). Otherwise, we modify the choice of λ.

We verify condition (H1-3) and (H5-7) one by one. We always have a character
λ1 of conductor 1 with λ1((α)) = ακ1Σ+cκ2Σ for all α ∈ M× and λ1 ≡ 1
mod mW by our choice of κ; so, λ/λ1 ≡ ϕ mod mW . We may assume that
λ/λ1 = ϕ.

• By the above choice of λ1, we have det ρλ1
= N [κ]

(
M/F

)
and det ρλ =

N [κ]ϕ̃
(
M/F

)
, where ϕ̃ is the Galois character corresponding to the pull

back of ϕ as a Hecke character of M×
A to F×

A . Then χ in (H1) is given

by ϕ̃
(
M/F

)
, which has order prime to p because p > 2. This shows

(H1).
• By (h2), we have for l|N(λ)p,

ρλ|Dl
∼=





(
λ̃ 0
0 λ̃c

)
if l = LL (L 6= L) in M ,

(
λ̃l 0

0 λ̃l(M/F )

)
if l is inert or ramified in M/F .

We can choose λ̂c to corresponds to λ̂Pc for P ∈ Σp with P|l if l|p.
Then by construction (or the definition of κ2), we have δl = λ̂Pc . This
shows (H2).

• Since λ1 is of conductor 1, we find that λ̂|Il = ϕ|Il , which is of order
prime to p. This shows (H3).

• Since λ̂ ≡ ϕ mod mW , (h3) implies that δp 6= εp; so, (H5) follows from
(h3).

• The condition (H6) follows from the definition of N(λ) and (h1), be-

cause C(εlδ
−1

l ) is equal to C(εlδ
−1
l ) by (H3) already verified. By our

definition of N(λ), its l part coincides with C(εlδ
−1
l ).

• The condition (H7) follows from (h4) by Mackey’s theorem.

Thus as long as λ̂ 6≡ λ̂cN mod mW on Ip for every p|p, we have verified the
theorem.
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Now assume that

P =
{
p|p
∣∣λ̂ ≡ λ̂cN mod mW on Ip

}

is non-empty. Let R× (resp. O×) be the p–adic closure of R× (resp. O×) in
R×
p for Rp = R⊗Z Zp. Since M cannot have p–th root of unity (by ordinarity

of Σ and unramifiedness of p in F/Q), [R× : O×] is prime to p; so, R×/O×

has order prime to p. We consider the character x 7→ xΣ of R×
p → W×,

which has values in a complete valuation subring A of W unramified and
finite over Zp. Let A×

p be the maximal p–profinite subgroup of A×, which

is canonically a direct factor of A×, because A is unramified over Zp. Let
x 7→ 〈x〉 be the projection of x ∈ A× to A×

p . Thus 〈x〉 ≡ 1 mod mW for

all x ∈ A× and 〈ζ〉 = 1 for all roots of unity ζ in A. Thus x 7→ 〈xΣ〉 is a

character of R×
p /R

×, which is a subgroup of finite index of G(1). We can
extend this character to a character χ̂ of G(1) so that χ̂ ≡ 1 mod mW on G(1).
This is possible for the following reason: We first extend the character to a
character χ′ : G(1) → W×, which is always possible, replacing W by its finite
extension if necessary. Then we take a Teichmüller lift ε of the reduction (χ′

mod mW ). Then χ̂ = ε−1χ′ gives the desired extension. By our construction, χ̂
is the p–adic avatar of an arithmetic Hecke character χ whose infinity type is Σ.

We now take the Teichmüller lift λ̂0 of (λ̂ mod mW ), which is a p–adic avatar
of a finite order character λ0 : G(C) → W×. Then λ′ = λ0χ is of infi-
nite type Σ and satisfies λ′ ≡ λ ≡ ϕ mod mW . For x ∈ Rp, we write

ω(x) = limn→∞ x[R:pR]n ∈ Rp for x ∈ Rp. Since p is unramified in M/Q,
the Teichmüller lift of (xk mod mW ) for k ∈ Z[Σ ∪ Σc] is given by ω(x)k (in
other words, the operations k and ω commute). Thus, at the place p ∈ P ,

by the above process of construction, λ′
−
(xp) = N−1(xp) for xp ∈ RP ∩ F×

P

(P ∈ Σp with P|p), and the level N(λ′) of f(λ′) is prime to all p ∈ P . Thus
f(λ′) has weight (I, 0) and its Galois representation satisfies (H4). Then the
theorem follows from Corollary 6.2, since f(λk) comes from the same local ring
of the universal nearly ordinary Hecke algebra h as the local ring of the p–adic
family of Hecke eigenforms determined by f(λ) or f(λ′). �

For our later use, we shall compute the q–expansion of classical modular forms
associated to f(λ). Pick y ∈ F×

A with yp = y∞ = 1. Then by the definition of

λ̂ and (6.5), we get the following formula of the complex Fourier coefficients:

a(ξyd, f(λ)) =
∑

xxc=ξyd,xΞ=1

λ(xR),

where xR = F ∩ xR̂ and x runs over (R̂ ∩M×
A(∞))/R

(Ξ) for Ξ as in (6.5). This
shows that for fdiag[y,1] in (S2),

fdiag[y,1](τ) = N(y)−1
∑

A;AAc∼yd

λ(A)α−κ2θ(λ;A),
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where A runs over a complete representative set for ideal classes of M with

AAc = αyd (y = yÔ ∩ F ) for a totally positive α ∈ F and

(6.6) θ(λ;A) =
∑

ξ∈A−1/µ(M)

λ(ξ(∞Ξ))(ξξc)−κ2qαξξ
c

.

Here we regard λ as an idele character λ :M×
A /M

× by putting

λ(x) = λ(xR)x−κ1Σ−cκ2Σ
∞ ,

and ξ runs over elements in A−1 such that ξA is outside Ξ for Ξ as in (6.5).

As a locally constant function on Â−1, the p–component of φ′1 : ξ 7→ λ(ξ(Ξ)) is
given by λ−1

p restricted to A−1
p by the following reason: φ′1 is the characteristic

function of A−1
l for l outside the conductor C(λ), and taking ξ ∈ A−1 with

ξ ≡ 1 mod C(p)(λ), we see that φ′1(ξ) = λ(ξ(Ξ)) = λ(ξ(p)) = λ(ξp)
−1.

The modular form θ(λ;A) is of weight κε on

Γ0(N(λ); y) =
{(

a b
c d

)
∈ SL2(F )

∣∣a, d ∈ O, b ∈ y, c ∈ N(λ)y−1
}
.

6.3. Self-duality. Let L∗(κε;W ) be the dual lattice of L(κ;W ) un-
der the pairing [ , ] introduced in Subsection 5.3. Then by definition,
L∗(κε;W ) ⊂ L(κε;W ) and the quotient L(κε;W )/L∗(κε;W ) is spanned by
Xn−jY j for 0 < j < n.

Since

U0(Np)p diag[p, 1]U0(Np)p =
⊔

u mod pOp

( p u0 1 )U0(Np)p,

the action of ( p u0 1 ) on L(κε;W )/L∗(κε;W ) (even after dividing by pκ2) is nilpo-
tent. Thus the projector e = limn→∞ T(p) kills the cohomology group:

Hr
∗(Y, L(κε;W )/L∗(κε;W )) (Y = Y B0 (N))

for any r ≥ 0, and hence by cohomology sequence, we get a canonical isomor-
phism for Y = Y B0 (N):

(6.7) Hr
∗,n.ord(Y, L

∗(κε;W )) ∼= Hr
∗,n.ord(Y, L(κε;W )),

where Hr
∗ is either compactly supported or usual cohomology group. We define

the action of Hecke operators T(y) and 〈l〉 on Hr
∗(Y, L

∗(κ∗ε∗;W )) via the ad-
joint action under [, ] of the semi-group ∆0(N). Then the operator is integral
if either p|N or [κ] ≤ 1⇔ [κ] ≥ 0. Thus in the same way, we get

(6.8) Hr
∗,n.ord(Y, L(κ

∗ε∗;W )) ∼= Hr
∗,n.ord(Y, L

∗(κ∗ε∗;W )).

As we have seen in [H88a] Theorem 10.1, Hr
∗(Y, L(κε;W ) ⊗ (Qp/Zp)) is p–

divisible if |IB | ≤ 1. Then by looking into the cohomology sequence attached
to the short exact sequence:

0→ L(κε;W )→ L(κε;W ⊗Qp)→ L(κε;W )⊗ (Qp/Zp)→ 0,
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Hr
∗(Y, L(κε;W )) is free of finite rank over W , and we get a perfect pairing:

( , )W : Hq
n.ord(Y, L(κε;W ))×Hq

c,n.ord(Y, L(κ
∗ε∗;W ))→W

of W–free modules. For the moment, assume that F 6= Q. Then Y B(U) is
compact; so, Hq

cusp,n.ord = Hq
n.ord = Hq

c,n.ord, and we have the perfect duality
pairing

(6.9) ( , )W : Hq
cusp,n.ord(Y, L(κε;W ))×Hq

cusp,n.ord(Y, L(κ
∗ε∗;W )) −→W

As already verified in [H88b] Theorem 3.1 for F = Q, the assertion (6.9) holds
even for F = Q; so, we do not need to assume F 6= Q anymore. We thus have

Corollary 6.4. Under the assumptions and notations of Corollary 6.2,
the map (v, w) 7→ f(v ⊗ w) induces a surjective linear map: V (RP ) ⊗RP

V ′(RP ) ։ S(RP ) for all P ∈ A(I), where S = Sκ(P )(N, ε(P );W [εP ]),
V = Hq(Y, L(κ(P )ε(P );W [εP ])), V

′ = Hq(Y, L(κ(P )∗ε(P )∗;W [εP ])). If
q = |IB | = 0, f is an isomorphism: V (RP )⊗RP

V ′(RP ) ∼= S(RP ).

7. Proof of the theorem

We shall prove the theorem in the introduction under the assumptions (h1-4)
on ϕ, which are equivalent to the assumptions (1-4) in the introduction once we
have chosen ϕ with ψ = ϕ−. We first recall integrality results due to Shimura
[ACM] Section 32 and Katz [K] II on the values of modular forms and then
prepare preliminary results on integral decomposition of quaternionic quadratic
spaces. After that, we prove the theorem in the case where the degree [F : Q]
is even. The odd degree case will be reduced to the even degree case.

7.1. Integrality of values of modular forms. By the approximation
theorem,

GL2(F )\GL2(F
(∞)
A )/U0(N) ∼= F×\F×

A(∞)/det(U0(N)) ∼= ClF via y 7→ det(y)

for the class group ClF of F . From this, f ∈ Sκ(N, ε;W ) is determined by

the q–expansions {f(y)}y. Writing y = yÔ ∩ F for the ideal corresponding
to the idele y and setting ỹ =

(
y 0
0 1

)
, f(y) is the q–expansion at the Tate

AVRM Tatey∗,O(q) (in [K] 1.1) of the classical modular form fỹ (of (S2) in
Subsection 5.1) of weight k = κ1−κ2+I on the following congruence subgroup:

(7.1) Γ0(N; y) =
{(

a b
c d

)
∈ SL2(F )

∣∣a, d ∈ O, b ∈ y, c ∈ y−1N
}
.

Here y∗ = y−1d−1 for the absolute different d of F .

A classical modular form with q–expansion coefficients in W on a slightly
smaller Γ1–type congruence subgroup:

(7.2) Γ(N; y) =
{(

a b
c d

)
∈ Γ0(N; y)

∣∣a ≡ d ≡ 1 mod N
}

has a moduli theoretic interpretation, which we recall in the following para-
graph. We write Sk(Γ(N; y);A) for the space of the classical cusp forms on
Γ(N; y) of weight k with q–expansion coefficients in A.
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Let A be a valuation ring with residual characteristic p. An abelian scheme
X/A′ over an A–algebra A′ is called an abelian variety with real multiplication
by O (AVRM) if it has an embedding: O →֒ End(X/A′) of algebras such

that H0(X,ΩX/O) = (O ⊗Z A
′)ω for a nowhere vanishing differential ω. Here

we have used the unramifiedness of F at p (otherwise, we need to formulate
this condition as H0(X,ΩX/O) = (d−1 ⊗Z A

′)ω). Each Hilbert modular form
f ∈ Sk(Γ(N; y);A) can be regarded as a function of quintuples: (X,λ, i, ω,A′)
made up of an A–algebra A′, an AVRM X over A′, a polarization λ whose
polarization ideal is given by y∗, an embedding i : µN →֒ X of group schemes
over A′ and a differential ω as above (see, for more details of AVRM’s, [K] 1.0
and [PAF] Section 4.1). Here µN is the group scheme made up of N–torsion
points of Gm ⊗ d−1, that is, µN(A) = {ζ ∈ Gm ⊗ d−1(A)|Nζ = 0}, regarding
Gm ⊗ d−1(A) as an additive group. Every ingredient of the quintuple has to
be defined over A′. As a function of (X,λ, i, ω)/A′ , f satisfies the following
conditions (see [HMI] 4.2.7):

(M1) f(X ′, λ′, i′, ω′) = ρ(f(X,λ, i, ω)) if ρ : A′ → C is an A–algebra homo-
morphism and (X ′, λ′, i′, ω′)/C ∼= (X,λ, i, ω)×A′,ρC. Here “∼=” implies:
φ : X ×A C ∼= X ′

/C as AVRM’s, tφ ◦ λ′ ◦ φ = λ ×A′ C, φ ◦ i ≡ i′ and

φ∗ω′ = ω.
(M2) f vanishes at all cusps, that is, the q–expansion of f at every Tate

quintuple vanishes at q = 0.
(M3) f(X,λ, i, αω) = α−kf(X,λ, i, ω) for α ∈ (A′ ⊗Z O)×.

The “Neben” character ε : U0(N)→ Q
×
restricted to U1

0 (N) = U0(N)∩SL2(Ô)

factors through U1
0 (N)/U1(N) for U1(N) = U(N) ∩ SL2(Ô) (the conductor

of ε− is N), because ε(u) = ε1(det(u))ε
−(d) for u =

(
a b
c d

)
. Thus to evaluate

f ∈ Sκ(N, ε;A) at an AVRM X of CM type, we only need to specify µN →֒ X.

Let M/F be the CM quadratic extension in the introduction. Recall the
decomposition: C = FFcI of the conductor of the Hecke character λ such that
F + Fc = R with F ⊂ Fcc and I is made up of primes non-split in M/F . By
(h2) (for ϕ = λ), the prime factors of N(λ) are either split or ramified over
F . If l|N(λ) and l = LL (with L 6= L) in M , we may choose L so that L ⊃ F.
The exponent of l in N(λ) is less than or equal to that of L in F. Thus to
evaluate f(λ) at a CM point, we need to specify the level structure for the
level d(M/F )f (f = F ∩ F ). Actually we later need the level structure at other
primes non-split in M/F ; so, we first specify level structure for split primes
and then extend the definition to non-split primes. We shall do this first for
an abelian variety of CM type Σ with multiplication by R. Hereafter F is an
integral ideal of R with F + Fc = R and prime to p (because we need to be
more careful for primes dividing p).

Let W be as in the introduction. Define W = i−1
p (W ) ⊂ Q, which is a

valuation ring unramified over Z(p) with algebraically closed residue field F.
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We consider X(R)/C to be the algebraization of the complex torus CΣ/RΣ,

where RΣ = {(aσ)σ∈Σ|a ∈ R} and CΣ = RΣ ⊗Z R. Since X(R) has complex
multiplication, it can be defined over Q and hence over a number field (see
[ACM] 12.4). By the main theorem of complex multiplication (see [ACM]
18.6), X(R) and its ℓ–divisible group for any prime ℓ outside p are actually
defined over an infinite extension K of Q unramified at p. By the criterion of
good reduction by unramifiedness of ℓ–power torsion points (see [ST]), we find
a model X(R)/W of X(R)/K .

By choosing δ ∈M with Im(σ(δ)) > 0 for σ ∈ Σ, we have a polarization pairing
(x, y) 7→ TrM/Q(δxc(y)). This pairing identifies R ∧O R with y for a suitable
choice of a fractional ideal y ⊂ F (prime to p) and induces a y∗–polarization
λ = λ(R). Thus we have the CM-triple (X(R), λ(R), i(R), ω(R))/W , choosing

ω(R) so that H0(X(R),ΩX(R)/W) = (O ⊗ZW)ω(R).

Since W has algebraically closed residue field, for any integer m prime to p, we
have X(R)[m] = {x ∈ X(R)(W )|mx = 0} ∼= (Z/mZ)[M :Q] and µm ∼= Z/mZ as
group schemes over W . Thus we define the level f–structure to be

µf
∼= O/f ∼= X(R)[F] = {x ∈ X(R)(W )|Fx = 0}.

Since the Frobenius map of Fp acts by multiplication by p (times a unit) on
ΩX(R)/W , the p–divisible group X(R)[P∞]/W for P ∈ Σp is connected. Since

the residue field of W is algebraically closed, we see that X(R)[Pe] ∼= µPe

overW (for e = (e(P))P∈Σp
), which gives rise to the level pe–structure we need.

Since R∧R ∼= y, we can choose a base w1 and w2 of R so that R = Ow1+yw2.
For any integral ideal q prime to p, we choose a generator ̟q of qOq. Fixing
an isomorphism O/q ∼= y/q, we embed O/q ∼= y/q/y →֒ q−1Rq/Rq

∼= X(R)[q]
by sending x to ̟−1

q xw2 ∈Mq/Rq, which gives the level q–structure on X(R).
We choose the base w = (w1, w2) so that the level pef–structure we have chosen
coincides with the one for q if pef + q is non-trivial. We may always choose
w so that w0 = w1/w2 ∈ HI . Therefore choosing the base (w1, w2) is almost
equivalent to the choice of a point w0 ∈ HI modulo Γ(N, y) for N = q ∩ fpe.
We write the level structure as i(R) : µN →֒ X(R)[N].

The above definition of the quadruple x(R) = (X(R),Λ(R), i(R), ω(R))/W
can be generalized to ideals of an O–order of R. Let m be an integral ideal
of F prime to pf. Let R′ = O + mR be the O–order of M of conductor m.
We take a proper fractional ideal A of R′ prime to pfqd(M/F ). A fractional
R′–ideal A is called R′–proper if {x ∈ M |xA ⊂ A} = R′. The polarization
pairing on R (so on M) induces the polarization Λ(A) on A. We identify
A ∧ A with a fractional ideal y(A) of F under this pairing. It is easy to
verify y(A) = y(R)mNM/F (A). Then we can choose a base w of A so that

A = Ow1 + y(A)w2 and w0(A) = w1/w2 ∈ HI . This choice w gives rise to the
level structure i(A) : µN →֒ X(A)[N]. We can always find an étale constant
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subgroup C ∼= O/c (c prime to fqd(M/F )p) in X(R) such that the étale
quotient X(A) = X(R)/C over W (e.g. [GME] 1.8.3) gives a model over W
of CΣ/AΣ. Since c is prime to pf, the level structure i(R) and the differential
ω(R) induce a unique level structure and a unique differential ω(A) on X(A).
We make a choice w so that the two level structures (one coming from i(R) and
another from the base w) coincide at primes where the two are well defined.
Thus we have a unique point w0(A) ∈ HI/Γ1(N, y). Having w is equivalent to
having the quadruple x(A) = (X(A),Λ(A), i(A), ω(A)) over C.

Supposing that f ∈ Sk(Γ(N; y);W) (and regarding f as a complex modular
form), we may interpret the value f(x(A)) in terms of evaluation at a CM
point w0(A) ∈ HI . For each z = (z1, z2) with z0 := z1

z2
∈ HI , we consider

the lattice Lz = Ly
z = 2πi(Oz1 + yz2) ⊂ FC = F ⊗Q C. We define a pairing

〈 , 〉 : FC×FC → R by 〈2πi(az1+bz2), 2πi(cz1+dz2)〉 = ad−bc, which induces
a y∗–polarization λz = λyz on the complex torus Xz = Xy

z = FC/Lz. Thus
we can algebraize Xz to an abelian variety Xz/C. We have a canonical level

N–structure iz : (d
−1⊗O/N) ∼= 2πi(yz2⊗O/N) ⊂ Xz(C) as long as y is prime

to N. Then the analytic value of f at z is given by

(7.3) z−k2 f((z0, 1)) = f(z) = f(xyz) for xyz = (Xz, λz, iz, du),

where u is the variable (uσ)σ∈I with uσ ∈ C identifying FC with CI as
C–algebras.

Defining the canonical period Ω ∈ F×
C = (C×)Σ by

(7.4) ω(R) = Ωdu

and choosing y so that R = (2πi)−1Ly
z0 , we find x(A) ∼= x

y(A)
z and

(7.5) f(x(A)) =
(2πi)kf(z)

Ωk
∈ W up to units in W,

because ω(A)/ω(R) ∈ (O ⊗Z W)× (see [ACM] Section 32 and [K] II). Here
writing Ω = (Ωσ) ∈ CΣ, Ωk =

∏
σ∈Σ Ωkσσ .

Since W–integral modular forms f(z, w) of weight (k, k) for the product of
congruence subgroups: Γ(N; y) × Γ(N′; y′) classify the pairs of test objects:

(xyz , x
y′

w ), the same formula is valid (by the same proof given in [K]): up to
units in W,

(7.6) f(x(A), x(B)) =
(2πi)2kf(z, w)

Ω2k
.

7.2. Error terms of integral decomposition. Let B be a quaternion
algebra over F . Let M/F be a CM field with integer ring R. We are going
to compute error terms of O–integral decomposition of an O–lattice of B as
an integral quadratic space into a direct sum of two O–lattices of M with its
norm form.
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We fix a maximal order OB of B. For an embedding i : R →֒ B of O–algebras,
since i is an embedding of O–algebras, we have Tr(i(a)) = TrM/F (a) for
the reduced trace Tr of B and i(a)i(a)ι = NM/F (a) = aac. This shows
i(ac) = i(a)ι for the main involution ι of B.

Let L be an O–lattice in B. We consider the two orders:

(7.7) OlL = {x ∈ B|xL ⊂ L} and OrL = {x ∈ B|Lx ⊂ L}.
We suppose to have two embedding l : R →֒ B and r : R →֒ B. Thus L
becomes an Rl ⊗O Rr–module by (a ⊗ b)ℓ = l(a)ℓr(b), where Rl = l−1(l(R) ∩
OlL) and Rr = r−1(r(R) ∩ OrL). Since Km ⊗ Kn ∼= Mm×n(K), we find that
Mm ⊗K Mn(K) ∼= Mmn(K) as K–algebras. By extending scalars to M , we
find B ⊗F M ∼= M2(M), and the above argument applied to the extended
algebra M2(M) shows that the embedding l ⊗ r : Rl ⊗O Rr →֒ EndO(L) is
injective. Therefore B is a free M ⊗FM–module of rank 1. When we regard B
as an M–vector space, we agree to use right multiplication by α ∈M given by
αb = b · r(α). Therefore M ⊗F M is identified with M ⊕M by a⊗ b 7→ (ab, acb)
for the generator c of Gal(M/F ). Then we define L1 = (1, 0)L and L2 = (0, 1)L
for the idempotents (1, 0), (0, 1) ∈ M ⊕M . Since LM = L1 ⊕ L2 ⊃ L, we can
define Lj = Lj ∩ L. Then LM = L1 ⊕ L2 ⊂ L. Since (1, 0)B is the eigenspace
of M ⊕M killed by the right factor M , we have

L2 =
{
x ∈ L

∣∣S(L1, x) = 0
}
,

because multiplication by units in (M ⊗F M)× preserves the inner product
S(x, y) = Tr(xyι) up to scalar similitude. By S, we have the orthogonal
projection π1 of B to ML1 and π2 to ML2. Then we may have defined
LM = π1(L) ⊕ π2(L). Indeed, π1 (resp. π2) is given by the multiplication
by (1, 0) (resp. (0, 1) ∈ M ⊗F M). We want to determine primes dividing the
index [LM : LM ]. Here is the result:

Lemma 7.1. Let d(Rl/O) (resp. d(Rr/O)) be the relative discriminant of Rl/O
(resp. of Rr/O). Then we have d(Rl/O)d(Rr/O)LM ⊂ LM .

Proof. The process constructing LM and LM can be done at each localization
Bp for primes p of O. Then Li,p = Lp ∩MpLi and πj(Lp) = πj(L)p. If a
prime p of O is unramified in Rr and Rl, we have Rl,p ⊗Op

Rr,p ∼= Rp ⊕ Rp,

and hence LMp = LM,p by definition. More generally, by the definition of the
discriminant, we have

d(Rl/O)d(Rr/O)(R⊕R) ⊂ Rl ⊗Rr ⊂M ⊗F M.

This shows the desired assertion. �

For a prime l outside the discriminant of B/F , identifying Bl with M2(Fl), we
define the Eichler order of level lm by

Ô0(l
m)l =

{(
a b
c d

)
∈M2(Fl)

∣∣c ∈ lmOl

}
.
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Here Ô0(l
0)l is the fixed maximal order of Bl. We then put for ideals N

outside the discriminant of B/F , Ô0(N) =
∏

l Ô0(l
e(l)), where N =

∏
l l
e(l) is

the prime decomposition of N (for l ∤ N, we agree to put e(l) = 0).

We identify Bp with M2(Fp) so that r and l both bring (x, y) ∈ Mp = MΣp
×

MΣpc onto
(
x 0
0 y

)
in M2(Fp). For l|f = F ∩ O, we take the factor L|l so that

L|F, and we identify Bl with M2(Fl) bringing (x, y) ∈ Ml = ML × ML to(
x 0
0 y

)
in M2(Fl). For l|D(M/F ), we embed Ml by r = l into the Ol–order

of M2(Fl) generated by the scalar in Ol and ∆B
0 (l), that is the Eichler order

Ô0(D(M/F ))l of level D(M/F )l.

Proposition 7.2. Suppose the following three conditions:

(a) pN is prime to D = d(Rr/O)d(Rl/O);

(b) Lfp = Ô0(fp
e)fp ⊂ Bfp for the conductor pe =

∏
p|p p

e(p) of ε2;

(c) ε1,p is trivial on O×
p and κ = (I, 0).

Let v ∈ L(κε;W ) = W and w ∈ L(κ∗ε∗;W ) = W . Then φ : L → W given
by φ(γ) = [γv, w] is a W–integral linear combination of functions of the form
φ1 ⊗ φ2 for functions φj : L

j →W such that

(1) φ1(x) = φ1,p(xp)φ
(p)
1 (x(p)) (resp. φ2(x) = φ2,p(xp)φ

(p)
2 (x(p))), where

we embed x ∈M into Mp×M (p) by x 7→ (xp, x
(p)) and for a Z–module

X ⊂ B, X(p) = X ⊗Z Ẑ(p) with Ẑ(p) =
∏
ℓ∤p Zℓ;

(2) φ2,p
(
b
d

)
= ε2(d) if

(
b
d

)
∈ O2

p and vanishes outside Op×O×
p ⊂ O2

p = L2
p;

(3) φ1,p is the characteristic function of L1
p
∼= Op × peOp;

(4) φ
(p)
j (j = 1, 2) factors through the finite quotient Lj/fDLj of Lj,(p);

(5) the function φj is supported on Lj and has values in W .

Proof. We regard φ as a function of B
(∞)
A = Bp × B(p∞)

A supported on L̂ so

that φ(b) = φp(bp)φ
(p)(b(p)) for φp = φ|Bp

and φ(p) = φ|
B

(p∞)
A

. We identify Bp

with

M2(Fp) =Mp ⊕Mp =
(
RΣpc RΣpc

RΣp RΣp

)
.

Then φp
(
a b
c d

)
= ε1(a)ε2(d)[v, w] if

(
a b
c d

)
∈ Ô0(p

e)p. This shows the desired
assertion for φp.

As for the component outside p, we only need to prove that the characteris-
tic function χL(p) of L(p) is a finite W–linear combination of tensor products
of W–integral locally constant functions. Note that any additive character

LM/LM → W
×

is a tensor product of W–integral valued additive characters

of LM/LM = LM,(p)/L
(p)
M , because [LM : L] is a product of primes dividing

the discriminant D by the proposition. We then have χL = [LM : L]−1
∑
ψ ψ,

where ψ running through all additive characters of LM,(p)/L(p). Note that

ψ = ψ1 ⊗ ψ2 with locally constant additive characters of ψj : Lj → W
×
.
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Thus we may take φ1(xp, x
(p)) = φ1,p(xp)ψ1(x

(p))ε
(p)
2 (xc(p)) and φ2(yp, y

(p)) =

φ2,p(yp)ψ1(y
(p))ε

(p)
1 (y(p)) for (x, y) ∈ L1 ⊕ L2. Since ψj (resp. ε

(p)
j ) factors

through Lj/DLj by Lemma 7.1 (resp. Lj/fLj by definition), we conclude that

φ
(p)
j factors through Lj/fDLj . �

Let B = M2(F ). We choose two fractional ideals B1 and B2 of M . Then
we decompose A = Oz1 + az2 and B = Ow1 + bw2 with z0 = z1/z2 ∈ HI

and w0 = w1/w2 ∈ HI . The regular representation l of R on B1 given by
l(α) ( z01 ) = ( z0αα ) gives an embedding of R into

OlL =
{(

a b
c d

) ∣∣a, d ∈ O, b ∈ a, c ∈ a−1
}
.

Similarly we define an embedding r : R →֒ OrL replacing z0 by w0, where

OrL =
{(

a b
c d

) ∣∣a, d ∈ O, b ∈ b, c ∈ b−1
}
.

We consider the tensor product: B1 ⊗O B2 and L = l(B1)v · r(B2) ⊂ M2(F )
for a suitable v ∈M2(F ).

We want to determine the factors of LM and LM . Since L1 is the projection
of L to the first factor M of M ⊗F M =M ⊕M , writing the projection to the
first factor as (a⊗ b) 7→ acb (so the projection to the second factor is given by
(a⊗ b) 7→ acbc), we have L1 ∼= Bc

1B2 and L2 ∼= Bc
1B

c
2.

Since R⊗O R can be identified with
{
(a, b) ∈ R⊕R

∣∣a ≡ b mod d(M/F )
}

inside R ⊕ R ⊂ M ⊗F M for the relative different d(M/F ) for M/F , we see
that L1

∼= Bc
1B2d(M/F ) and L2

∼= Bc
1B

c
2d(M/F ).

Remark 7.1. We analyze the choice of v locally at primes p|p of F when Bj,p =
Rp for j = 1, 2. Since the prime ideal p is split into PPc with P ∈ Σp inM , by
choosing the base (e1, e2) for e1 = (1, 0), e2 = (0, 1) of Rp = RPc⊕RP over Op,
we may assume that l(α) = r(α) =

(
αc 0
0 α

)
. Then we choose v to be b = ( 1 1

1 1 ).
By computation, we have

l(α)b · r(βc) =
(
αc 0
0 α

)
b
(
β 0
0 βc

)
=
(
αcβ αcβc

αβ αβc

)
.

This shows that l(Rp)b · r(Rp) = M2(Op), and regarding M2(Op) as an Rp–
module via αx = l(α)x, we find

M2(Op) =
(
RPc RPc

RP RP

)
.

Take Op basis w = (w1, w2) and z = (z1, z2) of Rp inM so that w ≡ z ≡ (e1, e2)
mod pm for m ≥ e(p) for e(p) as in Proposition 7.2.

We define p(z, w) = z2w2p(z0, w0) and [u; z, w] = S(u, p(z, w)) (the homoge-
neous form of [u; z0, w0]). Then we find [b; z, w] = (z1 − z2)(w2 −w1) and that
[b; z, w] is a p–adic unit.
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7.3. Proof. We first suppose that [F : Q] is even. Then we have a definite
quaternion algebra B/F with d(B/F ) = 1 and IB = ∅. We write G/Q for the

algebraic group associated to B×.

We fix a maximal order OB and identify ÔB withM2(Ô) once and for all. Thus

Ô0(N) ⊂ ÔB is an open compact subring. We have UB0 (N) = Ô0(N)×. We fix
complete representative sets {a1, . . . , ah} for G(Q)\G(A)/UB0 (N)G(R)F×

A with

ai,Np = a∞ = 1 and Z ⊂ (F×
A )(Np∞) for ClF = F×

A /F
×Ô×F×

∞. We consider

(7.8) ∆ijz(N) = a−ιi z ·∆B
0 (N)aιj ∩B,Oijz(N) = a−ιi z · Ô0(N)aιj ∩B (z ∈ Z)

and Γi0(N) = G1(Q) ∩ aiUB0 (N)a−1
i G(R),

where G1(A) = {g ∈ G(A)|ggι = 1}. Thus ∆ijz(N) ⊂ Oijz(N). Note
here that {aiz|z ∈ Z}i=1,...,h gives a complete representative set for
G(Q)\G(A)/UB0 (N)G(R).

Let φ ∈ H0(Y B0 (N), L(κε;W )); so, we may regard φ : G(A) → L(κε;W ) with
φ(γxu) = uιφ(x) for u ∈ UB0 (N)F×

A G(R)F
×
A and γ ∈ G(Q). Similarly, we

choose φ∗ ∈ H0(Y B0 (N), L(κ∗ε∗;W )). Then

(φ, φ∗)W =

h∑

i=1

[φ(ai), φ
∗(ai)].

Pick y ∈ F×
A with yp = y∞ = 1. Supposing ξyd is integral, we consider T(ξyd)

for 0≪ ξ ∈ F . By (unr), we have dp = 1. We choose a decomposition

UB0 (N)
(
ξyd 0
0 1

)
UB0 (N) =

⊔

̟

̟UB0 (N).

Here we can choose ̟ so that ̟̟ι = ξyd, because

U\U
(
y 0
0 1

)
U/U = UB0 (N)\UB0 (N)

(
y 0
0 1

)
UB0 (N)/UB0 (N)

writing U = {u ∈ UB0 (N)|uuι = 1}. Thus ̟p̟
ι
p = ξ. Then

φ|T(ξyd)(x) = ξ−κ2

∑

̟

̟pNφ(x̟
−ι).

Since ai̟
−ι ∈ ⊔j,zG(Q)ajz · UB0 (N)G(R), we can write ai̟

−ι = γiajuiz
for γ−ιi ∈ ∆ijz(N) and ui ∈ UB0 (N)G(R). Thus we have, writing ai =

NB/F (ai)Ô ∩ F and y = yÔ ∩ F , ajydz2ξ = N(γ−1
i )ai z = zÔ ∩ F ; in other

words, y−1d−1aia
−1
j z−2 is generated by a totally positive element αijz ∈ F

prime to pN. Thus we have

ξ = αijzγ
−1
i γ−ιi up to totally positive units.

Then we see, up to totally positive units,

φ|T(ξyd)(ai) = ξ−κ2

∑

̟

̟pNφ(ai̟
−ι) = α−κ2

ijz

∑

γi

NB/F (γi)
κ2γ−ιi φ(aj).
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Here, extending ε : U0(N) → Q
×

to ε : U0(N)F×
A → Q

×

p by the p–adic avatar

ε̂+ : F×
A /F

× → Q
×

p of the central character ε+, we have

NB/F (γi)
κ2γ−ιi φ(aj) = ε(γ−ιi )φ(aj)

(
σ(γ−1

i )
(
Xσ

Yσ

))
,

which is p–integral if φ(aj) is in L(κε;W ).

Since B is totally definite (|IB | ≤ 1 and |IB | ≡ [F : Q] mod 2 ⇒ IB = ∅),
Γ
i

0(N) = Γi0(N)/O× is a finite group. We then put ei = |Γ
i

0(N)|. Defining

Θijz(v, w) =
1

eiej

∑

γ∈∆ijz(N)∩Supp(ε)

NB/F (γ)
−κ2 [γv, w]qαijzγγ

ι

for v ∈ H0(Γj0(N), L(κε;W )) and w ∈ H0(Γi0(N), L(κ∗ε∗;W )) (and rewriting
γ−ιi as γ), we find for y ∈ F×

A with yp = 1

(7.9) f(φ⊗ φ∗)(y) = N(y)−1
∑

i,j,z;aia
−1
j z−2∼yd

α−κ2
ijz Θijz(φ(aj), φ

∗(ai)),

where a ∼ b indicates that the two ideals belong to the same strict class
in F . Here Θijz is a theta series of the O–lattice ∆ijz(N) and is a Hilbert

modular form of weight κε on Γ0(N; y) for y = F ∩ yÔ. Since the pairing: [ , ]
is p–integral valued on L(κε;W ) × L(κ∗ε∗;W ) and αijz is prime to pN, the
theta series has p–integral Fourier coefficients (except possibly for the constant
term). The constant term does not show up if φ ∈ H0

n.ord(Y
B
0 (N), L(κε;W )) ⊂

H0
cusp(Y

B
0 (N), L(κε;W )). Thus restricting φ to the ordinary part, f(φ⊗φ∗) has

to be cuspidal (cf. [H88a] Theorem 6.2) and hence, the constant term vanishes.
We may forget about the integrality problem stemming from the denominator:
eiej .

We choose an ideal A of M with NM/F (A) ∼ y. We choose α ≫ 0 with

y−1d−1NM/F (A) = (α). Then we consider the theta series defined in (6.6):

θ(λ;A) =
∑

γ∈A−1

λ(γ)(γγc)−κ2qαγγ
c

for a Hecke character λ of conductor C with λ(α) = ακ1Σ+κ2Σc if α ≡ 1
mod C. Strictly speaking, we need to divide the above series by |µ(M)| (see
(6.6)), but |µ(M)| is prime to p by the unramifiedness of p in M/Q. So we
forget about |µ(M)|. Here we have freedom of choosing A in its ideal class (by
changing α≫ 0 suitably).

We define the reversed Petersson inner product (f, g) = 〈g, f〉 = 〈f, g〉 to make
it linear with respect to the right variable g. By the variable change z 7→ −z,
we have

(7.10) (f, g) = 〈fc, gc〉 for fc(z) = f(−z).
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Unless the following condition is met:

(7.11) κ = (I, 0) and (λ−)∗(Pc) ≡ 1 mod mW for some P ∈ Σp,

we have proven in [H05d] Proposition 5.6 the following equality up to units in
W :

(MT) Lp(λ̂
−) =

(2πi)2(κ1−κ2)Wp(λ
−)(f(λ), f(λ))N

Ω2(κ1−κ2)
∈W,

where Wp(λ) =
∏

P∈Σp
W (λP) and

W (λP) = N(P−e(P))λ(̟
−e(P)
P )

∑

u∈(R/Pe(P))×

λP(u)eM

(
u

̟
e(P)
P

)

if e(P) > 0 and W (λP) = 1 otherwise. We would like to show (choosing λ in
the p–adic analytic family so that (7.11) does not hold)

(GL)
(2πi)2(κ1−κ2)Wp(λ

−)(θ(λ;A),Θijz(φ(aj), φ
∗(aj)))Γ

Ω2(κ1−κ2)
∈W

for Γ = Γ0(N(λ); y) and the optimal CM period Ω defined in (7.4), as long as
φ ∈ V (R) and φ∗ ∈ V ∗(R) for R = RP as in Corollary 6.4 for P associated to
λ.

We write Oi(N) for Oiiz(N) with z = 1. We choose an embedding i0 :M →֒ B.
We may then realize B as

B =
{(

ac bc

bη a

) ∣∣a, b ∈M
}

with OB containing
(
ac bc

bη a

)
if a, b ∈ R. We define i1(a) =

(
ac 0
0 a

)
∈ B.

For primes l split in M/F , we assume that our identification Bl
∼= M2(Fl)

is induced by completing L–adically the above expression of B choosing
one prime factor L|l in M . Taking a1 = 1, we find that i1(R) ⊂ O1(N) if
N is made of primes split in M/F . Suppose now that N contains primes
non-split in M/F . For a given finite set S of primes, we can conjugate the
embedding i1 by a norm 1 element ul (l ∈ S) so that ui1u

−1(RS) ⊂ O1(N)S
(O1(N)S = O1(N) ⊗O OS for the localization OS =

∏
l∈S Ol). By the strong

approximation theorem, choosing one prime q of F , we can write u = γu′ with
γ ∈ G(Q) and u′ ∈ UB0 (N)B×

q . Thus changing i1 by γi1γ
−1, we may assume

that for any given N that i1(R1) ⊂ O1(N) for an O–order R1 ⊂ R of q–power
conductor. We identify M×

A with the image in G(A) under i1.

If d(M/F ) 6= 1, we find b1, . . . , bj in M×
A so that NM/F (bj) gives a complete

representative set for F×\F×
A /Ô

×(F×
A )2. By the reduced norm map: NB/F :

G(A)→ F×
A+, we have a surjection:

G(Q)\G(A)/UB0 (N)G(R)F×
A ։ F×

+ \F×
A+/Ô

×(F×
A )2.

Thus we can choose {ai = bjsk} = {bj} × {sk} so that NB/F (sk) = 1. Then
again by the strong approximation theorem, we can write sk = γkuk with
uk ∈ UB0 (N)B×

q and γk ∈ G(Q). Since bj commutes with i1(R1), conjugation
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by bj does not alter i1. Then defining ij : M → B by γki1γ
−1
k and putting

Rj to be the inverse image under ij of ij(M) ∩ Oj(N), we find that Rj is an
O–order of M of q–power conductor.

Suppose now that d(M/F ) = 1. In this case, the image of M×
A in the class

group F×
+ \F×

A+/Ô
×F×

∞+ under the norm map is of index two; so, we need to
add one more element b′ ∈ G(Fq) with NM/F (b) generating qOq, choosing the
prime q to be inert in M/F . Then the representatives ai can be chosen as bjsk
or bjb

′sk for sk ∈ SL2(Fq) and bj ∈ M×
A . Thus, by the same argument as

above, we find again an O–order Rj of q–power conductor and an embedding
ij : Rj →֒ Oj(N). We have now proven:

Lemma 7.3. Let the notation be as above. By choosing a prime ideal q of F
outside any given finite set of primes, we can embed the order O + qmR ⊂ M
of q–power conductor into Oj(N) for all j = 1, 2, . . . , h, if the conductor qm is
sufficiently deep.

We write Rj for Oj(N) ∩ R. By the above lemma, we assume that Rj is

of conductor qm(j). We choose later q in a way optimal to our proof. We
regard Lijz = Oijz(N) as Ri ⊗O Rj module by i1: (α, β)b = αbβ. Since
M ⊗F M = M ⊕M , writing 1r (resp. 1l) the idempotent of left and right
factors, we split Oijz(N) ⊂ LMijz = 1rLijz ⊕ 1lLijz. The index [LMijz : Lijz] is a
product of a power of q and primes ramifying in M/F , which we can choose to
be prime to p. Then as studied in Subsection 7.2, we can write Θijz of level N
as a p–integral linear combination of θ(φ1)θ(φ2) of theta series of Lrijz = 1rLijz
and Llijz = 1lLijz, respectively. The functions φk (k = 1, 2) can be chosen to
be p–integral.

We now bound the level of θ(φk). To make the argument simple, first assume
that i1(R) ⊂ O1(N), ai = bi′ and aj = bj′ , and we choose that bi′ so that

bi′,l = 1 for all primes l|Np · d(M/F )q. Note that bi′z ·O0(N)b−1
j′ = zbi′ ⊗ b−1

j′

as R ⊗O R–modules for bi′ = (bi′R̂ ∩M), we find from the discussion at the
end of the previous section that L1

ijz = zbci′b
−1
j′ and L2

ijz = zbci′b
−c
j′ . Thus we

find that yd = a−1
i ajz

2 = NM/F (L
1
ijz) = NM/FL

2
ijz.

As explained in the introduction, we take ϕ with ψ = ϕ−. We may assume
that the weight κ of f(ϕ) is (I, 0). We than take a weight κ member f(λ) of the

p–adic family (associated with ϕ: λ̂|Gtor(C) = ϕ) with complex multiplication
by M . To avoid (7.11) (⇔ (MT)), we choose ε so that it is non-trivial at all

p|p. Replacing ϕ by ϕη for a finite order character η : Gal(Q/F ) → W
×

does
not alter the anticyclotomic part ϕ−. By a theorem of Chevalley ([Ch]), we
can choose η so that ηl = λ−1

l on the inertia group at l for every prime l in any
given finite set of prime ideals. Thus we may assume

(7.12) λ has conductor prime to Σpc.
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Write N = N(λ). Under this assumption, κ = κ∗, ε∗ = ε−1 and [v, w] = vw by
identifying L(κε;W ) = W (on which ∆0(N) acts via multiplication by ε) and
L(κ∗ε∗;W ) =W . Then

[γφ(aj), φ
∗(ai)] = ε(γfp)φ(aj)φ

∗(ai).

Regarding the character ε : ∆B
0 (N)fp → W

×
as a function εijz of

B ⊗Q A(∞) supported on ∆̂ijz(N) = aιiz∆
B
0 (N)a−ιj by εijz(x) = ε(xfp)

(∆̂ijz(N)fp = ∆B
0 (N)fp), the function χijz : γ 7→ ε(γ)[γφ(aj), φ

∗(ai)] is the
function εijz multiplied by the p–integral constant: φ(aj)φ

∗(ai). Write down
χijz as a sum χijz =

∑
φ1,φ2

φ1 ⊗ φ2 for finitely many p–integral locally

constant functions φ1 : L1
ijz → W and φ2 : L2

ijz → W . By Proposition 7.2,

φ2,p(xp) = λΣp
(xΣp

) on RΣpc×R×
Σp

and is supported by (RΣpc×R×
Σp

) ⊂ L2
ijz,p

(and φ1,p is the characteristic function of L1
ijz,p = RΣpc × peRΣp

).

By the proof of Proposition 7.2, we find that φ
(p)
k (k = 1, 2) factors through

Lkijz/d(M/F )fLkijz. Thus θ(φk) is at least automorphic with respect to the

congruence subgroup Γ0(N(λ); y) ∩ Γ(d(M/F )2; y), where

Γ(N; y) =
{(

a b
c d

)
∈ Γ0(N; y)

∣∣a ≡ d ≡ 1 mod N
}
.

This follows from the fact that φk as above is a linear combination of p–integral
functions χ of the lattice (zbcj′b

−1
i′ ) modulo (zbcj′b

−1
i′ d(M/F )) for a sufficiently

large m and the fact that θ(χ) =
∑
ξ∈M χ(ξ)qαijzξξ

c

has the level as described
above.

More generally, when ai = bi′s and aj = bj′s
′ for s or s′ with norm 1 in B×

q ,
Ri and Rj could have conductor a power of q; so, the same argument yields
that θ(φk) is on Γ = Γ0(N(λ); y) ∩ Γ(d(M/F )2qm; y) for a sufficiently large m.

As seen in (6.6), the y–component of f(λ) is given by a p–integral finite sum
|µ(M)|−1

∑
A λ(A)θ(λ;A) of theta series of the form:

θ(λ;A) =
∑

ξ∈A−1

λ(ξ(Ξ∞))qαξξ
c

,

where AAc = αyd (with α ≫ 0 in F ). Here the sum
∑

A λ(A)θ(λ;A) is over
ideal classes of M whose norm isequivalent to yd. By choosing v ∈M2(F ) and
(z0, w0) ∈ HI × HI as in Section 4, we identify M2(F ) with M ⊕M . Then
we choose L = A−1 ⊕ L2

ijz as an O–lattice of M2(F ). Since we have freedom
of changing A in its ideal class, we may assume that the p–adic completion
Lp = L ⊗Z Zp is equal to M2(Op) in M2(Fp) = Bp, because L

2
ijz = Op ⊕ Op.

Then L1 = A−1 and L2 = L2
ijz. We take φ′1 : L1 →W so that θ(φ′1) = θ(λ;A).

Then φ′1(ξ) = λ(ξ(Ξ∞)) and φ′1,Σp
= λ−1

Σp
(ξΣp

), and φ′1,Σpc
is the characteristic

function of RΣpc.
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We choose two ideals B1 and B2 of M and v ∈ M2(F ) very close p–adically
to b = ( 1 1

1 1 ) ∈ M2(Fp) as in Remark 7.1 so that L = l(B1)v · r(B2) ⊂ L with
L/L killed by a power of d(M/F )q. Here we need to introduce another prime
q, because L2 is stable only by an O–order in M of q–power conductor. We
choose the base B1 = Oz1 + yz2 and B2 = Ow1 + yw2 again as in Remark 7.1.
Let z = (z1, z2) and w = (w1, w2). Thus z0 = z1/z2 and w0 = w1/w2 are both
in HI . Thus we have from Theorem 4.1 and (7.10) that:

(θ(φ′1), θ(φ1)θ(φ2))Γ = 〈θ(φ′1)c, θ(φ1 ⊗ φ2)c〉Γ = CΨ(z, w)

for a constant C ∈W×
and a congruence subgroup

Γ = Γ0(N(λ); y) ∩ Γ(d(M/F )2qm; y) (m≫ 0).

Here Ψ(z, w) is the homogeneous version of the modular form:

(7.13) Ψ(z0, w0) =
∑

0≪α∈Γ\M2(F )

φ∗(∞)(ǫα)eF (det(α)z0)θ(φ1)|1α(w0)

for the partial Fourier transform φ∗ of φ = φ
′

1 ◦ c ⊗ φ2, because θ(φ)c(z) =

θ(φ)(−z) = θ(φ ◦ c). The constant C is prime to p (that is, ip(C) ∈ W×)
because of the following reason: Since Ψ is of weight (I, I), the homogeneous
form is given by zI2w

I
2Ψ(z, w) = Ψ(z0, w0). Since v is very close p–adically to b,

we may assume that v = b. Then by Theorem 4.1 and [b; z, w] = (z1−z2)(w2−
w1), we have

C = zI2w
I
2 Im(z0)

−I Im(w0)
−I [b; z0, w0]

I |[b; z0, w0]|2I

=
(z1 − z2)(w2 − w1)|(z1 − z2)(w2 − w1)|2

(z1z2 − z1z2)(w1w2 − w1w2)
,

whose image under ip is easily seen to be in W× (by our choice of the base z
and w as in Remark 7.1).

The local partial Fourier transform preserves p–integral Schwartz-Bruhat func-
tions on M2(Fl) as long as l ∤ p. Since Mp =MΣp

⊕MΣpc, we find

M2(Fp) =Mp ⊕Mp =
(
MΣpc MΣpc

MΣp MΣp

)
.

The first column is the factor Mp carrying φ
′

1,p ◦ c. The function φ
′

1,p ◦ c is
supported on Rp. Since complex conjugation interchanges a and c (see Propo-

sition 7.2), we see from (6.6) that (φ
′

1,p ◦ c) ( ac ) = λΣp
(a) (because we have as-

sumed that λ has conductor prime to Σcp: (7.12)). Similarly, φ2,p
(
b
d

)
= λΣp

(d)
for b ∈ RΣpc and d ∈ RΣp

. Thus φp(a, b) equals to χ(a, b)λΣp
(a) for the char-

acteristic function χ of Rp = O×
p × Op. The partial Fourier transform is with

respect to the variables “(a(p), b(p))” keeps p–integrality by the Fourier inver-
sion formula. Thus we may concentrate on the p–component. Define for each
P ∈ Σ, Φλ(x) to be equal to λP(x) if x ∈ R×

P and 0 outside R×
P. Then the

Fourier transform of Φλ is given by W (λP)λP(̟
e(P)
P )Φλ(̟

e(P)
P x) (see [BNT]
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Proposition 13 in VII.7). Thus we need to prove W (λ−P)W (λP)λ(̟
e(P)
P ) ∈W .

This can be done as follows: writing e = e(P) and ̟ = ̟P,

(7.14) W (λ−P)λ(̟e)W (λP) = N(P−2e)λ(̟e)λ(̟−ce)G(λ−1
P )G(λP)

= λP(−1)λ(̟−ce)λ(̟e)N(P−e),

where G(χ) =
∑
u∈R/Pe χ(u)eM ( u

̟e ) for the conductor Pe of χ. Note here

that the infinity type of λ is −Σ, and hence λ(̟e) is up to unit equal to ̟eΣ

which is equal to N(Pe) up to units in W . This shows the desired integrality.

Since the partial Fourier transform with respect to the character eA(ab
′ − ba′)

interchanges (a, b), the support of φ
∗

p is contained in
(
Op ̟

−eO×

p

Op Op

)
= τ−1

(
Op Op

peOp O
×

p

)
⊂M2(Fp),

where τ =
(

0 −1
̟e 0

)
.

The function φ1,p is the characteristic function of RΣpc × peR×
Σp

. Since τ

normalizes U0(p
e)p, we can choose complete representative set R for

U0(p
e)p\

((
Op Op

peOp O
×

p

)
×GL2(FA(p∞))

)

such that α ∈ R can be written as τ−1β with p–component βp is upper tri-
angular (e.g. [MFG] 3.1.6) with p–adic unit at the lower bottom corner. The
Hecke operator UxU for x ∈ R preserves the p–integral structure of Sκ(Γ;W )
(the space of cusp forms on Γ with W–integral Fourier coefficients). This fact
follows, for example, [H88a] Theorem 4.11, and actually, if x ∈ GL2(F ) has
upper triangular p–component with p–adic unit at the lower bottom corner,
the action of θ 7→ θ|1x on modular forms preserves p–integrality since it is
basically given by θ(z) 7→ θ(az) for totally positive a. Thus the action of β:
θ(φ1)|1τ−1 7→ θ(φ1)|1τ−1β in (7.13) preserves the p–integrality (see Theorem
4.9 in [H88a]), and θ(φ1)|1τ−1β has p–integral q–expansion with respect to the
variable w if θ(φ1)|τ−1 is p–integral. Thus we need to prove that θ(φ)|1τ−1

has p–integral q–expansion coefficients, in order to show Ψ(z, w) in (7.13)

has p–integral q–expansion. Since θ(φ)|τ ′ for τ ′ =
(
0 −1
1 0

)
is given by θ(φ̂1)

for the Fourier transform φ̂1 of φ1 regarding it as a function on MA. The

p–integrality only depends on the p–part φ1,p of φ1. By computation, φ̂1,p is
N(p−e) times the characteristic function of RΣpc × p−eRΣp

. Taking ̟−e in

O, we find that θ(φ1)|τ−1 is equal to θ(φ̂1)|1
(
1 0
0 ̟−e

)
(w) = ̟eθ(φ̂1)(̟

ew) up

to a p–adic unit. Since̟eN(p−e) is a p–adic unit, we get the desired integrality.

By the q–expansion principle, we conclude from (7.6)

(7.15)
(2πi)2ΣWp(λ

−)(θ(λ;A), θ(φ1)θ(φ2))Γ
Ω2Σ

∈W.
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This shows

[Γ0(N(λ); y) : Γ]
(2πi)2ΣWp(λ

−)(θ(λ;A),Θijz)Γ0(N(λ);y)

Ω2Σ
∈W.

Write (θ(λ;A), f)Γ for the inner product (θ(λ;A), fy) for the y–component fy
of f ∈ Sκ(N, ε;W ). Since any f ∈ Sκ(N(λ), ε;W ) is a W–linear combination
of Θijz by Corollary 6.4, we conclude

[Γ0(N(λ); y) : Γ]
(2πi)2ΣWp(λ

−)(θ(λ;A), Sκ(N(λ), ε;W ))Γ0(N(λ);y)

Ω2Σ
⊂W.

Since [Γ0(N(λ); y) : Γ] is a factor of

NF/Q(N
′)2
∏

l|N′

(
1− 1

NF/Q(l)2

)

for N′ = d(M/F )2qm, if p ∤ (N(l)± 1) for all primes l|d(M/F )q, we get

(7.16)
(2πi)2ΣWp(λ

−)(θ(λ;A), Sκ(N(λ), ε;W ))Γ0(N(λ);y)

Ω2Σ
⊂W.

We can choose q (by unramifiedness of p in F/Q and p ≥ 5) so that

p ∤ (NM/F (q)± 1).

Thus if p ∤ (NM/F (l)±1) for all primes l|d(M/F ), we concludeH(ϕ)|h(M)
h(F ) L

−(ϕ)

as we explained in the introduction. Here H(ϕ) is the congruence power series
with respect to the nearly ordinary Hecke algebra h(N(ϕ), εϕ;W ) interpolating
hn.ordκ (N(λ), ελ;W ) (for all κε ∈ A(I)). Thus H(ϕ) divides thecongruence
power series H in [HT1] but could be smaller if C ∩ Cc contains non-trivial
prime factor. In [HT1], we had an extra factor ∆(M/F ;C) which is equal
to the product of the Euler factors of L(s, α)L(s, ϕ−1ϕc) for primes outside
p in C ∩ Cc. This comes from the formula of the inner product of θ(λ) in
[HT1] Theorem 7.1. After doing the same computation for f(λ) of smaller
level instead of θ(λ) and writing k = κ1 − κ2 + I (see [H05d] (5.5)), we get the
exact formula, if λ− has split conductor:

(7.17) (f(λ)u, f(λ)u)N(λ)

= D ·NF/Q(N(λ))2−2k+1π−(k+I)ΓF (k + I)L(1, Ad(f(λ)))

under the terminology of [HT1] Section 7 without any error terms. Here D =
N(d) is the discriminant of F/Q.

Here is how to remove the condition: p ∤ (NM/F (l) ± 1) for primes l in the
discriminant d(M/F ). The idea is to make quadratic base-change (and then
descent). As a target of the base-change, we can find a totally real qua-
dratic extension F ′/F unramified at p such that d(M ′/F ′) for the composite
M ′ = MF ′ does not contain prime factors as above. Then for M ′/F ′, we get
the assertion. We later choose F ′ more carefully so that we can effectively
descend back to F again. Let χ be the character Gal(F ′/F ) ∼= {±1} restricted
to Gal(Q/M). Suppose that we find a character η of Gal(Q/M) of conductor
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C′ such that ηc−1 = χ.

We can always assume that η is of order prime to p by taking the Teichmüller
lift of (η mod mW ). Let ΓM be as in the introduction and we consider the
universal character ϕ̃ : G(C) → W [[ΓM ]] with branch character ϕ. Put Ψ :

Gal(F/F ) → GL2(I) be the induced Galois representation IndFM ϕ̃. Then we
have

Ad(Ψ) ∼= α⊕ IndFM (ψ̃) for α =

(
M/F

)
.

Thus

Ad(Ψ)⊗ χ ∼= αχ⊕ IndFM (ϕ̃η
−1
ϕ̃ηc).

By Fujiwara’s “R = T” theorem [Fu] (actually its I–adic version: [HMI] The-
orem 3.59), under the assumption (h1-4), the congruence power series H(ϕ)
gives the characteristic power series of the Selmer group

Sel(Ad(Ψ)) = Hom(Cl−,Qp/Zp)⊗Z I⊕ Sel(ψ),

where Cl− = ClM/ClF for the class groups ClM (resp. ClF ) of M (resp. F ).

We need to argue more for the character ϕη, because ϕη may not satisfy the
condition (h2). We choose F ′ so that F ′

l = Ml for all l|2pd(M/F ) and F ′/F
ramifies outside 2d(M/F ) only at primes which split in M/F . This is possible

for the following reason: We take an element δ ∈ O so that M = F [
√
δ].

Then we take a high power a = (2pd(M/F ))m so that any element u ∈ F
with u ≡ 1 mod a is a square in Fl for all l|2pd(M/F ). Then for the infinite
set Ξ = {ε ∈ O|ε ≡ δ mod a, ε ≫ 0}, we can find an infinite set of primes
q = (εδ−1) which splits in M/F . Then we define F ′ = F [

√
ε]. By our choice,

(ε) = q(δ), and hence if a prime outside 2d(M/F ) ramifies in F ′/F , it has to
be q, which splits in M/F .

We shall show that for the above choice of F ′, ϕη satisfies (h2). In fact, suppose
that l remains prime inM/F . Then if ηc−1

l = χl 6= 1, then χl has to ramify, and
hence F ′/F ramifies at l. By our choice of F ′, l splits in M/F , a contradiction.
If l ramifies in M , χl restricted in Gal(M l/Ml) is trivial because F ′

l = Ml.
This shows that ϕlηl is c–invariant, and hence by local class field theory, it is
a pull-back of a character of F×

l by the norm. Thus ϕη satisfies (h2), and the
congruence power series H(ϕη) still gives the exact characteristic power series

of Sel(Ad(Ψ′)), where Ψ′ = IndFM ϕ̃η. This is the beauty of taking level N(ϕ)
(not the deeper level: NM/F (C)d(M/F ) taken in [HT1] and [HT2]). Writing
the congruence power series for ϕ̂ = ϕ ◦ NM ′/M as H(ϕ̂), by the base change
(cf. [H00] Proposition 2.4), we have (by p > 2),

Sel(Ad(IndF
′

M ′ ϕ̃)) = Sel(Ad(Ψ))⊕ Sel(Ad(Ψ)⊗ χ),
which implies

H(ϕ̂) = H(ϕ)H(ϕη)
h(M ′′)

h(M)
,
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where M ′′ is the third (and unique) CM quadratic extension of F inside
M ′ =MF ′.

If χ = η1−c for a Hecke character η of M , χψ is again anti-cyclotomic. We
have shown in [H05d] Corollary 5.5:

(h(M)/h(F ))L−(ψ)|H(ϕ) and (h(M)/h(F ))L−(ψη)|H(ϕη),

which is enough to conclude the equality for each (by Nakayama’s lemma):

(h(M)/h(F ))L−(ψ) = H(ϕ) and (h(M)/h(F ))L−(ψη) = H(ϕη)

from (h(M ′)/h(F ′))L−(ψ̂) = H(ϕ̂) we have already proven.

We now prove the anticyclotomy of χ: χ = ηc−1. Let χ : M×
A /M

× → {±1}
be the quadratic idele character corresponding to M ′/M . We want to have
a finite order Hecke character η : M×

A → µN such that ηc−1 = χ, where

ηc(x) = η(c(x)) for x ∈M×
A .

Let k be a number field. By class field theory, any continuous character of
Gal(Q/k) can be regarded as a continuous idele character: Ck = k×A /k

× → T,
where

T =
{
z ∈ C

∣∣|z| = 1
}
.

A given continuous character of Ck is of finite order if and only if it is trivial on
the identity component of the infinite part k×∞ of k×A (cf. [MFG] Proposition
2.2). By Artin reciprocity, any continuous character of Ck trivial on the
identity component of k×∞ ⊂ k×A can be viewed as a (finite order) character of

Gal(Q/k) canonically.

Looking at the exact sequence:

1→M× →M×
A → CM → 1,

by Hilbert’s theorem 90 applied to M× and Gal(M/F ) = 〈c〉, we find

H0(Gal(M/F ), CM ) = CF ,

and the kernel of c−1 : x 7→ xc−1 is given by CF . A character φ : CM → T is of
the form φ = ηc−1 if and only if φ is trivial on CF . Since Gal(M ′/F ) ∼= (Z/2Z)2,
we find a quadratic character α of CF such that χ = α ◦ NM/F . This shows

that χ(x) = α(xxc) = α(x2) = 1 for x ∈ CF . Thus we can write χ = ηc−1 for
a character η : CM → T.

To have η factor through the Galois group of the maximal abelian extension
of M , we need to show that η can be chosen so that its restriction to M×

∞ is
trivial. Since χ = ηc−1 is trivial onM×

∞, η is trivial on (M×
∞)c−1 = Ker(NM/F :

M×
∞ → F×

∞). Thus η|M×
∞

factors through NM/F : M×
∞ → F×

∞+. Replacing η

by η(ξ ◦NM/F ) for a Hecke character ξ of F , we may assume that η is trivial

on M×
∞. This finishes the proof for even degree field.
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We now assume that F has odd degree. The above trick of taking totally real
quadratic extensions F ′/F reduces the proof to the even degree case of M ′/F ′;
so, we get the theorem. �

As we have seen that ψ = ϕ− if and only if ψ is trivial on CF . If ψ is
anticyclotomic, then ψ(xc) = ψ(x−1) (⇔ ψ = 1 on NM/F (M

×
A )). Thus ψ|CF

is either the character of M/F or trivial. Since ψ is a Hecke character of M×
A

of finite order, its infinity type is trivial; so, ψ has to be trivial on CF . This
shows

(7.18) If ψ is anticyclotomic, then ψ = ϕ− for a Hecke character ϕ of M .

We leave the reader to show that we can take ϕ to be of finite order (see [HMI]
Lemma 5.31).
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