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Abstract

We state the Brumer–Stark conjecture and motivate it from two perspectives. Stark’s per-
spective arose in his attempts to generalize the classical Dirichlet class number formula for
the leading term of the Dedekind zeta function at s D 1 (equivalently, s D 0). Brumer’s
perspective arose by generalizing Stickelberger’s work regarding the factorization of Gauss
sums and the annihilation of class groups of cyclotomic fields. These viewpoints were syn-
thesized by Tate, who stated the Brumer–Stark conjecture in its current form.
The conjecture considers a totally real field F and a finite abelian CM extension H=F .
It states the existence of p-units in H whose valuations at places above p are related to
the special values of the L-functions of the extension H=F at s D 0. Essentially equiva-
lently, the conjecture states that a Stickelberger element associated to H=F annihilates the
(appropriately smoothed) class group of H .
We describe our recent proofs of the Brumer–Stark conjecture away from 2. The con-
jecture has been refined by many authors in multiple directions. We state some of these
refinements and our results towards them. The key technique involved in the proofs is
Ribet’s method.
One of the refinements we discuss is an exact p-adic analytic formula for Brumer–Stark
units stated by the first author and his collaborators. We describe this formula and high-
light some salient points of its proof. Since the Brumer–Stark units along with other
easily described elements generate the maximal abelian extension of a totally real field,
our results can be viewed as an explicit class theory for such fields. This can be considered
a p-adic version of Hilbert’s 12th problem.
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1. Background and motivation

Dirichlet’s class number formula, conjectured for quadratic fields by Jacobi in 1832
and proven by Dirichlet in 1839, is one of the earliest examples of a relationship between
leading terms of L-functions and global arithmetic invariants. Let F be a number field with
ring of integers OF . The Dedekind zeta function associated with F is defined as

�F .s/ D

X
0¤a�OF

Na�s; Re.s/ > 1;

where a runs through the nonzero ideals in OF . The function �F .s/ generalizes Riemann’s
zeta function and has a meromorphic continuation to the whole complex plane with only a
simple pole at s D 1. Dirichlet’s class number formula, which is proved using a “geometry
of numbers” approach, evaluates the residue at s D 1:

lim
s!1

.s � 1/�F .s/ D
2r1.2�/r2RF hF

wF

p
jDF j

:

Here r1 is the number of real embeddings ofF and 2r2 is the number of complex embeddings
of F . Further, hF and RF denote the class number and regulator (defined below) of F ,
respectively, whilewF denotes the number of roots of unity in F andDF is the discriminant
of F=Q. The meromorphic function �F .s/ satisfies a functional equation relating �F .s/ and
�F .1 � s/. Using this functional equation, Dirichlet’s class number formula can be restated
as giving the leading term of the Taylor expansion of �F .s/ at s D 0:

�F .s/ D �
hF RF

wF

sr1Cr2�1
C O.sr1Cr2/: (1.1)

Artin described a theory of L-functions generalizing the Dedekind zeta function.
Let GF be the absolute Galois group of F . A Dirichlet character for F (or a degree 1 Artin
character of F ) is a homomorphism � W GF ! C� with finite image. Class field theory
identifies � with a function, again denoted by �, from the set of nonzero ideals of OF to C.
Define

L.�; s/ D

X
0¤a�OF

�.a/Na�s; Re.s/ > 1:

Again L.�; s/ has a meromorphic continuation to the whole complex plane with only a
simple pole at s D 1 if � is trivial. If H=F is a Galois extension with finite abelian Galois
group G D Gal.H=F /, then we can view any character � 2 OG D Hom.G;C�/ as a Dirichlet
character for F , and we have the Artin factorization formula

�H .s/ D

Y
�2 OG

L.�; s/: (1.2)

Dirichlet’s class number formula (1.1) for the field H gives the leading term of the
left-hand side of (1.2) at s D 0. Stark asked for an analogous formula for L.�; s/ at s D 0 for
each character �, thereby giving a canonical factorization of the term hH RH =wH . This led
to the formulation of the abelian Stark conjecture, which we state in Section 2. This statement
involves the choice of places ofF that split completely inH . After stating Stark’s conjecture,
we restrict in the remainder of the paper to the case that the splitting places of F are finite.
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Since the associated L-values here are algebraic, one can make progress on the conjectures
through p-adic techniques such as p-adic Galois cohomology. To obtain nonzero L-values
(and hence have nontrivial statements), parity conditions force us to restrict to the setting
that F is a totally real field and H is a CM field.

Stark’s conjecture at finite places has a natural restatement in terms of annihilators
of class groups as formulated in the Brumer–Stark conjecture. We recall the statement and
its refinements in Sections 4–5. The rest of the paper is taken up in describing the statement
and proofs of our results toward the Brumer–Stark conjecture and its refinements.

2. Stark’s conjecture

Let us first reformulate Dirichlet’s class number formula.
For any place w of F we normalize the absolute value j � jw W F �

w ! R by

jujw D

8̂<̂
:

juj if w is real,
juj2 if w is complex,
Nw� ordw .u/ if w is nonarchimedean.

For a finite set of places S of F , let XS denote the degree zero subgroup of the free abelian
group on S . Let u1; : : : ; ur1Cr2�1 be a set of generators of the free abelian group O�

F =�F .
Let S1 be the set of archimedean places of F .

The Dirichlet regulator map

O�
F =�F ! RXS1

; u 7!

X
w2S1

log jujw � w

induces an isomorphism RO�
F ! RXS1

. Here and throughout, RXS1
denotes R ˝Z XS1

,
etc. Let w1; : : : ; wr1Cr2 denote the archimedean places of F . Then

¹wi � w1 W 2 � i � r C 1º; r D r1 C r2 � 1 (2.1)

is an integral basis of XS1
. Let RF be the absolute value of the determinant of the isomor-

phism between RO�
F and RXS1

with respect to the bases ¹u1; : : : ; ur1Cr2�1º and (2.1),
respectively. Up to a sign, Dirichlet’s class number formula can be restated as follows:

(i) The rational structure QO�
F on the left-hand side corresponds to the structure

�
.r/
F .0/QXS1

on the right-hand side.

(ii) The integral structureO�
F =�F on the left-hand side corresponds to the structure

�
.r/
F .0/XS1

on the right-hand side.

Motivated by this reformulation, we present Stark’s conjecture and its integral
refinement due to Rubin. For details, see [41]. Let F be a number field of degree n and
let H=F be a finite Galois extension with G D Gal.H=F / abelian. Let S; T be two finite
disjoint sets of places of F satisfying the following conditions:
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(1) S contains the sets S1 of archimedean places and Sram of places ramified in H .

(2) T contains at least two primes of different residue characteristic or at least one
prime of residue characteristic larger than n C 1, where n D ŒF W Q�.

For any character � 2 OG D Hom.G; C�/, define the S -depleted, T -smoothed L-function

LS;T .�; s/ D

Y
p62S

1

1 � �.p/Np�s

Y
p2T

�
1 � �.p/Np1�s

�
; Re.s/ > 1:

The function LS;T .�; s/ extends by analytic continuation to a holomorphic function
on C. The Stickelberger element associated to this data is the unique group-ring element
‚S;T .H=F; s/ 2 CŒG� satisfying

�
�
‚S;T .H=F; s/

�
D LS;T .��1; s/ for all � 2 OG:

Let SH denote the set of places of H above those in S , and similarly for TH . Define

US;T D
®
x 2 H �

W ordw.x/ � 0 for all w 62 SH and x � 1 .mod TH /
¯
:

The condition on T ensures that US;T does not have any torsion. The Galois equivariant
version of Dirichlet’s unit theorem gives an RŒG�-module isomorphism

� W RUS;T ! RXSH
;

�.u/ D

X
w2SH

log
�
jujw

�
� w: (2.2)

Suppose that exactly r places v1; : : : ; vr 2 S split completely in H and #S � r C 1.
The order of vanishing of LS;T .�; s/ at s D 0 is given by

r.�/ D dimC.CUS;T /.�/
D

8<: #¹v 2 S W �.v/ D 1º if � ¤ 1;

#S � 1 if � D 1;

whence r.�/ � r for all � 2 OG. Stark’s conjecture predicts that the r th derivative
‚

.r/
S;T .H=F; 0/ captures the “non-rationality” of the map �.

Conjecture 2.1 (Stark). We have

‚
.r/
S;T .H=F; 0/ � Q

r̂

XSH
� �

�
Q

r̂

US;T

�
:

Concretely, this states that for each character � of G with r.�/ D r , the nonzero
number L

.r/
S;T .��1; s/ lies in the one-dimensional Q-vector space spanned by �.

Vr
.U

.�/
S;T //.

Let us reformulate Conjecture 2.1 in terms of the existence of special elements.
Write X�

SH
D Hom.XSH

; ZŒG�/. For ' 2
Vr

X�
SH

, there is a determinant map
r̂

XSH
�

r̂

X�
SH

! ZŒG�

defined by

.x1 ^ � � � ^ xr ; '1 ^ � � � ^ 'r / 7! '1 ^ � � � ^ 'r .x1 ^ � � � ^ xr / D det
�
'i .xj /

�
i;j

:
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We extend the determinant map to R-linearizations. We fix a place wi of H above each vi .
Let w�

i 2 X�
SH

be induced by

w�
i .w/ D

X

2GW
wi Dw


:

Conjecture 2.2 (Stark). Put ' D w�
1 ^ � � � ^ w�

r . There exists u 2 Q
Vr

US;T such that

'
�
�.u/

�
D ‚

.r/
S;T .H=F; 0/:

The equivalence of Conjectures 2.1 and 2.2 is proven in [41, Proposition 2.4].
We are now ready to state the integral version of Stark’s conjecture. In the rank

r D 1 case, Stark proposed the statement that u in Conjecture 2.2 lies in US;T . This is the
famous “rank 1 abelian Stark conjecture.” In the higher rank case, the obvious generalization
u 2

Vr
US;T is not true, as was experimentally observed by Rubin [41]. Rubin defined a

lattice, nowadays called “Rubin’s lattice” and conjectured that it contains the element u.
Put U �

S;T D HomZŒG�.US;T ; ZŒG�/.
The r th exterior bidual of US;T (see [7] for a more general study and the initiation

of this terminology) is defined by
r\

US;T D

� r̂

U �
S;T

��

Š

²
x 2

r̂

QUS;T W '.x/ 2 ZŒG� for all ' 2

r̂

U �
S;T

³
:

We would like to consider only the “rank r” component of this bidual. To this end,
for each character � 2 OG consider the associated idempotent

e� D
1

#G

X
g2G

�.g/g�1
2 CŒG�:

Define er D
P

e� 2 QŒG�, where the sum extends over the set®
� 2 OG W L

.r/
S;T .�; 0/ ¤ 0

¯
D
®
� 2 OG W �.Gv/ ¤ 1; v 2 S n ¹v1; : : : ; vrº

¯
:

Define Rubin’s lattice by

L.r/US;T D

� r\
US;T

�
\ er

�
Q

r̂

U �
S;T

�
:

The following is Rubin’s higher rank integral Stark conjecture.

Conjecture 2.3 ([41], Conjecture B’). Put ' D w�
1 ^ � � � ^ w�

r . There exists u 2 L.r/US;T

such that
'
�
�.u/

�
D ‚

.r/
S;T .H=F; 0/:

3. Stark’s conjectures at finite places

We now assume that the totally split places v1; : : : ; vr from the previous section are
all finite. This happens only when F is a totally real field and H is totally complex. In fact,
the fixed fields of characters with nonvanishingL-functions at 0 are CM fields, so we restrict
to the setting where F is totally real and H is CM for the remainder of the article. We also
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enact a slight notational change and write the set denoted S in the previous sections as S 0,
and let S D S 0 n ¹v1; : : : ; vrº. The reason for this is that we now still have S � S1 [ Sram.

As we explain, in this setting Conjecture 2.2 for S 0 follows from a classical ratio-
nality result of Klingen–Siegel, though the integral refinement in Conjecture 2.3 remains a
nontrivial statement. For a fixed place w of H , we have

log jujw D � ordw.u/ logNw: (3.1)

Since the Euler factors at the vi are equal to .1 � Nv�s
i / D .1 � Nw�s

i /, we also have

‚
.r/
S 0;T .H=F; 0/ D ‚S;T .H=F; 0/ �

rY
iD1

logNwi : (3.2)

Theorem 3.1 (Klingen–Siegel). We have ‚S;T WD ‚S;T .H=F; 0/ 2 QŒG�.

With er as in the previous section, we are then led to define a map over Q

�Q W er .QUS 0;T / ! er .QXS 0
H

/; �Q.u/ D

X
wjvi some i

ordw.u/ � w:

Note that er .QXS 0
H

/ is the Q-vector space generated by the places of H above the vi . The
map �Q is a QŒG�-module isomorphism, and it induces an isomorphism on the free rank
one QŒG�-modules obtained by taking r th wedge powers. In view of (3.1), the map on r th
wedge powers induced by the map � of (2.2), when restricted to er .Q

Vr
US 0;T /, is equal

to .
Qr

iD1 log Nwi / � �Q. Conjecture 2.2 follows from this observation together with (3.2),
since Theorem 3.1 implies the existence of u 2 er .Q

Vr
US 0;T / such that

'
�
�Q.u/

�
D ‚S;T :

Here ' D w�
1 ^ � � � ^ w�

r as in the statement of the conjecture.
On the other hand, the integral statement in Conjecture 2.3 lies deeper. We first note

the following celebrated theorem of Deligne–Ribet [21] and Cassou-Noguès [8] refining the
Klingen–Siegel theorem. The condition on the set T stated in Section 2 is crucial in this
result. We remark that Deligne–RIbet prove their result using Hilbert modular forms, as an
integral refinement of the strategy of the strategy established earlier by Siegel. This theme
reappears in our own work described in §6.

Theorem 3.2. We have ‚S;T 2 ZŒG�.

Conjecture 2.3 in this setting is known as the Rubin–Brumer–Stark conjecture:

Conjecture 3.3 (Rubin–Brumer–Stark). There exists u 2 L.r/US 0;T such that

'
�
�Q.u/

�
D ‚S;T :

We describe in Theorem 4.3 below a strong partial result toward this conjecture.
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4. The Brumer–Stark conjecture

Having stated the higher rank Rubin–Brumer–Stark conjecture, we now wind back
the clock and focus on the case r D 1. This case had been studied independently by Brumer
and Stark and served as a motivation for Rubin’s work. Writing the splitting prime v1 as p,
the conjecture may be stated as follows.

Conjecture 4.1 (Brumer–Stark). Fix a prime ideal p � OF , p 62 S [ T , such that p splits
completely in H . Fix a prime P � OH above p. There exists a unique element up 2 H �

such that jupjw D 1 for every place w of H not lying above p,

ordG.up/ WD

X
�2G

ordP

�
�.up/

�
��1

D ‚S;T ; (4.1)

and u � 1 .mod q/ for all q 2 TH .

Note that the condition jujw D 1 includes all complex places w, so c.up/ D u�1
p

for the unique complex conjugation c 2 G.
As we have alread noted, Stark arrived upon this statement in the 1970s through

his attempts to generalize and factorize the classical Dirichlet class number formula (though
in a slightly different formulation; the statement above is due to Tate [46]). Prior to this,
in the 1960s, Brumer was interested in generalizing Stickelberger’s classical factorization
formula for Gauss sums in cyclotomic fields. Stickelberger’s result can be formulated as
stating that when H D Q.�N / is a cyclotomic field, the Stickelberger element annihilates
the class group of H . Let us consider Brumer’s perspective of annihilation of class groups
in the case of general H=F .

4.1. Annihilation of class groups
Let ClT .H/ denote the ray class group of H with conductor equal to the product of

primes in TH . This is defined as follows. Let IT .H/ denote the group of fractional ideals of
H relatively prime to the primes in TH . LetPT .H/ denote the subgroup of IT .H/ generated
by principal ideals .˛/ where ˛ 2 OH satisfies ˛ � 1 .mod q/ for all q 2 TH . Then

ClT .H/ D IT .H/=PT .H/:

This T -smoothed class group is naturally a G-module.
With the notation as in Conjecture 4.1, we have

P‚S;T D .up/: (4.2)

Such an equation holds for all p 62 S [ T that split completely in H . The set of primes of H

above all such p generate ClT .H/. Hence we deduce

‚S;T 2 AnnZŒG�

�
ClT .H/

�
: (4.3)

In fact, (4.3) is almost equivalent to Conjecture 4.1; given (4.2), the element up satisfies all
of the conditions necessary for Conjecture 4.1 except possibly c.up/ D u�1

p . But of course
vp D up=c.up/ satisfies this condition and moreover satisfies P2‚S;T D .vp/. Therefore the
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only possible discrepancy between the statements is a factor of 2, which disappears when we
localize away from 2 as in the rest of this paper. Let us therefore define

R D ZŒ1=2�ŒG�� D ZŒ1=2�ŒG�=.c C 1/;

and for any ZŒG�-module M we write M � D M ˝ZŒG� R. There exists an element
up 2 OH Œ1=p�� ˝ ZŒ1=2� satisfying Conjecture 4.1 if and only if

‚S;T 2 AnnR

�
ClT .H/�

�
: (4.4)

This is the Brumer–Stark conjecture “away from 2”.
Many authors have studied (4.4) as well as refinements. The works of Burns, Grei-

ther, Kurihara, Popescu, and Sano are particularly noteworthy [4–7,25–27,35]. Many of these
refinements involve Fitting ideals, whose definition we now recall.

Let R be a commutative ring and M an R-module with finite presentation:

Rm A
�! Rn

! X ! 0:

Here A is an n � m matrix over R. The i th Fitting ideal Fitti;R.M/ is the ideal generated by
the n � i � n � i minors of A. It is a standard fact [37, Chapter 3, Theorem 1] that Fitti;R.M/

does not depend on the chosen presentation of M . We write FittR.M/ for Fitt0;R.M/, and
when these is no ambiguity about the choice of i D 0, we call this the Fitting ideal of M .

The Fitting ideal of a finitely presented module is contained in its annihilator:

FittR.M/ � AnnR.M/: (4.5)

In view of (4.4) and (4.5), it is therefore natural to ask whether ‚S;T lies in the Fitting ideal
of ClT .H/� overR. It was noticed by Popescu in the function field case [38] and by Kurihara
in the number field case that while this holds sometimes, it does not always hold. Greither
and Kurihara [25,26] observed that the statement may be corrected by replacing ClT .H/� by
its Pontryagin dual

ClT .H/�;_
D HomZ

�
ClT .H/�; Q=Z

�
:

We endow ClT .H/�;_ with the contragradient G-action g � '.x/ D '.g�1x/. Denote by #
the involution on ZŒG� induced by g 7! g�1 for g 2 G.

Conjecture 4.2 (Kurihara, “Strong Brumer–Stark”). We have

‚#
S;T 2 FittR

�
ClT .H/�;_

�
:

Conjecture 4.2 leads to the following natural questions:

(1) What is the Fitting ideal of ClT .H/�;_?

(2) What is the Fitting ideal of ClT .H/�?

(3) Is there a natural arithmetically defined R-module whose Fitting ideal is gener-
ated by ‚S;T or ‚#

S;T ?
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The precise conjectural description of the Fitting ideal of ClT .H=F /�;_ was given
by Kurihara [35]; we state this in Section 5.1 below. An important fact about this statement
is that when Sram is nonempty, the Fitting ideal of ClT .H=F /�;_ is in general not principal
(and in particular is not generated by ‚#

S;T ).
A conjectural answer to the second question above has recently been provided in a

striking paper by Atsuta and Kataoka [1]. They show that their conjecture is implied by the
Equivariant Tamagawa Number Conjecture.

The third question is answered by a conjecture of Burns, Kurihara, and Sano, and
is the topic of Section §5.3. We note that Fitting ideals of finitely presented R-modules
are rarely principal. It is therefore remarkable that Burns–Kurihara–Sano defined a natural
arithmetic object whose Fitting ideal is principal.

4.2. Our results
We now describe some of our results toward these conjectures [17, Theorem 1.4].

Theorem 4.3. Kurihara’s exact formula for FittR.ClT .H/�;_/ holds (see Theorem 5.1). In
particular, we have the Brumer–Stark and Strong Brumer–Stark conjectures away from 2:

‚#
S;T 2 FittR

�
ClT .H/�;_

�
� AnnR

�
ClT .H/�

�#
:

Finally, Rubin’s higher rank Brumer–Stark conjecture holds away from 2: with notation as
in Conjecture 3.3, there exists u 2 L.r/US 0;T ˝ ZŒ1=2� such that '.�Q.u// D ‚S;T .

Partial results in this direction had been obtained earlier by Burns [5] (including a
� D 0 hypothesis and the assumption of the Gross–Kuz’min conjecture) and by Greither and
Popescu [27] (including a � D 0 hypothesis and imprimitivity conditions on S ).

Our results in [17] do not seem to directly imply the conjecture of Atsuta andKataoka
on FittR.ClT .H/�/ or the conjecture of Burns. However, we prove an analogous result
toward the latter, with .S; T / replaced by an alternate pair .†; †0/, in Theorem 5.6. This
result turns out to be strong enough to deduce Theorem 4.3.

In §6 we give a detailed summary of the proof of Theorem 5.6. Key ingredients
are the ZŒG�-modules r†0

† .H/ defined by Ritter and Weiss, and Ribet’s method of using
modular forms to construct Galois cohomology classes associated to L-functions.

4.3. Explicit formula for Brumer–Stark units
We conclude this section by describing a further direction in the study of Brumer–

Stark units, that of explicit formulae and applications to explicit class field theory. This theme
was initiated by Gross in [28] and [29] and developed by the first author and collaborators over
a series of papers [9,10,13,15,20].

Let p be as above andwriteS 0 D S [ ¹pº. LetL denote a finite abelian CMextension
of F containing H that is ramified over F only at the places in S 0. Write g D Gal.L=F / and
� D Gal.L=H/, so g=� Š G. Let I denote the relative augmentation ideal associated to g

and G, i.e., the kernel of the canonical projection Aug W ZŒg� � ZŒG�. Then ‚S 0;T .L=F /
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lies in I , since its image under Aug is

‚S 0;T .H=F / D ‚S;T .H=F /.1 � �p/ D 0: (4.6)

Here �p denotes the Frobenius associated to p in G, and this is trivial since p splits com-
pletely inH . Intuitively, if we view‚S 0;T .L=F / as a function on the ideals ofZŒg�, equation
(4.6) states that this function “has a zero” at the ideal I ; the value of the “derivative” of this
function at I is simply the image of ‚S 0;T .L=F / in I=I 2. Gross provided a conjectural
algebraic interpretation of this derivative as follows. Denote by

recP W H �
P ! �

the composition of the inclusion H �
P ,! A�

H with the global Artin reciprocity map

A�
H � �:

Throughout this article we adopt Serre’s convention [42] for the reciprocity map. Therefore
rec.$�1/ is a lifting to Gab

p of the Frobenius element on the maximal unramified extension
of Fp if $ 2 F �

p is a uniformizer.

Conjecture 4.4 (Gross, [29, Conjecture 7.6]). Define

recG.up/ D

X
�2G

�
recP �.up/ � 1

�
Q��1

2 I=I 2; (4.7)

where Q� 2 g is any lift of � 2 G. Then

recG.up/ � ‚
L=F
S 0;T in I=I 2:

The main result of [18] is the following.

Theorem 4.5. Let p be an odd prime and suppose that p lies above p. Gross’s Conjecture 4.4
holds in .I=I 2/ ˝ Zp .

Our interest in this result is that by enlarging S and taking larger and larger field
extensions L=F , one can use (4.7) to specify all of the p-adic digits of up. One therefore
obtains an exact p-adic analytic formula for up. This formula can be described either using
the Eisenstein cocycle or more explicitly via Shintani’s method; the latter approach is fol-
lowed in Section 7.2. In Section 7.3, we describe the argument using “horizontal Iwasawa
theory” to show that Theorem 4.5 implies the conjectural exact formula. In Section 7.4 we
summarize the key ingredients involved in the proof of Theorem 4.5, including an integral
version of the Greenberg–Stevens L -invariant and an associated modified Ritter–Weiss
module rL . In the setting of F real quadratic, Darmon, Pozzi, and Vonk have given an
alternate, elegant proof of the explicit formula for the units up (Section 7.5). Their approach
involves p-adic deformations of modular forms, rather than the tame deformations that we
consider.

One significance of the exact formula is that we show that the collection of Brumer–
Stark units, together with some easily described elements, generate the maximal abelian
extension of the totally real field F .
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Theorem 4.6. Let BS denote the set of Brumer–Stark units up as we range over all possible
CM abelian extensions H=F and for each extension a choice of prime p that splits completely
in H . Let ¹˛1; : : : ; ˛n�1º denote any elements of F � whose signs in ¹˙1ºn=.�1; : : : ; �1/

under the real embeddings of F form a basis for this Z=2Z-vector space. The maximal
abelian extension of F is generated by BS together with

p
˛1; : : : ;

p
˛n�1:

F ab
D F.BS;

p
˛1; : : : ;

p
˛n�1/:

It is important to stress that the exact formula for up described in Sectin 7.2 can be
computed without knowledge of the field H , using only the data of F , p, and the conduc-
tor of H=F . Furthermore, we can leave out any finite set of primes p without altering the
conclusion of the theorem. In this way we obtain an explicit class field theory for F , i.e.,
an analytic construction of its maximal abelian extension F ab using data intrinsic only to
F itself. Explicit computations of class fields of real quadratic fields generated using our
formula are provided in [17, §2.3] and [23].

5. Refinements of Stark’s conjecture

In this section we recall various refinements of the strong Brumer–Stark conjecture.

5.1. The conjecture of Kurihara
In this section we describe the Fitting ideal of the minus part of the dual class group.

For each v in Sram, let Iv � Gv � G denote the inertia and decomposition groups, respec-
tively, associated to v. Write

ev D
1

#Iv

NIv D
1

#Iv

X
�2Iv

� 2 QŒG�

for the idempotent that represents projection onto the characters of G unramified at v. Let
�v 2 Gv denote any representative of the Frobenius coset of v. The element 1 � �vev 2 QŒG�

is independent of choice of representative. Following [25], we define the Sinnott–Kurihara
ideal, a priori a fractional ideal of ZŒG�, by

SKuT .H=F / D .‚#
S1;T /

Y
v2Sram

.NIv; 1 � �vev/:

Kurihara proved using the theorem of Deligne–Ribet and Cassou-Noguès that SKuT .H=F /

is a subset of ZŒG� (see [17, Lemma 3.4]). The following conjecture of Kurihara is proven in
[17, Theorem 1.4].

Theorem 5.1. We have

FittR
�
ClT .H/�;_

�
D SKuT .H=F /�:

The definition of the Sinnott–Kurihara ideal is inspired by Sinnott’s definition of
generalized Stickelberger elements for abelian extensions of Q [44]. For a generalization of
Sinnott’s ideal to arbitrary totally real fields see [25, §2]. In general, Sinnott’s ideal contains
the Sinnott–Kurihara ideal but it may be strictly larger.
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The plus part of the Sinnott–Kurihara ideal is not very interesting as the plus part
of ‚#

S1;T is 0. The plus part of the class group is much smaller than the minus part and
seems harder to describe; for example, Greenberg’s conjecture on the vanishing of lambda
invariants implies that the order of the plus part is bounded up the cyclotomic tower. For
abelian extensions of Q, the plus part is described by Sinnott using cyclotomic units.

5.2. The conjecture of Atsuta–Kataoka
It is, in fact, more natural to ask about the Fitting ideal of ClT .H/, as opposed to the

Pontryagin dual. A conjectural answer to this question has been provided in a recent paper
of Atsuta–Kataoka [1] using the theory of shifted Fitting ideals developed by Kataoka [32].
We recall this notion now.

Let M be an R-module of finite length. Take a resolution

0 ! N ! P1 ! � � � ! Pd ! M ! 0

with each Pi of projective dimension � 1. Following [32], define the shifted Fitting ideal

FittŒd�
R .M/ D

 
dY

iD1

FittR.Pi /
.�1/i

!
FittR.N /:

The independence of this definition from the choice of resolution is proven in [32, Theorem 2.6

and Proposition 2.7]. Let

gv D 1 � �v C #Iv 2 ZŒG=Iv�; hv D 1 � ev�v C NIv 2 QŒG�:

Define the ZŒG�-module
Av D ZŒG=Iv�=.gv/:

Conjecture 5.2 (Atsuta–Kataoka). We have

FittR
�
ClT .H/�

�
D

� Y
w2Sram;H

h�
v FittŒ1�

R .A�
v /

�
‚S1;T :

In [1], the authors give an explicit description of the ideal h�
v FittŒ1�

ZŒG��
.A�

v / appear-
ing in Conjecture 5.2. Write Iv D J1 � � � � � Js for cyclic groups Ji , 1 � i � s. For each i ,
put

Ni D NJi D

X
�2Ji

� 2 ZŒG�:

Furthermore, put I D ker.ZŒG� ! ZŒG=Gv�/ for the relative augmentation ideal. For each
1 � i � s, put Zi for the ideal of ZŒG� generated by Nj1 � � �Njs�i

, where .j1; : : : ; js�i / runs
through all tuples of integers satisfying 1 � j1 � � � � � js�i � s. Define

J D

sX
iD1

Zi I
i�1:

Although Zi depends on the decomposition of Iv into cyclic groups, the ideal J is indepen-
dent (see [1, Definition 1.2]).
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Theorem 5.3 (Atsuta–Kataoka). We have

h�
v FittŒ1�

ZŒG��
.A�

v / D
�
NIv; .1 � ev�v/J

�
as fractional ideals of ZŒG��.

Atsuta–Kataoka prove:

Theorem 5.4. The Equivariant Tamagawa Number Conjecture for H=F implies Conjec-
ture 5.2.

5.3. The conjecture of Burns–Kurihara–Sano
The refinements mentioned above do not involve principal ideals. The method of

Ribet, which attempts to show the inclusion of an arithmetically defined ideal into an ana-
lytically defined ideal, works well for principal ideals. From this point of view, it is natural
to ask if there is an arithmetically defined object whose Fitting ideal is generated by the
Stickelberger element ‚S;T . Burns, Kurihara and Sano provided a conjectural answer to
this question [6]. A modification of this statement (Theorem 5.6 below) is the main technical
result in [17] from which all the results of Theorem 4.3 are deduced.

We now recall the statement of the conjecture of Burns–Kurihara–Sano. Let H �
T be

the group of x 2 H � such that ordw.x � 1/ > 0 for each prime w 2 TH . Define

SelTS .H/ D HomZ.H �
T ; Z/=

Y
w…SH [TH

Z;

where the implicit map sends a tuple .xw/ to the function
P

w xw ordw . The G-action on
SelTS .H/ is the contragradient G-action .g'/.x/ D '.g�1x/.

Conjecture 5.5 (Burns–Kurihara–Sano). We have

FittR
�
SelTS .H/�

�
D .‚#

S;T /:

We have proven a version of this result with altered sets S and T . Fix an odd prime
p and put Rp D ZpŒG��. Define

† D S n ¹v 2 S W v − pº

and
†0

D T [ ¹v 2 S W v − pº

Theorem 5.6 ([17, Theorem 3.3]). Let Sel†
0

† .H/�
p D Sel†

0

† .H/ ˝ZŒG� Rp . We have

FittRp

�
Sel†

0

† .H/�
p

�
D .‚#

†;†0/:

It turns out that Theorem 5.6 is strong enough to imply Kurihara’s conjecture (The-
orem 5.1). The key point is that there is a short exact sequence

0 SelT†.H/� Sel†
0

† .H/�
Q

w2S 0
H

�
.OH =w/�

�_;�
0;

(5.1)
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from which one deduces (see [17, Theorem 3.7])

FittRp

�
SelT†.H/�

p

�
D .‚#

†;T /
Y

v2Sram;v−p

.NIv; 1 � �vev/:

Since SelTS1
.H/� Š ClT .H/�;_, it then remains to calculate the effect of removing the

primes v 2 Sram; v j p from †. This is a delicate process using functorial properties of the
Ritter–Weissmodules discussed in §6, and one obtains (see [17, Appendix B]) the desired result

FittRp

�
SelTS1

.H/�
p

�
D .‚#

S1;T /
Y

v2Sram

.NIv; 1 � �vev/:

6. Ritter–Weiss modules and Ribet’s method

In this section we summarize the proof of Theorem 5.6.

6.1. Ritter–Weiss modules
The ZŒG�-module that shows up in our constructions with modular forms is a cer-

tain transpose of SelTS .H/ in the sense of Jannsen [31], denoted rT
S .H/. This module was

originally defined by Ritter and Weiss in the foundational paper [40] without the smoothing
set T . We incorporated the smoothing set T and established some additional properties of
rT

S .H/ in [17, Appendix A]. To describe these properties, we work over Rp D ZpŒG�� and
consider finite disjoint sets †; †0 satisfying the following:

• † � S1 and † [ †0 � Sram.

• †0 satisfies the condition (2) on T in Section 2.

• The primes in †0 \ Sram have residue characteristic ` ¤ p.

Note that the pair .S; T / from Section 2 and the pair .†; †0/ considered in Section 5.3 both
satisfy these conditions. The moduler†0

† .H/�
p D r†0

† .H/ ˝ZŒG� Rp satisfies the following:

• There is a short exact sequence of Rp-modules

0 Cl†
0

† .H/�
p r†0

† .H/�
p .XH†

/�
p 0: (6.1)

Here Cl†
0

† .H/ denotes the quotient of Cl†
0

.H/ by the image of the primes in†H .

• Given a Rp-module B , a surjective Rp-module homomorphism

r
†0

† .H/�
p � B (6.2)

is equivalent to the data of a cocycle � 2 Z1.GF ; B/ and a collection of elements
xv 2 B for v 2 † satsifying the following conditions:

– The cohomology class Œ�� 2 H 1.GF ; B/ is unramified outside †0,
tamely ramified at †0, and locally trivial at †.

– The xv provide local trivializations at†: �.�/ D .� � 1/xv for � 2 Gv .

– The xv along with the image of � generate the module B over Rp .
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The tuples .�; ¹xvº/ are taken modulo the natural notion of coboundary, i.e.,
.�; ¹xvº/ � .� C dx; ¹xv C xº/ for x 2 B .

• The module r†0

† .H/�
p has a quadratic presentation, i.e., there exists an exact

sequence of Rp-modules

M1 M2 r†0

† .H/�
p 0

A (6.3)

where M1 and M2 are free of the same finite rank.

• The module r†0

† .H/�
p is a transpose of Sel†

0

† .H/�
p , i.e., for a suitable quadratic

presentation (6.3) of r†0

† .H/�
p , the cokernel of the induced map

HomRp .M2; Rp/ HomRp .M1; Rp/
AT;#

(6.4)

is isomorphic to Sel†
0

† .H/�
p . Here we follow our convention of giving Hom spaces

the contragradient G-action.

The quadratic presentation property (6.3) implies that FittRp .r†0

† .H/�
p / D det.A/

is principal. The transpose property (6.4) implies that

FittRp

�
r

†0

† .H/�
p

�
D FittRp

�
Sel†

0

† .H/�
p

�#
: (6.5)

Theorem 5.6 is therefore equivalent to

FittRp

�
r

†0

† .H/�
p

�
D .‚†;†0/: (6.6)

We now fix .†; †0/ to be the pair defined in Section 5.3. In the remainder of this section
we outline how (6.6) is proved using Ribet’s method. Throughout, an unadorned ‚ denotes
‚†;†0 (and ‚# denotes ‚#

†;†0 ).

6.2. Inclusion implies equality
An interesting feature of Ribet’s method is that it tends to prove an inclusion in one

direction, that of an algebraically defined ideal contained within an analytically defined ideal.
In our setting, we use it to prove

FittRp

�
r

†0

† .H/�
p

�
� .‚/; equivalently, FittRp

�
Sel†

0

† .H/�
p

�
� .‚#/: (6.7)

We then employ an analytic argument to show that this inclusion is an equality. It is important
to note that the inclusion (6.7) is the reverse direction of that required by the Brumer–Stark
and Strong Brumer–Stark conjectures. It is therefore essential for our approach that one actu-
ally has the statement of an equality rather than just an inclusion (and an analytic argument
to deduce the equality from the reverse inclusion). For this reason, the conjecture of Burns
stated in Section 5.3 (more precisely the analog of it stated in Theorem 5.6) plays an essential
role in our strategy.

Let us describe the analytic argument in the special case † D S1, i.e. there are no
primes above p ramified in H=F . In this case

Sel†
0

† .H/�
p Š Cl†

0

.H/�
p (6.8)
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is finite and ‚ is a non-zero-divisor. Using (6.7), write

FittRp

�
Sel†

0

† .H/�
p

�
D .‚#

� z/ for some z 2 Rp: (6.9)

We must show that z 2 R�
p . An elementary argument (see [17, §2.3]) shows that (6.9) implies

# Sel†
0

† .H/�
p D

�Y
�2 OG
� odd

�.‚#
� z/

�
p

(6.10)

where the subscript p on the right denotes the p-power part of an integer. Yet the analytic
class number formula implies (see [17, §2.1])Y

�2 OG
� odd

�.‚#/ D

Y
�2 OG
� odd

L†;†0.�; 0/
:

D #Cl†
0

.H/�; (6.11)

where :
D denotes equality up to a power of 2. Combining (6.8), (6.10), and (6.11), one finds

that �.z/ is a p-adic unit for each odd character �. It follows that z 2 R�
p as desired.

The generalization of this argument to arbitrary † requires a delicate induction and
is described in [17, §5].

6.3. Ribet’s method
We now describe our implementation of Ribet’s method to prove the inclusion (6.7).

The idea is to use the Galois representations associated to Hilbert modular forms to construct
an Rp-module M and a surjection r†0

† .H/�
p � M such that FittRp .M/ � .‚/. The prop-

erties of Fitting ideals imply that (6.7) follows from the existence of such a surjection. As
described in (6.2), a surjection from r†0

† .H/�
p can be constructed by defining a cohomology

class Œ�� 2 H 1.GF ; M/ satisfying certain local conditions along with local trivializations
at the places in †.

Ribet’s method was described in great detail by Mazur in a beautiful article written
for the celebration of Ribet’s 60th birthday [36]. We borrow from this the following schematic
diagram demonstrating the general path one follows to link L-values (in our case, the Stick-
elberger element ‚) to class groups (in our case, the Ritter–Weiss module r†0

† .H/�
p ).

Eisenstein Series

L-functions Class Groups

Cusp Forms

Galois Cohomology
Classes

Galois Representations

?

1783 On the Brumer–Stark conjecture and refinements



Let us now trace this path in our application.

6.3.1. L-functions to Eisenstein series
The key connection between L-functions and modular forms in Ribet’s method is

that L-functions appear as constant terms of Eisenstein series. We now define the space of
modular forms in which our Stickelberger element ‚ appears.

Let k > 1 be an integer such that

k � 1
�
mod .p � 1/pN

�
for a large value of N . Let n � OF denote the conductor of H=F . Let Mk.nI Z/ denote the
group of Hilbert modular forms for F of level n with Fourier coefficients in Z. For each odd
character � of G valued in C�

p , let

Mk.n; �/ � Mk.nI Z/ ˝ Cp

denote the subspace of forms of nebentypus �. Let

� W GF ! G ! R�
p

denote the canonical character, where the first arrow is projection and the second is induced
by G ,! ZŒG��.

Definition 6.1. The space Mk.n; �I Rp/ of group-ring valued Hilbert modular
forms of weight k and level n over Rp consists of those f 2 Mk.nI Z/ ˝ Rp such that
�.f / 2 Mk.n; �/ for each odd character �. Let Sk.n; �I Rp/ denote the subspace of cusp
forms. We define Mk.n; �IFrac.Rp// and Sk.n; �IFrac.Rp// similarly.

Hilbert modular forms f are determined by their Fourier coefficients c.m; f /

indexed by the nonzero ideals m � OF and their constant terms c�.0; f / indexed by
� 2 ClC.F /, the narrow class group of F . For odd k � 1, there is an Eisenstein series
Ek.�; 1/ 2 Mk.n; �/ whose Fourier coefficients are given by

c
�
m; Ek.�; 1/

�
D

X
ajm

.m=a;n/D1

�.m=a/Nak�1:

To describe the constant coefficients of Ek.�; 1/ we first set S to be minimal, i.e., the union
of S1 and Sram, where the latter is the set of primes dividing n. Next we assume for the
remainder of the article that n ¤ 1; the case n D 1 causes no difficulties but the formulas
must be slightly modified. We then have

c�

�
0; E1.�; 1/

�
D

8<: 0; k > 1;

2�n‚#
S ; k D 1:

Here ‚S D ‚S;�.H=F; 0/ 2 QŒG� denotes the S-depleted but unsmoothed Stickelberger
element. We have Ek.�; 1/ 2 Mk.n; �I Rp/ for k > 1 and E1.�; 1/ 2 M1.n; �IFrac.Rp//

because of the possible nonintegrality of the constant term.
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6.4. Eisenstein series to cusp forms
In order to define a cusp form from the Eisenstein series, one is led to consider cer-

tain linear combinations of the analogues of Ek.�; 1/ as H ranges over all its CM subfields
containing F . This process also incorporates smoothing at the primes in T . We avoid stating
the slightly complicated formula here (see [17, Proposition 8.14]), but the end result is a group
ring form Wk.�; 1/ whose constant terms are given by

c�

�
0; Wk.�; 1/

�
D

8<: 0; k > 1;

2�n‚#; k D 1;
(6.12)

where we remind the reader that ‚# D ‚#
†;†0 . Building off the computations of [19], we

calculate in [17, §8] the constant terms of the Wk.�; 1/ at all cusps; the terms in (6.12) can
be viewed as the constant terms “at infinity.” Indeed, it is the attempt to cancel the constant
terms at other cusps that leads naturally to the definition of the Wk.�; 1/.

In order to define a cusp form, we apply two important results of Silliman [43]. The
first of these generalizes a result of Hida and Wiles and is stated below.

Theorem 6.2 ([43, Theorem 10.7]). Let m be a fixed positive integer. For positive integers
k � 0 .mod .p � 1/pN / with N sufficiently large, there is a Hilbert modular form Vk of
level 1, trivial nebentypus, and weight k defined over Zp such that

Vk � 1 .mod pm/;

and such that the normalized constant term of Vk at every cusp is congruent to 1 .mod pm/.

The idea to construct a cusp form is to fix a very large integer m and to consider
the product W1.�; 1/Vk 2 MkC1.n; �; Rp/ with Vk as in Theorem 6.2. This series has
constant terms at infinity congruent to 2�n‚# modulo pm. One then wants to subtract off
2�n‚#HkC1.�/ for some group ring valued form HkC1.�/ 2 MkC1.n; �; Rp/ to obtain a
cusp form. If there exists a prime above p dividing n (i.e., † � S1 is nonempty), then this
strategy works. Silliman’s second result, which generalizes a result of Chai and is stated in
[43, Theorem 10.10], implies that one can obtain a form that is cuspidal at the cusps “above
infinity at p” in this fashion. Applying Hida’s ordinary operator then yields a form that is
cuspidal.

Theorem 6.3 ([17, Theorem 8.18]). Suppose gcd.n; p/ ¤ 1. For positive integers k � 1

.mod .p � 1/pN / and N sufficiently large, there exists Hk.�/ 2 Mk.n; �; Rp/ such that

Fk.�/ D eordp

�
W1.�; 1/Vk�1 � ‚#Hk.�/

�
lies in Sk.np; R; �/.

The significance of Theorem 6.3 is that we have now constructed a cusp form that
is congruent to an Eisenstein series modulo ‚#.

When gcd.n; p/ D 1, the construction of the cusp form is in fact more interesting,
and a new feature appears. In this case, the ordinary operator atp does not annihilate the form
Wk.�; 1/, and it must be incorporated into our linear combination. Moreover, this apparent
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cost has a great benefit—we obtain a congruence between a cusp form and Eisenstein series
not only modulo ‚#, but modulo a multiple x � ‚# for a certain x 2 Rp . This element x has
an intuitive meaning—it represents the trivial zeroes of the p-adic L-function associated
to �, even the “mod p trivial zeroes.” The precise definition is as follows.

Lemma 6.4. Suppose gcd.n; p/ D 1. For positive k � 1 .mod .p � 1/pN / with N suffi-
ciently large, the element

x D
‚S1

.1 � k/

‚S1
.0/

2 Frac.R/

lies in R and is a non-zero-divisor.

The analogue of Theorem 6.3 for gcd.n; p/ D 1 is as follows.

Theorem 6.5 ([17, Theorem 8.17]). Suppose gcd.n; p/ D 1. For positive integers k � 1

.mod .p � 1/pN / and N sufficiently large, there exists Hk.�/ 2 Mk.n; �; Rp/ such that

Fk.�/ D eordp

�
xW1.�; 1/Vk�1 � Wk.�; 1/ � x‚#Hk.�/

�
lies in Sk.np; R; �/.

The extra factor of x in our congruence between the cusp form Fk.�/ and a linear
combination of Eisenstein series plays an extremely important role in showing that the Galois
cohomology classes we construct are unramified at p.

We conclude this section by interpreting the congruences of Theorems 6.3 and 6.5 in
terms ofHecke algebras.We consider theHecke algebra QT generated overRp by the operators
Tq for primes q − np andUp for primes p j p. (We ignore the operatorsUq for q j n;q − p in
order to avoid issues regarding nonreducedness of Hecke algebras arising from the presence
of oldforms.) We denote by T D eordp . QT/ Hida’s ordinary Hecke algebra associated to QT. Let
�cyc W GF ! Z�

p denote the p-adic cyclotomic character of F . Theorems 6.3 and 6.5 then
yield:

Theorem 6.6. Let x D 1 if gcd.n; p/ ¤ 1 and let x be as in Lemma 6.4 if gcd.n; p/ D 1.
There exists an Rp=x‚#-algebra W and a surjective Rp-algebra homomorphism ' W T ! W

satisfying the following properties:

• The structure map Rp=x‚# ! W is an injection.

• '.Tl/ D �k�1
cyc .l/ C �.l/ for l − np.

• '.Up/ D 1 for p j gcd.n; p/.

• Let
U D

Y
pjp;p−n

�
Up � �.p/

�
2 T:

If y 2 Rp and '.U /y D 0 in W , then y 2 .‚#/.

The idea of this theorem is the usual one: the homomorphism ' sends a Hecke
operator to its “eigenvalue mod x‚#” acting on Fk.�/. The only subtlety is the last bullet

1786 S. Dasgupta and M. Kakde



point: the operators Up for p j p, p − n do not act as scalars, so a more involved argument
is necessary. This explains why the ring W is not just Rp=x‚#. The idea behind the last
statement of the theorem is that the operator '.U / introduces a factor of x; If xy is divisible
by x‚# in Rp , then y is divisible by ‚# since x is a non-zero-divisor. This demonstrates
the essential additional ingredient provided by the “higher congruence” modulo x‚# rather
than just modulo ‚#. See [17, Theorem 8.23] for details.

6.5. Cusp forms to Galois representations
In this section we study the Galois representation attached to cusp forms that are

congruent to Eisenstein series. Let m be the intersection of the finitely many maximal ideals
of T containing the kernel of '. Put Tm for the completion of T with respect to m and
K D Frac.Tm/. Then K is a finite product of fields parameterized by the Qp-Galois orbits
of cuspidal newforms of weight k and level n, defined over the ring of integers in a finite
extension of Zp , that are congruent to an Eisenstein series modulo the maximal ideal. As in
[17, §9.2], the work of Hida and Wiles gives a Galois representation

� W GF ! GL2.K/

satisfying the following:

(1) � is unramified outside np.

(2) For all primes l − np, the characteristic polynomial of �.Frobl/ is given by

char
�
�.Frobl/

�
.x/ D x2

� Tlx C �.l/Nlk�1: (6.13)

(3) For every q j p, let Gq denote a decomposition group at q. We have

�jGq �

 
�"k�1

cyc ��1
q �

0 �q

!
;

where "cyc is the p-adic cyclotomic character and �q is an unramified character
given by �q.recq.$�1// D Uq, with $ a uniformizer of F �

q .

Let I denote the kernel of ' extended to ' W Tm ! W . Reducing (6.13) modulo I,
and using Čebotarev to extend from Frobl to all � 2 GF , we see that the characteris-
tic polynomial of �.�/ is congruent to .x � �.�//.x � �cyc.�// .mod I/. In particular, if
�.�/ 6� �cyc.�/ .modm/, then by Hensel’s lemma �.�/ has distinct eigenvalues �1;�2 2 Tm

such that �1 � �k�1
cyc .�/ .mod I / and �2 � �.�/ .mod I/.

To define a convenient basis for �, we choose � 2 GF such that:

(1) � restricts to the complex conjugation of G,

(2) for each q j p, the eigenspace of �jGq projected to each factor of K is not stable
under �.�/.

See [17, Proposition 9.3] for the existence of such � . Since p ¤ 2, we have

�.�/ D �1 6� 1 � �cyc.�/ .mod m/:
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It follows from the discussion above that the eigenvalues of �.�/ satisfy �1 � �cyc.�/ .mod I/
and �2 � �1 .mod I/. Fix the basis consisting of eigenvectors of �.�/, say

�.�/ D

 
�1 0

0 �2

!
:

For a general � 2 GF , write

�.�/ D

 
a.�/ b.�/

c.�/ d.�/

!
:

For each q j p, there is a change of basis matrix

Mq D

 
Aq Bq

Cq Dq

!
2 GL2.K/

satisfying  
a.�/ b.�/

c.�/ d.�/

!
Mq D Mq

 
�"k�1

cyc ��1
q �

0 �q

!
: (6.14)

The second condition in the choice of � ensures that Aq; Cq 2 K�. Furthermore, equating
the upper left-hand entries in (6.14) gives

b.�/ D
Aq

Cq

�
a.�/ � �"k�1

cyc ��1
q .�/

�
for all � 2 Gq: (6.15)

6.6. Galois representations to Galois cohomology classes
We summarize [17, §9.3]. As explained above, we have

a.�/ C d.�/ � �.�/ C �k�1
cyc .�/ .mod I / for all � 2 GF : (6.16)

Applying the same rule for �� and noting that a.��/ D �1a.�/, d.��/ D �2d.�/, we find

a.�/�k�1
cyc .�/ � d.�/ � ��.�/ C �k�1

cyc .��/ .mod I /: (6.17)

Solving the congruences (6.16) and (6.17) and once again using the fact that �k�1
cyc .�/ 6� �1

.mod m/ since p ¤ 2, we find that a.�/; d.�/ 2 Tm and

a.�/ � "k�1
cyc .�/ .mod I/; d.�/ � �.�/ .mod I/ for all � 2 GF : (6.18)

Let B be the Tm submodule of K generated by ¹b.�/ W � 2 GF º [ ¹
Aq

Cq
W q 2

† n S1º. We have �.�� 0/ D �.�/�.� 0/ for �; � 0 2 GF . Equating the upper right entries
and using equation (6.18), we obtain

b.�� 0/ D a.�/b.� 0/ C b.�/d.� 0/ � "k�1
cyc .�/b.� 0/ C �.� 0/b.�/ .mod IB/: (6.19)

Let m be am integer such that k � 1 .mod .p � 1/pm/. Let Iq denote the inertia subgroup
of GF of a prime q. Put B1 for the Tm-submodule of B generated by

IB [ pmB [
®
b.�/ W � 2 Iq for q j p; q … †

¯
:

Define B D B=B1. Equation (6.19) then gives that �.�/ D ��1.�/b.�/ is a cocyle defining
a cohomology class Œ�� in H 1.GF ; B.��1// satisfying the following local properties:
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(1) As � is unramified at l − np, so is the class Œ��.

(2) As B is pro-p, the class Œ�� is at most tamely ramified at any prime l j n not
above p.

(3) It is proven in [17, §4.1] that we may assume †0 does not contain any primes
above p. Thus Œ�� is at most tamely ramified at all primes in †0.

(4) By the definition of B1, where we have included b.Iq/ for primes q j p, q 62 †,
the class Œ�� is unramified at such q.

(5) Equation (6.15) implies that Œ�� is locally trivial at finite primes in †. As p is
odd, Œ�� is locally trivial at archimedian places [17, Proposition 9.5].

6.7. Galois cohomology classes to class groups
The Galois cohomology class Œ�� satisfies the conditions listed after equation (6.2)

and hence gives a surjection
r

†0

† .H/�
p � B.��1/:

For details see [18, Theorem 4.4]. The general properties of Fitting ideals imply

FittRp

�
r

†0

† .H/�
p

�
� FittRp

�
B.��1/

�
:

It is therefore enough to prove that FittRp .B/ � .‚#/. Typically in Ribet’s method, one argues
that the fractional ideal B is a faithful Tm-module, and hence the Fitting ideal of B=IB is
contained in I. However, our module B is more complicated than B=IB , so we proceed
as follows. Using equation (6.15), we show that any element in FittRp .B/ is annihilated by
'.U / for the operator U from Theorem 6.6. The final assertion of this theorem then implies
that FittRp .B/ contained in .‚#/. See [17, §9.5] for details.

This concludes our summary of the proof of Theorem 5.6.

7. Explicit formula for Brumer–Stark units

In this final section of the paper, we discuss the first author’s explicit formula for
Brumer–Stark units as mentioned in §4.3. The conjecture in the case thatF is a real quadratic
field was studied in [13], and the general case was studied in [15]. Here we consider an arbi-
trary totally real field F , but to simplify formulas we assume that the rational prime p is
inert in F . Furthermore, we let H be the narrow ray class field of some conductor n � OF

and assume that p � 1 .mod n/. This ensures that the prime p D pOF splits completely
in H . Fix a prime P of H above p. We fix S � S1 [ Sram D ¹v j n1º. We also fix a prime
ideal l � OF such that Nl D ` > n C 1 is a prime integer and let T D ¹lº.

In this setting, wewill present a p-adic analytic formula for the image of the Brumer–
Stark unitup 2 H � inH �

P Š F �
p . Themost general, conceptually satisfying, and theoretically

useful form of this conjecture uses the Eisenstein cocycle. This is a class in the .n � 1/st
cohomology of GLn.Z/ that has many avatars studied by several authors (see [2, 3, 9, 10, 13,
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20,45]). In this paper, we avoid defining the Eisenstein cocycle and present instead the more
explicit and down to earth version of the conjectural formula for up stated in [15].

7.1. Shintani’s method
Fixing an ordering of the n real embeddings of F yields an map F ,! Rn such that

the image of any fractional ideal is a cocompact lattice. We let F � act on Rn by composing
this embedding with componentwise multiplication and denote the action by �.

Let v1; : : : ; vr 2 .R>0/n, 1 � r � n, be vectors in the totally positive orthant that
are linearly independent over R. The corresponding simplicial cone is defined by

C.v1; : : : ; vr / D

´
rX

iD1

ti vi W 0 < ti

µ
� .R>0/n:

Suppose now r D n.Wewill define a certain union ofC.v1; : : : ;vn/ and some of its boundary
faces that we call the Colmez closure. Write

.0; 0; : : : ; 1/ D

nX
iD1

qi vi ; qi 2 R:

For each nonempty subset J � ¹1; : : : ; nº, we say that J is positive if qi > 0 for all i 62 J .
The Colmez closure of C.v1; : : : ; vn/ is defined by:

C �.v1; : : : ; vn/ D

G
J positive

C
�
¹vj ; j 2 J º

�
:

Let E.n/ � O�
F denote the subgroup of totally positive units � such that � � 1

.mod n/. Shintani proved that there exists a union of simplicial cones that is a fundamental
domain for the action of E.n/ on .R>0/n. For example, in the real quadratic case (n D 2),
E.n/ D h�i is cyclic and C �.1; �/ is a fundamental domain. In the general case, it can be
difficult to write down an explicit fundamental domain, but a nice generalization of the n D 2

case is obtained if we allow ourselves to consider instead a signed fundamental domain. For
a simplicial cone C , let 1C denote the characteristic function of C on .R>0/n.

Definition 7.1. A signed fundamental domain for the action of E.n/ on .R>0/n is by def-
inition a formal linear combination D D

P
i ai Ci of simplicial cones Ci with ai 2 Z such

that X
u2E.n/

X
i

ai 1Ci
.u � x/ D 1

for all x 2 .R>0/n.

Fix an ordered basis ¹�1; : : : ; �n�1º for E.n/. Define the orientation

w� D sign det
�
log.�ij /

�n�1

i;j D1
/ D ˙1; (7.1)

where �ij denotes the j th coordinate of �i . For each permutation � 2 Sn�1 let

vi;� D ��.1/ � � � ��.i�1/ 2 E.n/; i D 1; : : : ; n:
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By convention, v1;� D .1; 1; : : : ; 1/ for all � . Define

w� D .�1/n�1w� sign.�/ sign
�
det.vi;� /n

iD1

�
2 ¹0; ˙1º:

The following result was proven independently by Diaz y Diaz–Friedman [22] and
Charollois–Dasgupta–Greenberg [10, Theorem 1.5], generalizing the result of Colmez [11] in
the case that all w� D 1.

Theorem 7.2. The formal linear combinationX
�2Sn�1

w� C �.v1;� ; : : : ; vn;� /

is a signed fundamental domain for the action of E.n/ on .R>0/n.

7.2. The formula
Throughout this section assume that p is odd. Recall that T D ¹lº. Let b be a frac-

tional ideal that is relatively prime to nl. LetD D
P

ai Ci be the signed fundamental domain
for the action of E.n/ on .R>0/n given in Theorem 7.2. We use all this data to define a
Z-valued measure � on Op , the p-adic completion of OF . Fix an element z 2 b�1 such that
z � 1 .mod n/. For each compact open set U � Op , define the Shintani zeta function

�.b; U; D; s/ D

X
i

ai

X
˛2Ci \b�1nCz
˛2U;.˛;S/D1

.N˛/�s :

Shintani proved that this sum converges for<.s/ large enough and extends to a meromorphic
function on C. Define

�b.U / D �.b; U; D; 0/ � ` � �.bl�1; U; D; 0/:

Using Shintani’s formulas, one may show:

Theorem 7.3 ([15, Proposition 3.12]). For every compact open U � Op , we have �b.U / 2 Z.

We may now state our conjectural exact formula for the Brumer–Stark unit up and
all of its conjugates over F . Write

‚S;T D

X
�2G

�S;T .�/��1; �S;T .�/ 2 Z:

Define
up.b/an D p�S;T .�b/

�

Z
O�

p

x d�b.x/ 2 F �
p : (7.2)

Here the crossed integral is a multiplicative integral in the sense of Darmon [12] and can be
expressed as a limit of Riemann products:

�

Z
O�

p

x d�b.x/ WD lim
m!1

Y
a2.Op=pm/�

a�b.aCpmOp/:

Write �b 2 G for the Frobenius associated to b. In [15, Theorem 5.15] we prove that up.b/an

depends only on the image of b in the narrow ray class group of conductor n, i.e., on �b 2 G

(at least up to a root of unity in F �
p ).
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Conjecture 7.4. We have �b.up/ D up.b/an in F �
p .

The expression (7.2) can be computed to high p-adic precision on a computer.
See [23] for tables of narrow Hilbert class fields of real quadratic fields determined using
this formula.

It is convenient to have an invariant that also satisfies up.bq/an D .up.b/an/�1 if q

is a prime such that �q D c. Conjecture 7.4 would imply such a formula, but it is unclear
whether this purely analytic statement can be proved unconditionally. To this end, we fix q

such that �q D c and define

vp.b/an D

�
up.b/an

up.bq/an

�1=2

2 OF �
p WD F �

p
Ő Zp:

One then has
vp.bq/an D

�
vp.b/an

��1 (7.3)

unconditionally, and we expect to have vp.b/an D up.b/an. The following is therefore a
slightly easier form of Conjecture 7.4 to study.

Conjecture 7.5. We have �b.up/ D vp.b/an in OF �
p .

7.3. Horizontal Iwasawa theory
We now discuss the relationship between Gross’s tower of fields conjecture (Con-

jecture 4.4) and our conjectural exact formula for Brumer–Stark units. Our goal is to prove:

Theorem 7.6. Assume that p is odd. Gross’s conjecture implies Conjecture 7.5.

In this exposition we have assumed that the odd prime p is inert in F and that
p D pOF . In the case of general p, one must still assume that p is odd and unramified in F

in the statement of Theorem 7.6.
The abelian extensions L=F to which we can apply Gross’s conjecture (with

S 0 D S [ ¹pº/ as in Conjecture 4.4) are those that contain H and are unramified out-
side S 01. Let FS 0 denote the maximal abelian extension of F unramified outside S 01. The
reciprocity map of class field theory yields an explicit description of Gal.FS 0=H/. For each
finite v 2 S 0, let Uv;n � O�

v denote the subgroup of elements congruent to 1 modulo nOv

(so Uf;n D O�
v for v − n). Define O� D

Q
v2S 0nS1

Uv;n. Then

Gal.FS 0=H/ Š O�=E.n/;

where E.n/ denotes the topological closure of E.n/ embedded diagonally in O�.
For each finite extension L � FS 0 containing H , if we write � D Gal.L=H/, then

(4.7) yields a formula for recG.up/ in I=I 2 Š ZŒG� ˝ � . Under this isomorphism, the
coefficient of ��1

b is just the image of recp.�b.up// in � . Taking the inverse limit over all
H � L � FS 0 therefore gives an equality for�

�b.up/; 1; 1; : : : ; 1
�

in O=E.n/:

Here we have written O�
p as the first component of O.
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The next key point is that the constructions of Section 7.2 can be repeated to provide
a measure �b;O on O D

Q
v2S 0nS1

Ov extending the measure �b on Op . It is not hard to
check that the restriction of�b;O toO�, pushed forward toO�=E.n/, is precisely themeasure
that recovers the values of the partial zeta functions of the abelian extensions L contained
in FS 0 . These are exactly the values appearing in Gross’s conjecture. In other words, Gross’s
conjecture for the set S 0 is equivalent to�

�b.up/; 1; 1; : : : ; 1
�

� p��S;T .�b/
D �

Z
O�

x d�b;O.x/ in O=E.n/: (7.4)

See [15, Proposition 3.4]. The next important calculation ([15, Theorem 3.22]) is that

p�S;T .�b/
�

Z
O�

x d�b;O.x/ D
�
up.b/an; 1; 1; : : : ; 1

�
: (7.5)

The first component of this is simply the compatibility of the constructions of �b and �b;O;
the interesting part of the computation is the 1’s in the components away from p. Equations
(7.4) and (7.5) combine to yield that the ratio �b.up/=up.b/an lies in the group

D.S/ D
®
x 2 O�

p W .x; 1; 1; : : : ; 1/ 2 E.n/ � O�
¯
:

We can also conclude
�b.up/=vp.b/an 2 D.S/ (7.6)

since c.up/ D u�1
p .

The final trick, inspired by the method of Taylor–Wiles, is to consider certain
enlarged sets SQ D S [ Q for a well-chosen finite set of auxiliary primesQ. Let us compare
the Brumer–Stark units for S and SQ, denoted up and up.SQ/, respectively. The defining
property (4.1) shows that

up.SQ/ D uz
p; where z D

Y
q2Q

.1 � ��1
q / 2 ZŒG�:

In particular, if we choose the q 2 Q such that �q D c, the complex conjugation of G, then
up.SQ/ D u2#Q

p . Using (7.3), one can similarly show that vp.SQ; b/ D vp.b/2#Q . Now (7.6)
for SQ implies that

�b

�
up.SQ/

�
=vp.SQ; b/an 2 D.SQ/;

hence �
�b.up/=vp.b/an

�2#Q

2 D.SQ/; so �b.up/=vp.b/an 2 D.SQ/

since p ¤ 2.
To conclude the proof of Theorem 7.6, one shows using the Čebotarev Density The-

orem that one can choose the sets Q to force D.SQ/ as small as desired (i.e., the intersection
of D.SQ/ over all possible Q is trivial). See [15, Lemma 5.17] for details.
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7.4. The Greenberg–Stevens L -invariant
We briefly summarize our proof of the p-part of Gross’s conjecture (Theorem 4.5),

which as just explained implies our explicit formula for Brumer–Stark units given in Con-
jecture 7.5.

The work of Greenberg and Stevens [24] was a seminal breakthrough in the study of
trivial zeroes of p-adic L-functions. Their perspective was highly influential in [16], where
the rank one p-adic Gross–Stark conjecture was interpreted as the equality of an algebraic
L-invariant Lalg and an analytic L-invariant Lan. The analytic L -invariant is the ratio of
the leading term of the p-adic L-function at s D 0 to its classical counterpart,

Lan D �
L0

p.�!; 0/

L.�; 0/
: (7.7)

The algebraic L-invariant is the ratio of the p-adic logarithm and valuation of the ��1-
component of the Brumer–Stark unit,

Lalg D
logp NormHP=Qp

.u
��1

p /

ordP.u
��1

p /
: (7.8)

There is no difficulty in defining the ratios (7.7) and (7.8), since the quantities live in
a p-adic field and the denominators are nonzero. The analogue of this situation for Gross’s
Conjecture 4.4 is more delicate. The role of the p-adic L-function is played by the Stick-
elberger element ‚L WD ‚S 0;T .L=F; 0/ 2 ZŒg�, and the analogue of the derivative at 0 is
played by the image of ‚L in I=I 2. The role of the classical L-function is played by the
element ‚H WD ‚S;T .H=F; 0/ 2 ZŒG�. It is therefore not clear how to take the “ratio” of
these quantities. Similarly, the role of the p-adic logarithm is played by recG.up/ 2 I=I 2

and the role of the p-adic valuation is played by ordG.up/ 2 ZŒG�.
For this reason, we introduce in [18] anR-algebraRL that is generated by an element

L that plays the role of the analytic L -invariant, i.e., the “ratio” between ‚L and ‚H . We
define

RL D RŒL �=.‚H L � ‚L; L I; L 2; I 2/: (7.9)

A key nontrivial result is that this ring, in which we have adjoined a ratio L between ‚L

and ‚H , is still large enough to see R=I 2.

Theorem 7.7 ([18, Theorem 3.4]). The kernel of the structure map R ! RL is I 2.

It follows from this theorem that Gross’s Conjecture is equivalent to the equality

recG.up/ D L ordG.up/ in RL ; (7.10)

since the right-hand side is by definition L ‚H D ‚L.
To prove (7.10), we define a generalized Ritter–Weiss module rL over the ring

RL that can be viewed as a gluing of the modules rT
S .H/ and rT

S 0.L/. We show in [18,

Theorem 4.6] that the Fitting ideal FittRL .rL / is generated by the element

recG.up/ � L ordG.up/ 2 I=I 2;
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and hence that (7.10) is equivalent to

FittRL .rL / D 0: (7.11)

(For the sake of accuracy, we remark that in reality we do all of this with .S; T / replaced by
the pair .†; †0/ defined in Section 5.3, as in Section 6.)

The vanishing of FittRL .rL / is proven following the methods of Section 6. We
interpret surjective homomorphisms from rL to RL -modules M in terms of Galois coho-
mology classes satisfying certain local conditions. We construct a suitable Galois cohomol-
ogy class valued in amoduleM using an explicit constructionwith group-ring valuedHilbert
modular forms and their associated Galois representations. The module M is shown to be
large enough that its Fitting ideal over RL vanishes, whence the same is true for rL since
it has M as a quotient.

7.5. The method of Darmon–Pozzi–Vonk
We conclude by describing a proof of Conjecture 7.4 in the case that F is a real

quadratic field in the beautiful work of Darmon, Pozzi, and Vonk [14]. Their method is purely
p-adic (i.e., “vertical”), rather than involving the introduction of auxiliary primes (i.e., “hor-
izontal”). The strategy follows a rich history of arithmetic formulas proven by exhibiting
both sides of an equation as certain Fourier coefficients in an equality of modular forms.
For instance, Katz gave an elegant proof of Leopoldt’s evaluation of the Kubota–Leopoldt
p-adic L-function at s D 1 by exhibiting an equality of p-adic modular forms, one of whose
constant terms is the p-adic L-value and the other is the p-adic logarithm of a unit (see [33,

§10.2]). The proof of Darmon–Pozzi–Vonk follows a similar strategy.
LetF be a real quadratic field,p an odd prime, andH a narrow ring class field exten-

sion ofF (so, in particular, pOF splits completely inH ). Darmon–Pozzi–Vonk demonstrate
an equality of certain classical modular forms of weight 2 on�0.p/ � SL2.Z/ that we denote
f1 and f2.

This first of these forms f1 is obtained by considering a Hida family of Hilbert
modular cusp forms for F specializing in weight 1 to a p-stabilized Eisenstein series. The
constant term of this weight 1 Eisenstein series vanishes because of the trivial zero of the cor-
responding p-adic L-function. Pozzi has described explicitly the Fourier coefficients of the
derivative of this family with respect to the weight variables [39]. The key idea of Darmon–
Pozzi–Vonk is to restrict the derivative in the antiparallel direction along the diagonal and
take the ordinary projection to obtain a classical modular form of weight 2 for �0.p/. The
idea of taking the derivative of a family of modular forms at a point of vanishing and apply-
ing a “holomorphic projection” operator has its roots in the seminal work of Gross–Zagier
[30], and appears more recently in Kudla’s program for incoherent Eisenstein series [34].

Pozzi’s work relates the pth Fourier coefficient of this diagonal restriction to the p-
adic logarithm of the Brumer–Stark unit �b.up/ for the extension H . To obtain the desired
weight 2 form f1 on �0.p/, one must take a certain linear combination with the diagonal
restrictions of the two ordinary families of Eisenstein series passing through this weight 1
point.
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The second form f2 is defined as a generating series attached to a certain rigid ana-
lytic theta cocycle. These are classes in H 1.SL2.ZŒ1=p�/; A�=C�

p/, where A� denotes the
group of rigid analytic nonvanishing functions on the p-adic upper half plane. Darmon–
Pozzi–Vonk construct classes in this space explicitly, and study their image under the loga-
rithmic annular residue map

H 1
�
SL2

�
ZŒ1=p�

�
; A�=C�

p

�
! H 1

�
�0.p/; Zp

�
:

They compute the spectral expansion of the form f2 and thereby show that its nonconstant
Fourier coefficients are equal to those of f1. Meanwhile, the constant coefficient is equal to
the p-adic logarithm of up.b/an. The equality of the non-constant coefficients implies that
f1 D f2, and hence that the constant coefficients are equal as well, i.e.,

logp

�
�b.up/

�
D logp

�
up.b/an

�
as desired. It is a tantalizing problem to generalize this strategy to arbitrary totally real fields.
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