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Abstract

A recent progress on Sarnak’s conjecture on Möbius orthogonality is discussed with the
main focus on the proof of Veech’s conjecture and its consequences.
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1. Introduction. State-of-the-art

This article deals with Sarnak’s conjecture [34] from 2010, also called the Möbius
Orthogonality Conjecture, MOC for short, see (1.2) below. More precisely, the aim of this
article is to give an account on the progress concerning MOC caused by the proof of Veech’s
conjecture [38] from 2016 in the recent article [24]. In order to do it, we will present a
panorama of earlier concepts and results concerning the new interactions between ergodic
theory and analytic number theory caused by MOC, especially relating MOC to the cel-
ebrated Chowla conjecture [5] from 1965. We will be concentrated on the directions of
research on the ergodic theory side, with a special focus on projects in which the author of
the article took part. In this extended introduction, we present the state-of-the-art of the sub-
ject. To keep this presentation reasonably short, some elementary definitions and facts from
dynamics are postponed to Sections 2 and 3, while some facts (especially around entropy)
are treated as “commonly” known and can be found in the ergodic theory literature, see, e.g.,
[9,16,39]. On the analytic number theory side, basic facts can be found, e.g., in [19,23].

Möbius function. Each natural number n 2 N WD ¹1; 2; : : :º has its (unique) decomposition
into a product of primes which is the basic fact about the not finitely generatedmultiplicative
structure of N. The set P of primes is believed to behave like a “random” subset of natu-
ral numbers. This randomness should be reflected in the properties of arithmetic functions
u W N ! C that preserve the multiplicative structure of N, that is, they are themselves multi-
plicative, u.mn/ D u.m/u.n/ whenever .m; n/ D 1 (in other words, they are determined by
their values on the powers of the primes). One of most prominent multiplicative functions is
the Möbius function � W N ! ¹�1; 0; 1º for which �.1/ D 1, �.n/ D .�1/k , with n being
the product of k distinct primes, and �.n/ D 0 for the remaining n 2 N. Is this function
“random”? If so, this should be reflected in the phenomenon of cancelations of ˙1s like
for a sample from an independent process. It is then classical that the Prime Number Theo-
rem (PNT), i.e., j¹p � N W p 2 Pºj �

N
logN

, is equivalent to limN !1
1
N

P
n�N �.n/ D 0,

and the Riemann Hypothesis is equivalent to a quantitative version of the above, namelyP
n�N �.n/ D O.N

1
2 C"/ for each " > 0.

The Chowla conjecture. Another way to express the randomness of � is the Chowla con-
jecture [5] from 1965 claiming that the autocorrelations of the Möbius function, unless they
are correlations of �2, vanish:1

lim
N !1

1

N

X
n�N

�s1.n C a1/ � � � �sk .n C ak/ D 0 (1.1)

1 Originally, the Chowla conjecture was formulated for the Liouville function � W N !

¹�1; 1º and concerned all correlations. Liouville function depends on the parity of all prime
factors (counted with multiplicities) and clearly satisfies � D � � �2.
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for each k � 1, 0 � a1 < � � � < ak , and sj 2 ¹1; 2º, not all sj being 2.2 We will see later
(see Section 3) that the Chowla conjecture is precisely the fact that � is a generic point for a
kind of Bernoulli measure over the so-called Mirsky measure, for which �2 is generic, i.e.,
intuitively, relative to the positions of zeros, in � we observe a replacement of 1s in �2 by
˙1s with equal probability.

Sarnak’s conjecture (MOC). Another way of talking about the randomness of � could
be in terms of correlations with other sequences. In [23], this is expressed by the Möbius
Randomness Law: � is so random that it does not correlate with any “reasonable” bounded
sequence. In 2010, P. Sarnak [34] formulated a much more precise form of this vague ran-
domness principle, namely

lim
N !1

1

N

X
n�N

f .T nx/�.n/ D 0; (1.2)

for each zero (topological) entropy homeomorphism T of a compact metric space X , all
f 2 C.X/, and all x 2 X .3 In other words, � is random because � does not correlate with
any deterministic sequence,4 we also say that � is orthogonal to all (bounded) deterministic
sequences or to all deterministic systems. Of course, in (1.2), we can consider other (always
bounded though) arithmetic functions u W N ! C and consider an analogous problem of
orthogonality to a selected class of topological systems (for example, it is well known that
if we replace the Möbius function � with the Liouville function �, then the corresponding
Sarnak’s conjectures are equivalent; see, e.g., [10]).5

Proposition 1.1 (Sarnak [34], for proofs see [1, 35]). Chowla conjecture implies Sarnak’s
conjecture.

Whether the converse is true remains open, but we have the following:

Proposition 1.2 ([17]). Sarnak’s conjecture implies the Chowla conjecture along a subse-
quence (i.e., in (1.1) we need to consider .Ns/ instead of N 6).

2 If all sj D 2 then the limit exists but need not be zero: �2 is the characteristic function of
the set of square-free numbers whose natural density is 6=�2. In fact, the frequencies of all
blocks of 0; 1s on �2 exist – �2 is a generic point for a shift-invariant measure ��2 called
the Mirsky measure – see Section 3 for details.

3 It is “for all x 2 X” which is the core of Sarnak’s conjecture: the “x-almost every” version
of (1.2) holds for every dynamical system (in particular, regardless of the entropy [34], see
also [1]).

4 In the theory of dynamical systems, zero-entropy systems are also called deterministic
and the corresponding continuous observables .f .T nx//n2Z are precisely deterministic
sequences.

5 The reader can notice that if u is orthogonal to all deterministic sequences, then for any
bounded deterministic sequence .a.n//, the arithmetic function v.n/ WD u.n/a.n/ is also
orthogonal to all deterministic sequences. Of course, such an operation in general “kills” the
multiplicativity of u.

6 Tao in [37] strengthened this result by showing that .Ns/ can be selected to have full loga-
rithmic density.
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We will detail more on that at the end of the introduction when we consider the
logarithmic versions of the Chowla and Sarnak’s conjectures.

Two strategies to “attack” Sarnak’s conjecture. Returning to the original Sarnak’s con-
jecture, we can view (1.2) as a classical Cesàro (ergodic) sum with multiplicative weights
(this point of view leads to the MW-strategy) or we can reverse the roles and consider Cesàro
sums of �7 with ergodic weights (this point of view leads to the EW-strategy). Both strate-
gies lead sooner or later to an interplay between analytic number theory and the theory of
joinings in dynamics, in particular, the disjointness theory of Furstenberg in ergodic theory.
Let us now say a few words on these strategies; more details, especially on the EW-strategy,
will be provided later.

MW-strategy. DDKBSZ criterion. The core of the MW-strategy (in which we only use the
fact that � is multiplicative) is the following numerical DDKBSZ criterion:8

Theorem 1.3 ([4,27]). Assume that .fn/n2N � C is bounded. If

lim
N !1

1

N

X
n�N

fpnf qn D 0 (1.3)

for all distinct, sufficiently large primes p; q 2 P , then

lim
N !1

1

N

X
n�N

fnu.n/ D 0

for each bounded multiplicative function u W N ! C.

Then, the DDKBSZ criterion is used in the following manner. Take any dynamical
system .X; T / with a unique invariant measure � (which must also be unique for all nonzero
powers of T ) and let x 2 X . In the space M.X � X/ of probability measures on X � X

consider the sequence of empiric measures . 1
N

P
n�N ı.T pnx;T qnx// (see Section 3 for more

details). By the compactness of the weak-�-topology, there exists a subsequence .Nk/ such
that

lim
k!1

1

Nk

X
n�Nk

ı.T pnx;T qnx/ D �;

where necessarily the measure � is T p � T q-invariant and if f 2 C.X/ then

lim
k!1

1

Nk

X
n�Nk

f .T pnx/f .T qnx/ D

Z
X�X

f ˝ f d�:

By our assumption, the two projections of � on X are �. If we are able to show that � is the
product measure � ˝ �, then we can easily apply the DDKBSZ criterion for the continuous
zero-mean (for the measure�) functions f and the sequences .f .T nx// (i.e., fn D f .T nx/

in Theorem 1.3). A spectacular case when this approach works was first demonstrated in the

7 In analytic number theory, the problem of studying means of multiplicative functions is
classical, cf. Halász theorem.

8 DDKBSZ stands for Daboussi, Delange, Kátai, Bourgain, Sarnak, and Ziegler.
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case of horocycle flows in [4] using Ratner’s theory. However, a “typical” playground for the
MW-strategy is when the automorphisms T p and T q considered with the same T -invariant
measure � are disjoint (see Section 2 for definition) in the Furstenberg sense, as in this case
� ˝ � is simply the only T p � T q-invariant measure. (Note that this is not applicable to the
horocycle flows themselves as all positive time automorphisms are isomorphic, so there are
many T p � T q-invariant measures.) As we can see, the MW-strategy leads to pure ergodic
theory problems. While a list of papers in which the disjointness of powers has been proved
can be found in the surveys [10,28], in Section 4, we will detail more on the answer to Ratner’s
question about the validity of MOC for smooth time changes of horocyclic flows. Namely,
while for the algebraic actions the underlying configuration space is homogeneous, once the
time is changed (in a nontrivial way), the configuration space becomes nonhomogeneous for
the action of the time-changed flow which surprisingly leads to another extreme: the new
flows enjoy formidable internal disjointness properties which allows us to use Theorem 1.3
to answer positively Ratner’s question and go beyond.

MW-Strategy. The AOPproperty. There is a pure ergodic theory counterpart of DDKBSZ
criterion, namely the notion of AOP (Asymptotic Orthogonality of Powers) introduced in
[3]: a measure-theoretic (ergodic) dynamical system .X; B; �; T / has the AOP property
(J e.T p; T q/ below stands for the set of ergodic joinings between T p and T q/ if

lim sup
p¤q;P3p;q!1

sup
�2J e.T p ;T q/

ˇ̌̌̌Z
X�X

f ˝ g d�

ˇ̌̌̌
D 0

for each f; g 2 L2
0.X; �/. Obviously, AOP takes place if the prime powers of an automor-

phisms are disjoint but an AOP automorphism can have all nonzero powers isomorphic. AOP
implies zero entropy and total ergodicity, i.e., all nonzero powers are ergodic. All ergodic
quasidiscrete spectrum automorphisms [3], and also ergodic nil-automorphisms enjoy this
property [12]. Let us see why AOP is useful when proving Möbius orthogonality. Suppose
that we want to prove Möbius orthogonality for all (uniquely ergodic) models of totally
ergodic rotations. Well, the Möbius orthogonality can first be easily established in some
models of such rotations.

Namely, let X stand for any compact Abelian monothetic group with Haar measure
�X . Then �X is the only (ergodic) invariant measure for any rotation T x D x C x0, with
¹nx0 W n 2 Zº being dense in X . If � W X ! S1 is any nontrivial character of X then

1

N

X
n�N

�.T pnx/�.T qnx/ D
1

N

X
n�N

�
�.x0/p�q

�n
! 0

whenever p ¤ q (remembering that, by total ergodicity, �.x0/ is not a root of unity). Since
the dual group OX is linearly dense in C.X/, all totally ergodic rotations are Möbius orthogo-
nal by virtue of Theorem 1.3. But now take any topological system .Z;R/ which is uniquely
ergodic (with a unique invariant measure �) and suppose that .Z; �; R/ and .X; �X ; T / are
measure-theoretically isomorphic. Since the eigenfunctions in L2.Z; �/ need not be con-
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tinuous,9 using DDKBSZ criterion does not seem to be possible. We can prove, however,
(see [3]) that the AOP property holds. Moreover, once a uniquely ergodic system satisfies
AOP, it must be orthogonal to any (bounded) multiplicative function [3]. Now, AOP being a
measure-theoretic invariant must be satisfied in all uniquely ergodicmodels of totally ergodic
rotations. In fact, AOP implies something which looks much stronger.

MW-strategy. The strong MOMO property. A dynamical system .X; T / is said to sat-
isfy the strong MOMO10 property (see [2]) if for each increasing sequence .bk/ of natural
numbers, bkC1 � bk ! 1, and each f 2 C.X/, we have

lim
K!1

1

bK

X
k<K

 X
bk�n<bkC1

�.n/f ı T n


C.X/

D 0:

We have the following:

Theorem 1.4 ([2]). The following holds:

(i) The strong MOMO property of a topological systems .X;T / implies its Möbius
orthogonality.

(ii) The strong MOMO property of a topological system .X; T / implies uniformity
(in x 2 X ) in the definition of Möbius orthogonality property.

(iii) Sarnak’s conjecture is equivalent to the fact that all zero-entropy systems sat-
isfy the strong MOMO property.

(iv) No system with positive entropy satisfies the strong MOMO property.11

Moreover, we have the following:

Proposition 1.5 ([2]). Let .Z; D ; �; R/ be any totally ergodic measure-theoretic system. If
it satisfies the AOP property then each of its uniquely ergodic models satisfies the strong
MOMO property. In particular, all such uniquely ergodic models are Möbius orthogonal.

Short interval behavior. The reader certainly noticed that by putting f D 1 in the definition
of the strong MOMO property, we obtain that, whenever bkC1 � bk ! 1,

lim
K!1

1

bK

X
k<K

ˇ̌̌̌ X
bk�n<bkC1

�.n/

ˇ̌̌̌
D 0:

It is not hard to see that this property is equivalent to the following:
1

M

X
M �m<2M

1

H

ˇ̌̌̌ X
m�n<mCH

�.n/

ˇ̌̌̌
! 0;

9 Topological system .Z; R/ can be even topologically mixing, which excludes the possibility
of continuous eigenfunctions.

10 The acronym comes from Möbius Orthogonality of Moving Orbits.
11 In [8] there are examples of positive entropy systems which are Möbius orthogonal. As

Theorem 1.4 (iv) shows, this cannot happen for the strong MOMO property (assuming the
Chowla conjecture).
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whenever H ! 1 and H D o.M/. This tells us that on a “typical” short interval (i.e.,
of length H ) we have cancelations of 1s and �1s. This is a special property of the Möbius
function proved in the breakthrough paper [30] byMatomäki and Radziwiłł in 2015. Together
with the subsequent paper [31], it allowed in [3] to prove Sarnak’s conjecture for all uniquely
ergodic models of finite rotations12 and all totally ergodic rotations. The fact, that all dynami-
cal systemswhose all invariant measures yield automorphismswith discrete spectrum satisfy
Sarnak’s conjecture was first proved in [20,21].

EW-strategy. Let us now pass to the second strategy which consists in the following.
Using combinatorial properties of �, we count on deriving special ergodic properties of
the Furstenberg systems (see Section 3.1 for this crucial definition) of � (we recall that the
Chowla conjecture predicts that there is only one Furstenberg system of � given by O��2 , i.e.,
by the relatively independent extension of the Mirsky measure of �2). We then expect that
Furstenberg systems will display “enough” of disjointness with at least a subclass of zero
entropy systems to advance on MOC or else, expressing MOC as some ergodic property
of them, when translated it back to �, will tell us which new combinatorial properties of
� are needed to prove Sarnak’s conjecture. So, of course, the crucial question is whether
Sarnak’s conjecture can be expressed in the language of Furstenberg systems of �. This
was conjectured by Veech [38] and finally proved in [24] (….�/ below stands for the Pinsker
� -algebra of .X�; B.X�/; �; S/, i.e., the largest zero-entropy factor of the system, while
�0 W ¹�1; 0; 1ºZ ! R, �0.y/ D y0).

Theorem 1.6 ([24]). Sarnak’s conjecture holds if and only if, for all Furstenberg systems �

of �, we have �0 ? L2.….�//.

(This theorem also holds in the logarithmic case.) The above put across the intuition
that the Chowla conjecture in ergodic theory corresponds to the Bernoulli property (maxi-
mal chaos), while Sarnak’s conjecture is rather related to the weaker property, namely the
Kolmogorov property (K-property) of a measure-preserving system, meant “locally”, i.e.,
for the single function �0. It is classical in ergodic theory that the K-property is equivalent
to K-mixing (called also uniform mixing). We will see in Section 5.4 that K-mixing property
applied “locally” to �0 yields a combinatorial condition on � equivalent to MOC. Roughly,
this condition is about cancelations of C1s and �1s along larger and larger shifts of the
sets of return times of blocks which can also be interpreted as the intuition that the multi-
plicative and additive structures of N are independent. While due to the MW-strategy many
examples of classes of zero-entropy systems for which the MOC holds were given, to apply
the DDKBSZ criterion, the arguments were provided ad hoc, depending on the class under
consideration which shows its certain weakness.13 In contrast, the EW-strategy aims at gen-
eral results and some spectacular successes were obtained for the logarithmic versions of the
Chowla and Sarnak’s conjectures which we now present.

12 In other words, before 2015, we had no chances to prove Sarnak’s conjecture, as we were
already stuck in a relatively simple class of dynamical systems with zero entropy.

13 On the other hand, this strategy leads to the study of internal disjointness properties of
measure-preserving systems which is of independent interest in ergodic theory.
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The logarithmic versions of the Chowla and Sarnak’s conjectures. When we replace
Cesàro sums in (1.2) and (1.1) by their logarithmic versions,

lim
N !1

1

LN

X
n�N

1

n
f .T nx/�.n/ D 0

and
lim

N !1

1

LN

X
n�N

1

n
�s1.n C a1/ � � � �sk .n C ak/ D 0;

where LN D
P

n�N
1
n
, we obtain logarithmic Sarnak’s and the Chowla conjectures, respec-

tively. The first striking result was obtained by Tao in 2015 (cf. the corresponding knowledge
about MOC, i.e., Proposition 1.2):

Theorem 1.7 ([36]). The logarithmic Chowla conjecture and the logarithmic Sarnak’s con-
jecture are equivalent.

Hence Sarnak’s conjecture implies the logarithmic Chowla conjecture, and in [17]

it is proved that the logarithmic Chowla conjecture implies the Chowla conjecture along
a subsequence, hence Proposition 1.2 follows. The logarithmic Sarnak’s conjecture is still
open, but a significant progress has been achieved by Frantzikinakis and Host in [14] (in
2018). In that paper, the authors were able to relate logarithmic Furstenberg systems of the
Möbius function (andmany other strongly aperiodicmultiplicative functions) to the theory of
strongly stationary processes. They basically observed the following principle: either such a
system is ergodic and then it must be O��2 or the corresponding Furstenberg system is disjoint
from all ergodic systems. By proving new disjointness theorems in ergodic theory, this led
them to the following remarkable result:

Theorem 1.8 ([14]). All zero-entropy systems .X; T / for which the set M e.X; T / of ergodic
invariant measures is countable are logarithmically Möbius orthogonal. In particular, all
zero-entropy uniquely ergodic systems are logarithmically Möbius orthogonal.

In Tao’s proof of Theorem 1.7 an important step was to show the equivalence with
the third condition which resembles the strongMOMO property (which we discussed above)
uniformly with respect to all nil-rotations of a fixed nil-manifold. In fact, one of surprising
consequences of Theorem 1.6, which also uses previous results by Tao [35] and Frantziki-
nakis [13] reduces the logarithmic Sarnak’s conjecture to “merely” algebraic situation.

Theorem 1.9 ([24]). The logarithmic Sarnak’s conjecture holds if and only if all systems
.X; T / for which each member of M e.X; T / yields a nil-system are logarithmically Möbius
orthogonal.

Sarnak’s conjecture – where are we stuck? Returning to the original MOC, we would
like first to notice that there is no result comparable to Frantizkinakis–Host’s theorem (The-
orem 1.8). In fact, only few general results concerning large classes of zero entropy systems
which are Möbius orthogonal are known, namely, besides the already mentioned discrete
spectrum case, MOC holds for systems whose all invariant measures yield rigid systems
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(with some arithmetic limitations on the arithmetics of rigidity sequences) [25] (the polyno-
mial mean complexity characterization from [22] is for the logarithmic case).

A quick look at [24] shows that, at the moment, we are stuck with MOC since (sur-
prisingly) we are not able to prove the strong MOMO property for zero-entropy algebraic
automorphisms of the tori.We speak about very special unipotent systems, the simplest (non-
trivial) one beingX D T 2 and T .x;y/ D .x;x C y/.14 It is almost obvious that such systems
areMöbius orthogonal (apply, for example, the DDKBSZ criterion) but the situation changes
dramatically if we try to prove the strong MOMO property for T (cf. Theorem 1.4 (iii)). In
fact, the (potential) strong MOMO property applied to the function .x; y/ 7! e2�iy gives the
following:

lim
K!1

1

bK

X
k<K

sup
x2T

ˇ̌̌̌ X
bk�n<bkC1

�.n/e2�inx

ˇ̌̌̌
D 0;

for each sequence .bk/ satisfying bkC1 � bk ! 1. This reminds of a version of the clas-
sical Davenport’s estimate15 [7] but the sup inside makes it completely open (see also the
discussion on the averaged form of Chowla conjecture in [31]).

2. Ergodic theory – basic concepts

Given a standard Borel probability space .X; B; �/, we consider automorphisms
T of it and the quadruple .X; B; �; T / is often called a dynamical system. That is, T W

X ! X is invertible, bi-measurable,16 and �.A/ D �.T �1A/ D �.TA/ for each A 2 B.
If S is another automorphism (acting on .Y; C ; �/) then S is a factor of T if there exists a
measurable � W X ! Y which is equivariant, i.e., � ı T D S ı �, pushing forward � onto
�, i.e., ��.�/ D �.17 Then, we obtain a (unique) disintegration of � over �:

� D

Z
Y

�y d�.y/ (2.1)

with �y being probability measures on .X; B/ concentrated on ��1.y/ (it is not hard to see
that T�.�y/ D �Sy for �-a.e. y 2 Y ). If � is invertible, then T and S are isomorphic.

An automorphism T is called ergodic if whenever T �1A D A (a.e.) then �.A/

equals zero or one. But in general, of course, T is nonergodic. In this situation, we con-
sider its ergodic decomposition, which is simply the distintegration (2.1) of � over the factor
.X=I; I; �jI; Id/, where I stands for the � -algebra of invariant sets.

14 The reader can notice that the ergodic measures for T yield either irrational rotations or
finite (cyclic) rotations. There are uncountably many ergodic measures.

15 The estimate is supt2T j
P

n�N �.n/e2�int j D O.N= logA N / for each A > 0.
16 More precisely, if needed, we complete B, and we can also assume that T is well defined

only on a T -invariant subset X0 � X of full measure. Generally, in what follows we do not
distinguish between sets, functions, etc., if they differ on a subset of measure zero.

17 Note that, setting A D ��1.C/, we can represent S as T acting on .X=A; A; �jA), where
“points” in X=A are cosets of the relation on X of being indistinguishable by the sets of A.
By that reason, factors of T are identified with T -invariant sub-� -fields of B.
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With T we can associate a unitary operator UT , called Koopman operator, acting
on L2.X; B; �/ by the formula UT .f / D f ı T . Studying the properties of Koopman oper-
ators is the spectral theory of dynamical systems. It is not hard to see that ergodicity means
precisely that the only invariant functions of UT are the constants. An automorphism T is
called weakly mixing if its Cartesian square T � T acting on .X � X; B ˝ B; � ˝ �/ is
ergodic. This is equivalent to the fact that the spectral measure18 of each zero mean f , i.e.,
of f 2 L2

0.X; B; �/, is atomless. If the Fourier transforms of elements from L2
0 vanish at

infinity, we speak about mixing of T .
Given two automorphisms T and S acting on .X; B; �/, .Y; C ; �/, respectively, by

a joining between them we mean any measure � on .X � Y;B ˝ C/with the coordinate pro-
jections �, �, respectively, and being T � S -invariant. Denote the set of joinings by J.T; S/

which is always nonempty as � ˝ � 2 J.T; S/. If T and S are additionally ergodic, we
can ask about the subset J e.T; S/ of ergodic joinings. This set is nonempty as the ergodic
decomposition of any joining consists (a.e.) of joinings. A crucial concept here is that of dis-
jointness introduced by Furstenberg [15] in 1967: we say that T and S are disjoint, T ? S ,
if J.T; S/ D ¹� ˝ �º. One should stress that to have disjointness of T and S , at least one of
these automorphisms must be ergodic. Note also that if T and S are disjoint then they cannot
have a nontrivial common factor (the converse to this implication does not hold). It is not hard
to see that if T and S are spectrally disjoint, that is, if their maximal spectral types on the cor-
responding L2

0-spaces are mutually singular, then T ? S . This yields, in particular, classical
disjointness results: identity Id is disjoint with all ergodic automorphisms, discrete spectrum
automorphisms (i.e., those whose Koopman operators possess an orthonormal basis consist-
ing of eigenvectors) are disjoint from weakly mixing automorphisms. For more classical
examples of automorphisms and instances of disjointness, see [16].

We can repeat the above concepts almost word for word in case of actions of the
group R (or other locally compact Abelian groups) on .X; B; �/, remembering that we
consider only measurable actions of R, called flows T D .Tt /t2R: the map

X � R 3 .x; t/ 7! Tt x 2 X

is measurable. This assumption yields that t 7! UTt f is continuous in the strong topology
for each f 2 L2.X; B; �/. We also recall that the spectral measures of the corresponding
Koopman representations are defined on the dual of the acting group, hence on R in case of
flows.

Given p 2 RC, the flow Tp WD .Tpt /t2R is a rescaling of the original flow T . It is
not hard to see that the disjointness of the rescaling flows Tp and Tq (0 < p < q) is equivalent
to the disjointness of the time-p and time-q automorphisms, i.e., of Tp and Tq .

18 A spectral measure �f is a finite (nonnegative) Borel measure on the circle S1 whose
Fourier transform is given by

O�f .n/ WD

Z
zn d�f .z/ D

˝
U n

T f; f
˛
D

Z
X

f
�
T nx

�
f .x/ d�.x/

for each n 2 Z. Among the spectral measures there are the maximal ones (in the sense of
absolute continuity of measures); each of them is a measure of maximal spectral type.
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3. Measure-theoretic dynamical systems – constructions

and examples

3.1. Topological dynamics. Subshifts. Invariant measures for
homeomorphisms
In topological dynamics we study homeomorphisms T acting on compact metric

spaces X ; .X; T / is a topological dynamical system. Such a system is called transitive if
there is a point x0 2 X whose orbit ¹T nx0 W n 2 Zº is dense. When all orbits are dense,
the system is called minimal. The latter is equivalent to the fact that .X; T / has no proper
subsystems. If A is a compact metric space, then AZ considered with the product metric is
also compact and .AZ; S/ with S the left shift, S..xn/n2Z/ D .xnC1/n2Z, is a topological
dynamical system called the full shift (with the set of states A). Then every closed subset
X � AZ which is S -invariant yields a subsystem .X; S/ of the full shift, so called subshift.
By taking first y D .yn/n2Z 2 AZ and setting

Xy WD
®
Sny W n 2 Z

¯
;

we obtain .Xy ; S/ a transitive subshift. In particular, we obtain .X�2 ; S/, called the square-
free system, where X�2 � ¹0; 1ºZ, and .X�; S/, called the Möbius subshift, where X� �

¹�1; 0; 1ºZ.
The notions of a (topological) factor and isomorphism (conjugacy) are defined simi-

larly to the measure-theoretic category remaining in the class of continuous maps. An impor-
tant invariant of topological conjugacy is that of entropy h.T / D h.X;T /.We refer the reader
to [39] for general definitions, however, if A is finite and .X; S/ is a subshift, then

h.X; S/ D lim
N !1

1

N
log
ˇ̌
L.X/ \ AN

ˇ̌
;

where L.X/ is the language of X , i.e., the set of all words (blocks) appearing in x 2 X .
Clearly, if X D Xy , it is enough to compute only words appearing in y.

A topological dynamical system .X;T / yieldsmeasure-theoretic dynamical systems
through Borel T -invariant measures: ifM.X;T / stands for the set of Borel T -invariant mea-
sures and � 2 M.X; T /, then it yields a measure-theoretic dynamical system .X; B; �; T /,
where B D B.X/ denotes the � -algebra of Borel subsets of X . We will detail slightly on
that. LetM.X/ denote the space of probability measures onX . With the weak-�-topology, it
becomes a metrizable compact space:�n ! � if and only limn!1

R
X

f d�n D
R
X

f d� for
each f 2 C.X/. If x 2 X then the measures of the form 1

N

P
n<N ıT nx are called empiric

measures. Note that any limit � of a convergent subsequence of empiric measures,
1

Nk

X
n<Nk

ıT nx ! �; (3.1)

must be a T -invariant measure (one says also that x is quasi-generic for �). This is the
classical Krylov–Bogoljubov theorem which tells us that the set M.X; T / is nonempty. It
automatically yields that the set M e.X; T / of ergodic measures is also nonempty. Note that
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another way to obtain an invariant measure is to change the Cesàro way of summation into
the logarithmic one,

1

LNk

X
n<Nk

1

n
ıT nx ! �;

where the limit measure is also T -invariant. We say that x 2 X is generic for � 2 M.X; T /

along .Nk/ if (3.1) holds. For example, �2 is generic (along the whole sequence of natural
numbers) for the so-called Mirsky measure ��2 and if the Chowla conjecture holds then �

is generic for the relatively independent extension O��2 of the Mirsky measure, where

O��2.C / D
1

2supp.C /
��2.C 2/

for each block C of �1, 0, 1s. We recall that each ergodic measure has a generic point. The
set of measures (called also “visible”) for which x is quasi-generic is denoted by V.x/ and it
is compact. Note that either jV.x/j D 1 (we say then that x is generic for this uniquemeasure)
or V.x/ is uncountable as it is also connected. Note also that

M e.X; T / � V.X; T / WD

[
x2X

V.x/:

If y 2 AZ and � 2 V.y/ then the measure-theoretic system .Xy ; B.Xy/; �; S/ is called a
Furstenberg system of y.

We can introduce similar notions (and prove similar facts) for the logarithmic way
of averaging. In general, there is no relation between V.x/ and V log.x/ unless x is generic
for � 2 V.x/ (it is then logarithmically generic for the same measure).

A topological system .X; T / is uniquely ergodic if jM.X; T /j D 1. The unique
invariant measure is then necessarily ergodic. Uniquely ergodic and minimal systems are
called strictly ergodic. The classical Jewett–Krieger theorem tells us that each ergodic system
has a strictly ergodic model.

3.2. Flows, special flows, change of time
Let us first see how, given a flow, to produce new flows with the same orbits but

(potentially) representing completely different (even disjoint!) dynamics. Assume that R D

.Rt / is a flow on .Z; D ; �/ and let v W Z ! R, v � "0 > 0 and v 2 L1.Z; D ; �/. Then, for
�-a.e. z 2 Z and all t 2 R, there is a unique solution u D u.t; z/ ofZ u

0

v.Rsz/ ds D t:

Then we set QRv
t .z/ D Ru.t;z/.z/ and obtain a new flow fRv D . QRv

t / which preserves the
measure . vR

v d�
/d� for which u.t; z/ is a cocycle. On the other hand, .u;x/ 7!

R u

0
v.Rsx/ds

defines a cocycle for R. If v0 W Z ! R is another time change and, for some measurable
� W Z ! R, Z u

0

v.Rsz/ ds D

Z u

0

v0.Rsz/ ds � �.z/ C �.Ruz/

for �-a.e z 2 Z and all u 2 R (that is, the two cocycles for R are cohomologous), then the
two time changes fRv , eRv0 are isomorphic. If v0 D c is additionally a constant (that is, the
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cocycle given by v0 is a quasi-coboundary), then eRv0

D fRc D .Rt=c/t2R, so this time change
is isomorphic to a rescaling of the original flow R.

We now invoke a construction transforming Z-actions (automorphisms) into R-
actions (flows) which is a kind of inducing representation.19 Assume that .X; B; �; T / is
a dynamical system and let f W X ! RC be an L1-function. Consider the probability space
.Xf ; Bf ; �f /, where

Xf
D
®
.x; r/ 2 X � R W x 2 X; 0 � r < f .x/

¯
with Bf being the restriction of the product � -algebra, and �f WD .� ˝ �R/jXf =

R
X

f d�.
We now define the special flow over T under the roof function f by setting

T
f
t .x; r/ D

�
T nx; r C t � f .n/.x/

�
;

where n 2 Z is unique such that

f .n/.x/ � r C t < f .nC1/.x/

and f .n/.x/ D f .x/ C f .T x/ C � � � C f .T n�1x/ if n > 0, f .0/.x/ D 0 and f .mCn/.x/ D

f .m/.x/ C f .n/.T mx/ for m; n 2 Z.
If f D 1 then we speak about the suspension flow OT over T ,

OTt .x; r/ D
�
T ŒtCr�x; ¹t C rº

�
;

for .x; r/ 2 X � Œ0; 1/. Note that for k 2 N,Z k

0

f
�

OTs.x; 0/
�

ds D

Z k

0

f
�
T Œs�x

�
ds D f .k/.x/

allows us to see the special flow T f as a time change of the suspension flow over T . It
follows that, given two special flows over the same automorphism T , we can obtain one
from the other by a time change.

The Kakutani–Ambrose theorem tells us that each flow has a special representation.
Representing a flow as a special flow (over a “known” automorphism) is a useful operation,
and finding T , especially in the smooth case, leads to seeking a good transversal to orbits of
the original flow. For example, in the case of smooth flows on surfaces it often leads to the
study of special flows over interval exchange transformations and interesting roof functions
having “controllable” singularities.

4. Ratner’s question, MW-strategy, and MOC for smooth

time changes of horocycle flows

4.1. Horocycle flows and MOC
One of the most important zero-entropy classes in dynamics is given by horocycle

flows whose definition we now recall. Let � � PSL2.R/ be a discrete subgroup with finite

19 The reader can check that the Koopman representation of the special flow defined below
is indeed the genuine induced representation of the Koopman operator associated to the
automorphism.
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covolume, in fact, we consider only the case � is cocompact, so that the homogeneous space
M D �n PSL2.R/ is compact and then the system is uniquely ergodic. Let us consider the
corresponding horocycle flow .ht /t2R and the geodesic flow .gt /t2R on M given by

ht .�x/ D � �

 
x �

"
1 t

0 1

#!
and gt .�x/ D � �

 
x �

"
e�t 0

0 et

#!
:

Since
gsht g

�1
s D he�2s t for all s; t 2 R; (4.1)

the flows .ht /t2R and .he�2s t /t2R are measure-theoretically isomorphic for each s 2 R (in
particular, all positive time automorphisms are isomorphic). In 2011, Bourgain, Sarnak, and
Ziegler proved the following:

Theorem 4.1 ([4]). Each time-t automorphism ht is Möbius orthogonal.

The main idea is to use the MW-strategy, and to show that, in fact, these time-t
automorphisms are orthogonal to any (zero mean, bounded) multiplicative function. It works
here because of the famous Ratner’s theory: given x 2 PSL2.R/, any point .�x; �x/ is
generic for a measure � (which must be a joining by unique ergodicity: � 2 J.T p; T q/,
where T D ht ) and, moreover, this joining is ergodic and of algebraic nature. As shown in
[4], this algebraic nature yields that, perhaps except for finitely many primes, we must obtain
the product measure.20 The proof really depends on some algebraic properties of horocycle
flows and because of that M. Ratner asked in 2013 what happens if we (smoothly) change
time and study MOC in this class.

4.2. Time changes of horocycle flows and MOC
In general, especially for flows which are mixing, it is difficult to decide whether or

not they are disjoint. Horocycle flows are mixing and so are their smooth time changes. In
1983, M. Ratner [32] discovered a new property of horocycle flows which basically gave a
quadratic way of divergence of distinct orbits of nearby points, which allows one to observe
some drift of these orbits. This geometric property has surprisingly strong rigidity joining
consequences. Ratner also showed that smooth time changes of horocycle flows enjoy this
divergence property [33]. It took more than 20 years to understand how to variate her original
property (keeping the joining consequences) to now commonly called Ratner’s properties, to
observe quantitatively the drift phenomenon also beyond the horocyclic world, in particular
to see it in dimension 2 (e.g., for some smooth flows on surfaces). A kind of a breakthrough
new disjointness criterion has been recently proved in [26]. It is tailored for flows (with a
Ratner’s property) having different speed of divergence (polynomial or subpolynomial) of
distinct orbit of close points. It fits to nontrivial smooth time changes . Qhv

t / of horocycle flows
as one of the main results of [26] shows:

20 This might suggest that we have the AOP property, but, in fact, as noticed in [3], (4.1)
applied to some compact regions implies that AOP fails for horocycle flows.
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Theorem 4.2 ([26]). Assume that the cocycle determined by a positive v 2 W 6.M/ has a
nontrivial support outside of the discrete series21 and is not a quasi-coboundary. Then, for
any real numbers 0 < p < q, the rescalings . Qhv

pt /t2R and . Qhv
qt /t2R are disjoint.

The situation looks a little bit paradoxical as, for the horocycle flows themselves, we
know that they are Möbius orthogonal, but the problem of whether the convergence in (1.2)
is uniform (in x 2 M ) is open, the strong MOMO property is open, and we also do not know
whether the Möbius orthogonality takes place in all uniquely ergodic models of horocycle
flows. On the other hand, when we change time (as above), for the flows whose dynamics
intuitively become more complicated, the answers to these questions are simply positive due
to Theorem 4.2, Proposition 1.5, and Theorem 1.4 (ii).

Using the same disjointness criterion, other disjointness results concerning some
mixing locally Hamiltonian flows (on surfaces), considered most often in their special repre-
sentations over irrational rotations (Arnol’d special flows) are proved in [26] to enjoy similar
internal disjointness properties. Hence, the Möbius orthogonality for them is also estab-
lished.

5. Sarnak’s conjecture and Furstenberg systems

It is not clear at all that the MOC can be expressed in terms of Furstenberg systems
of the Möbius function. In fact, following [24], we will consider a general problem in which
� is replaced by a function u W N ! D (the unit disc). We want to characterize those uwhich
are orthogonal to all zero-entropy systems,

lim
N !1

1

N

X
n�N

f .T nx/u.n/ D 0; (5.1)

for each .X; T / of zero entropy, all f 2 C.X/, and x 2 X . One can now wonder what is
special in the zero (topological) entropy class. For that we need to recall some classical
facts, namely the variational principle, which tells us that h.X; T / D 0 if and only if the
measure-theoretic entropy of each T -invariant measure is zero. By a convexity property of
the entropy, this is still equivalent to the fact that all ergodic measures have zero entropy. In
this way, we replaced the original assumption on .X; T / by an assumption on the measure-
theoretic systems determined by invariant measures. More than that, while thinking about
problem (5.1), we only care about properties of systems determined by visible measures � 2

V.X; T /. Finally, one can wonder what is special in the class of measure-theoretic systems
with zero entropy. Classical ergodic theory tells us that this is a class which is closed under
taking joinings and factors and for each automorphism .Z; D ; �; R/ there exists a largest
factor ….�/ � D of zero entropy, called the Pinsker factor of R. All this leads us to the
concept of a characteristic class and the problem of orthogonality to such.

21 This assumption is dropped in [11]. Flaminio and Forni used more directly Ratner’s work
[33] and show that the cocycles determined by v and v ı gr , where r D �

1
2 log.q=p/ are

not jointly cohomologous.
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5.1. Characteristic classes and the problem of orthogonality
A class F of automorphisms (it is implicit that this class is closed under isomor-

phism) is called characteristic if it is closed under taking (countable) joinings and factors.
Classical classes, like the zero-entropy class, the class of systems with discrete spectrum, and
the class of automorphismswhich are distal, are characteristic classes (manymore classes are
listed in [24]). OnceF is fixed, we consider the classCF of those topological systems .X;T /

for which .X; B.X/; �; T / 2 F for each � 2 V.X; T /. The following theorem establishes
the most useful ergodic properties following the concept of a characteristic class.

Theorem 5.1 ([24]). Assume that F is a characteristic class then, for each automorphism
.Z; D ; �; R/, there exists a largest factor DF � D belonging to F . Moreover, any joining
of .Z; D ; �; R/ with an automorphism from F is uniquely determined by its restriction to a
joining with DF .

With each class F , we can associate the class Fec consisting of the automorphisms
whose all ergodic components are in F .

Proposition 5.2 ([24]). If F is characteristic, then also Fec is characteristic.

In general, we then have CF � CFec , but the reader can check that if F is the zero-
entropy class then we have equality. Moreover,

CFec D
®
.X; T / W

�
X; B.X/; �; T

�
2 F for each � 2 M e.X; T /

¯
:

The zero-entropy class turns out to be special in the family of characteristic classes:

Proposition 5.3 ([24]). The zero-entropy class is the largest proper characteristic class.

It is also shown in [24] that there exists the smallest nontrivial characteristic class (it
consists of all identities of standard Borel probability spaces).

5.2. Orthogonality to characteristic classes. Veech’s conjecture
Given a classC of topological systems, we can now consider the problem of orthog-

onality of u W N ! D to C , that is,

lim
N !1

1

N

X
n�N

f .T nx/u.n/ D 0 (5.2)

for each .X;T / 2 C , all f 2 C.X/ and x 2 X . If orthogonality takes place, we write u ? C .
The central result of [24] is the following:

Theorem 5.4 ([24]). Assume that F is a characteristic class and u W N ! D. Then u ? CFec

if and only if

�0 ? L2
��

B.Xu/; �
�

Fec

�
for each Furstenberg system � 2 V.u/: (5.3)

Remark 5.5. Condition (5.3) will be called the Veech condition as Veech formulated it in
[38], in a form of a conjecture, as a statement equivalent to MOC in case of u D � and F
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equal to the (measure-theoretic) zero-entropy class. Theorem 5.4 proves in particular Veech’s
conjecture but, clearly, goes beyond it.

In the subsequent subsections we will say a fewwords on the tools that are employed
for the proof of Theorem 5.4 and briefly indicate some consequences of it.

5.3. Proof of Theorem 5.4
The sufficiency in Theorem 5.4 follows from a more general result:

Theorem 5.6 ([24]). If u W N ! D satisfies the Veech condition with respect to a character-
istic class F then u ? CF .

The proof of this theorem is purely ergodic, belongs to joining theory, and is based
on a fundamental non-disjointness lemma [29].22

The necessity requires more tools. The first relies on the existence of the so-called
Hansel’s models, being a counterpart of the classical Jewett–Kieger theorem in the noner-
godic case. Namely, if .Z; D ; �; R/ is a measure-theoretic dynamical system and we fix a
set of full measure of ergodic components then a Hansel model [18] of it is any topological
system .X; T / for which there exists � 2 M.X; T / yielding a measure-theoretic isomorphic
copy of R and such that each x 2 X is generic for one of the chosen ergodic components.
The next major step is a new lifting lemma23 (going largely beyond the context considered in
[6]) on quasi-generic points for joinings, and tailored to be applicable for the strong MOMO
property:

Lemma 5.7 ([24]). Assume that .Y;S/ and .X;T / are topological systems. Let � 2 M.X;T /,
u 2 Y be generic along an increasing sequence .Nm/ for � 2 M.Y;S/, and � 2 J.�;�/. Then
there exist a sequence .xn/ � X and a subsequence .Nm`

/ such that .Snu; xn/ is generic
along .Nm`

/ for � and the set ¹n � 0 W xnC1 ¤ T xnº is of the form .bk/ with bkC1 � bk ! 1

when k ! 1.

We then use some joining techniques and Lemma 5.7 to Hansel models of the largest
Fec-factors of Furstenberg systems of u. Finally, the reason why we useFec (and notF itself)
is that the orthogonality of u to CFec is equivalent to the strong MOMO property (relative to
u) of all systems in CFec (such a result, in full generality, is unknown for F ).

5.4. Some consequences of Theorem 5.4
We now come back to the problem of orthogonality of u W N ! D to the zero

(topological) entropy class (MOC is a particular case of this). In this case, Theorem 5.4
describes a kind of relativeKolmogorov propertywhich, by some ergodic considerations, can

22 Veech in [38], only for the zero entropy class, gives a rather complicated proof based on
the concept of quasi-factors by Glasner and Weiss. For this particular class, the proof is also
implicit in [1].

23 The lemma is also valid for the logarithmic way of averaging, which seems to be the first
result of that type in the literature.
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be replaced by so called (relative) K-mixing. We will now write a combinatorial reformula-
tion of the latter property assuming (for sake of simplicity) that there is only one Furstenberg
system of u:

Corollary 5.8 ([24]). If u W N ! D is generic then u is orthogonal to all zero-entropy systems
if and only if

lim
m!1

lim
N !1

ˇ̌̌̌
1

N

X
n�N

u.n/1u.mCn/;u.mCnC1/;:::;u.mCnC`�1/2C

ˇ̌̌̌
D 0

uniformly in ` � 1 and in C, a set of blocks of length `.

The above corollary is, of course, about cancelations of C1s and �1s along larger
and larger shifts of return times to a fixed set of blocks (of a fixed length). By a rather stan-
dard argument, it can be replaced with a conditional cancelation phenomenon for a single
“typical” block.

Another consequence of Theorem 5.4 is a purely ergodic proof of the so-called
averaged Chowla property shown first (even in the quantitative version) in [31] for theMöbius
function: for eachu W N ! D, for which all circle rotations satisfy the strongMOMO (relative
to u) property,24 we have

lim
H!1

1

H k

X
h1;:::;hk�H

lim
k!1

1

Nk

ˇ̌̌̌
ˇ X
n�Nk

u.n/

kY
iD1

ci .n C hi /

ˇ̌̌̌
ˇ D 0

for all sequences ci W N ! D, i D 1; : : : ; k.
The strength of Theorem 5.4 also follows from the fact that it is valid in the logarith-

mic context which is better understood. As we have already mentioned in the introduction,
using it together with some earlier results by Tao and Frantzikinakis yields Theorem 1.9.
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