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Abstract

We consider the linear Schrödinger equation describing N quantum (bosonic) particles at
equilibrium and study its behavior as N tends to infinity. We place the system in the mean-
field regime, in which the particles are very tightly packed but interact weakly. In this limit
we prove that they become essentially independent and identically distributed according to
a nonlinear partial differential equation. Our main tool is the quantum de Finetti theorem,
an abstract result about how independence can arise due to symmetry in such systems.
By considerably increasing the randomness in the system, we can also obtain nonlinear
Gibbs measures. Those are probability measures over an infinite-dimensional space, which
play a major role in different areas of mathematics. The two- and three-dimensional cases
are particularly challenging due to the necessity of using a renormalization procedure to
cancel infinities.
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1. Introduction

Mathematics is efficient in describing some aspects of our world [63]. Many com-
plicated natural phenomena are well reproduced using rather simple equations. More than
that, abstract results or principles can sometimes even be used to predict new phenomena,
later confirmed by experiments. This happened many times in physics in the 20th century,
in particular through arguments based on symmetry. Several elementary particles were dis-
covered this way (such as the positron predicted by Dirac in 1928 and discovered later by
Anderson in 1932 or, more recently, the Higgs boson). In this respect, mathematics is not
just an efficient tool to model our world, it can sometimes also be used to explore it.

Quantum mechanics is certainly one of the physical theories relying the most on
mathematics. This is in part due to the strong influence of Hilbert in Göttingen, where
Heisenberg and Born invented the “new quantum mechanics” around 1925 [56,58]. In fact,
several mathematical concepts used all the time today (such as the Hilbert space) have been
invented in this context [62]. This is a culmination of Hilbert’s program to axiomatize physics,
his 6th problem at the International Congress of Mathematics in 1900 [31].

At about the same time that quantum mechanics was being formalized, Bose [10]

and Einstein [19] predicted the existence of a new state of matter, now called a Bose–Einstein
condensate. Their argument was again mainly based on symmetry. Under the assumption
that the wave function of a set of N particles is invariant under the action of the permutation
group SN , they found that those particles would have to behave rather strangely when N gets
large, at very low temperatures. When the temperature passes below some critical value, they
start traveling through the whole system at macroscopic distances, and all adopt the exact
same behavior on average. A condensate is thus a macroscopic piece of quantum matter,
where quantum effects can almost be observed with the human eye. The particles respecting
this symmetry are now called bosons; famous examples include photons and helium atoms.
Even if Bose–Einstein condensation (BEC) was suspected to play a role in many experiments
(e.g., for the superfluidity of liquid helium), it was only in 1995 that a condensate could finally
be realized in the laboratory [4,13]. This was recognized by a Nobel prize in 2001 and is still
a very active subject of research in theoretical and experimental physics.

The argument of Bose and Einstein concerned noninteracting particles, and it can be
made rigorous. However, real particles interact with each other and providing a mathematical
proof of condensation in this case turned out to be very difficult, even at zero temperature.
This was finally achieved in a series of works by Lieb, Seiringer, and Yngvason [43–46,50]

starting in 1998. These works belong to a large trend of research in analysis and mathematical
physics which was stimulated by the numerous experimental discoveries starting from 1995.

In this paper I present the results obtained on the subject with my collaborators in the
four articles [37,38,41,42] published in the period 2014–2021. In [37] we realized with Phan
Thành Nam and Nicolas Rougerie that BEC can, to some extent, be understood through a
purely abstract result, the quantum de Finetti theorem. A version of this theorem was proved
in 1969 [33,60] within the framework of operator algebras, and it currently plays an impor-
tant role in quantum information theory. Its use for the condensation of bosons had, however,
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been rather anecdotal. The classical version of de Finetti’s theorem dates back to 1931 and
is often called the Hewitt–Savage theorem [14,30]. It plays a central role in probability and
statistics. Loosely speaking, the latter says that a sequence of infinitely many exchangeable
random variables is essentially automatically independent and identically distributed (i.i.d.).
More precisely, its law must be the convex combination of i.i.d. random variables. Similarly,
we will see that the emergent macroscopic i.i.d. behavior of the bosons in a condensate is a
consequence of their indistinguishability, which implies a certain symmetry under permuta-
tions.

This point of view allowed us to push forward the mathematical analysis of conden-
sates. In particular, in [38, 41] we started to look at a new situation where the randomness
between the condensed particles is considerably increased, due to the temperature. This cor-
responded to looking at how the condensate is forming, just before the phase transition. We
showed that the condensed bosons are then described by nonlinear Gibbs measures. These
probability measures in infinite dimension play a major role in several areas of mathematics.
They, for instance, appear in the study of rough stochastic partial differential equations and
of deterministic equations with random initial data (as promoted by Bourgain [11, 12] and
now studied by many authors). Our new program has generated some interest and important
achievements followed, in particular by Fröhlich, Knowles, Schlein, and Sohinger [22–24].

We shall restrict here our attention to a particular regime, called the mean-field limit.
The system is assumed to be very dense (hence the particles meet very often) but the particles
interact only a little. The many-particle interaction then gets replaced by an effective nonlin-
ear interaction, seen by all the particles in the system, which leads to a nonlinear partial dif-
ferential equation. This is not the most common regime in experiments [4,13]. The system is
often rather dilute such that the particles instead meet rarely. The Lieb–Seiringer–Yngvason
analysis in this case is more involved and requires more assumptions [43–46,50].

In the next section we introduce the Schrödinger model for N bosons. In Sec-
tion 3 we review our main results on Bose–Einstein condensation in the mean-field limit
from [37, 42]. We then turn in Section 4 to a different mean-field regime where nonlinear
Gibbs measures appear [38, 41]. Due to space limitations, we will avoid entering too much
into the technical details. We will also not be able to cite all the existing literature. In addition
to [37,38,41,42], we refer to a previous proceedings [36] for more references (in particular on
the physics side), and to [57] for a recent and detailed review of known results.

2. The N-particle quantum model

We consider a system composed of N identical particles evolving in Rd . Physically
d 2 ¹1;2;3º, but for the moment any d > 1 is allowed. We assume that interactions take place
by pairs and are described with an even potential w W Rd ! R. We ignore more complicated
events involving three or more particles at a time. We also submit our system to an external
potential V W Rd ! R, which is typically used to ensure that the particles do not escape.

In classical mechanics, our particles would be described by N vectors ¹.xj ;pj /ºN
j D1

in Rd � Rd , where xj is the position of the j th particle and pj D mvj is its momentum
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(mass times velocity). The time evolution is a Hamiltonian system based on the energy

Hcl.x1; p1; : : : ; xN ; pN / D

NX
j D1

jpj j2

2m
C

NX
j D1

V.xj / C �
X

16j <k6N

w.xj � xk/;

with the usual symplectic form on the phase space. The three terms are respectively the
kinetic energy, the potential energy, and the interaction energy. We have inserted a cou-
pling constant � which we will later use to tune the strength of the interaction between the
particles. The usual Hamilton equations lead to Newton’s equations that the acceleration
is proportional to the forces felt by each particle (which depend on the positions of all the
others). Stationary states correspond to critical points of Hcl. Those always have all the pj

equal to 0 (the particles do not move!). Equilibrium states are those where Hcl is a local
minimum. Of interest are also measures on the phase space .Rd � Rd /N which are glob-
ally invariant under the Hamiltonian flow. This is the case of any function of the conserved
Hamiltonian Hcl but an important example is given by the Gibbs measures

P .x1; p1; : : : ; xN ; pN / D Z�1e�T �1Hcl.x1;p1;:::;xN ;pN /;

Z WD

Z
R2dN

e�T �1Hcldx1 � � � dpN ;
(2.1)

where T is a temperature used to model the amount of randomness in the system. In the limit
T ! 0C, the probability measure P concentrates on the minimum of Hcl.

For microscopic particles such as atoms, the classical model is not sufficiently pre-
cise and one has to switch to quantum mechanics. The basic principle is to give up the
idea that one can know the exact positions and momenta of the particles. Instead, quan-
tum mechanics provides us with two probability measures on .Rd /N corresponding to the
possible positions and momenta, respectively. These two probability measures are not inde-
pendent, on account of Heisenberg’s uncertainty principle which states that positions and
velocities cannot be known simultaneously to an arbitrary precision. This principle is math-
ematically expressed using the Fourier transform. Namely, our N quantum particles are
represented by a square-integrable function ‰ 2 L2.RdN ; C/ called the wave function, nor-
malized in the manner

R
RdN j‰j2 D 1, and it is postulated that

• j‰.x1; : : : ; xN /j2 is the probability density that the particles are at x1;

: : : ; xN 2 Rd ;

• jb‰.p1; : : : ; pN /j2 is the probability density that they have the momenta p1;

: : : ; pN .1

Integrating the above two probability densities against the classical energy and using that
2�i@xj

‰ D pj
b‰, we find that the quantum energy can be expressed in terms of ‰ as

E.‰/ D
1

2m

Z
RdN

jr‰j
2

C

NX
j D1

Z
RdN

V.xj /j‰j
2

C �
X

16j <k6N

Z
RdN

w.xj � xk/j‰j
2:

(2.2)

1 Here b‰.p1; : : : ; pN / D .2�/� dN
2

R
RdN ‰.x1; : : : ; xN /e�i

PN
j D1 xj �pj dx1 � � � dxN .
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This is the quadratic form associated with the operator

HN;� WD

NX
j D1

��xj

2m
C

NX
j D1

V.xj / C �
X

16j <k6N

w.xj � xk/ (2.3)

which is our main object of interest. We will work in a system of units so that 2m D 1.
Since our N particles are all the same, the two probability densities j‰j2 and jb‰j2

must be symmetric functions, that is, invariant if we permute their variables. Some additional
constraints are thus needed on ‰. Only two possible choices can preserve the linear character
of quantum mechanics, namely ‰ must itself be either symmetric or antisymmetric. This cor-
responds to the two types of quantum particles existing in Nature, respectively called bosons
and fermions. In this paper we exclusively consider the bosonic case, and hence restrict HN;�

to the subspace of symmetric square-integrable functions, denoted by

L2
s

�
.Rd /N ; C

�
D

®
‰ 2 L2

�
.Rd /N ; C

�
W ‰.x�.1/; : : : ; x�.N // D ‰.x1; : : : ; xN /; 8� 2 SN

¯
:

We emphasize that each xj is in Rd . We are not permuting the coordinates of a given particle.
The quantum model is again a Hamiltonian system, in infinite dimension. Equi-

librium states are critical points of the quantum energy E in (2.2), on the unit sphere of
L2

s ..Rd /N ; C/. Those are exactly the symmetric eigenfunctions of the Hamiltonian HN;�,
which solve Schrödinger’s equation

HN;�‰ D E‰: (2.4)

We will be particularly interested in what is called the ground state (the equilibrium state of
lowest possible energy), that is, the first eigenfunction. The corresponding energy is

E.N; �/ WD min �.HN;�/ D infR
j‰j2D1

E.‰/

where �.H/ denotes the spectrum of an operator H . Other states of interest are quantum
Gibbs states, which are given by a formula similar to the classical case (2.1) by

�T;N;� WD Z�1
T;N;�e�T �1HN;� ; ZT;N;� D Tr.e�T �1HN;�/; (2.5)

with the trace taken only over the symmetric subspace L2
s ..Rd /N ; C/. Those are compact

operators which involve the whole spectrum of the quantum operator HN;�. The correspond-
ing free energy of the system is then given by

F.T; N; �/ WD �T log ZT;N;� (2.6)

and it converges to E.N;�/ in the limit T ! 0C. We postpone the presentation of the precise
assumptions on the potentials V and w which ensure that this is all well defined.

Finding the equilibrium states (2.4) or the Gibbs state (2.5) requires diagonalizing
the operator HN;�. Due to the high dimensionality of the problem, this is impossible in most
physical situations, even numerically at a sufficiently high precision. It is therefore important
to rely on simpler approximations that are both precise enough and suitable to numerical
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investigation. One of the most famous is the mean-field model, which consists in assuming
that the particles are independent but evolve in an effective, self-consistent, potential which
replaces the many-particle interaction. The linear many-body Schrödinger equation (2.4) on
RdN is then replaced by a more tractable nonlinear equation in Rd . Introduced by Curie
and Weiss to describe phase transitions in the classical Ising model, the mean-field method
is now extremely popular in many areas of physics, and has even spread to other fields like
biology and social sciences. We explain in the next section how the N -particle quantum
system in fact converges to such a nonlinear problem in a specific limit.

3. Mean-field limit to the Gross–Pitaevskii equation

Gross–Pitaevskii theory. In a fully condensed system, the N bosons are by definition
i.i.d. and the corresponding wave function is factorized, that is,

‰.x1; : : : ; xN / D u˝N .x1; : : : ; xN / WD u.x1/ � � � u.xN /; (3.1)

for some normalized u 2 L2.Rd ; C/. After some computation, one finds that the energy of
such a state equals E.‰/ D N EGP.u/ where EGP is the Gross–Pitaevskii (GP) energy [28,54],

EGP.u/ D

Z
Rd

ˇ̌
ru.x/

ˇ̌2 dx C

Z
Rd

V.x/
ˇ̌
u.x/

ˇ̌2 dx

C
�.N � 1/

2

“
Rd �Rd

w.x � y/
ˇ̌
u.x/

ˇ̌2 ˇ̌
u.y/

ˇ̌2 dx dy: (3.2)

It is often also called “Hartree” when w is a smooth function. When w is proportional to
a Dirac delta, one often uses the acronym NLS for “nonlinear Schrödinger.” Historically
designed to describe quantized vortices in superfluid helium (in which it applies to only a
small fraction of the particles), the Gross–Pitaevskii model is now the main tool to study
Bose–Einstein condensates. If we minimize over all normalized u, we obtain the smallest
possible energy per particle of a fully condensed system

eGP WD infR
Rd juj2D1

EGP.u/: (3.3)

An associated minimizer u0, when it exists, solves the nonlinear eigenvalue equation�
�� C V.x/ C �.N � 1/ju0j

2
� w.x/

�
u0.x/ D "0u0.x/; (3.4)

where "0 is a Lagrange multiplier associated with the normalization constraint in L2.Rd /.
The nonlinearity is only through the “mean-field potential” ju0j2 � w. Equation (3.4) has
been used with impressive success to describe Bose–Einstein condensates. A famous exam-
ple is the vortices appearing in rotating gases, see Figure 1. Note that EGP also provides a
Hamiltonian system, whose dynamics is given by the nonlinear Schrödinger equation

i@t u D
�
�� C V C �.N � 1/juj

2
� w

�
u: (3.5)
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Figure 1

(Left) Experimental pictures of the density of fast rotating Bose–Einstein condensates from [1] (© AAAS with
permission). (Right) Numerical calculation of ju0j2 for the Gross–Pitaevskii solution u0 of (3.4) with additional
terms describing the rotation, using GPELab [5] (© Antoine & Duboscq with permission). The dots are small
vortices appearing under the effect of rotation, which seem to be placed on a triangular lattice [2].

Mean-field limit. The proof of Bose–Einstein condensation requires understanding how
independence arises in an interacting system. The interactions will have to be weak and
there are (at least) two ways this could happen. The first is when they are rare, which is the
dilute regime appropriate for many experiments. Another situation is when the interactions
are small in amplitude, that is, � is small. In order to have them play a role, many collisions are
then needed. This corresponds to a high density regime where the particles meet very often
but interact only a little bit each time. The latter is our mean-field regime. Surprisingly, very
similar theorems are expected in the two opposite regimes.

The mean-field regime corresponds to taking N ! 1, with the potential V used to
confine most particles to a finite region of space. At the same time, we take � ! 0. From the
formula (3.2) of the GP energy and the GP equation (3.4), we see that the interesting regime
is � � 1=N . This makes the quantum Hamiltonian HN;� essentially of order N . To simplify
some expressions including (3.2) and (3.4), we simply choose

� D
1

N � 1

and denote HN WD HN;�, E.N / D E.N; �/, etc. Then eGP is independent of N . Using
E.N / 6 E.u˝N / D N EGP.u/ and minimizing over u, we obtain the simple upper bound

E.N / 6 NeGP: (3.6)

We need technical assumptions on the potentials V and w to make everything mean-
ingful. In the whole paper we distinguish two situations:

• (confined case) w and V� D max.0; �V / are in Lp.Rd ; R/ C L1.Rd ; R/ with
p D 1 if d D 1, p > 1 if d D 2 and p D d=2 if d > 3, VC is in L1

loc.R
d ; R/ and

diverges at infinity;
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• (unconfined or locally-confined case) V and w are in Lp.Rd ; R/ C L1.Rd ; R/

with p as above, and tend to 0 at infinity.

These conditions are not optimal and can be weakened in several ways. The most important
is that we make no assumption on the sign of w or its Fourier transform Ow. The interaction
can be repulsive, attractive, or both.

Theorem 1 (Convergence of energy [37]). Under the previous assumptions, we have

lim
N !1

E.N /

N
D eGP: (3.7)

In the confined case, if, in addition,
R

Rd e�T �1V.x/dx < 1 for all T > 0, then we have the
same limit for F.T; N / in (2.6), for all T > 0.

Similar results have been shown in many particular situations, but Theorem 1 is, to
my knowledge, the first generic result. Important previous works in the same spirit include [6,

49] for unconfined systems, and [20,55,61] in the confined case. The limit for F.T; N / says
that the temperature plays no role at the considered scale. In Section 4 we look at the case
where T ! 1 and get a different limit. A simple proof of Theorem 1, different from that
of [37], is provided in the appendix. The argument is inspired of [34,49] and was first written
in the proceedings [36] but, unfortunately, never published. It is also described in [57, Chap. 2].

The reader should think that our model is expressed at the macroscopic scale where
condensation happens. But interactions typically take place at the microscopic scale. After
changing units, in d D 3 the more physical dilute limit corresponds to replacing w.x/ by
N 3w.Nx/ in our model. That the interaction becomes N -dependent generates many diffi-
culties. Under further assumptions on w, the same limit (3.7) was proved in [43,44,46], with
w replaced by 8�aı in EGP, with a > 0 the scattering length of w and ı the Dirac delta. The
positive temperature case is handled in [16,17].

Our next goal is to prove that the system is really condensed, that is, the bosons are
essentially independent. Unfortunately, one cannot expect that ‰N will be close in norm to a
factorized state such as (3.1). Changing one of the u’s in the tensor product (that is, exciting
one particle out of the condensate) would only affect the total energy to an O.1/ hence not
change the main result. The proper way to express Bose–Einstein condensation is, following
Penrose and Onsager [53], through the corresponding k-particle density matrices. Those are
the quantum equivalent of marginals in probability theory, which appear for events involving
only k particles at a time. They are defined for all k > 1 through their integral kernel by

�
.k/
‰N

.x1; : : : ;xk ;y1; : : : ;yk/ WD
N Š

.N � k/Š

Z
Rd.N �k/

‰N .x1; : : : ;xk ;Z/‰.y1; : : : ; yk ; Z/dZ:

This is a compact operator with trace equal to N Š
.N �k/Š

, hence an operator norm bounded by�
.k/
‰N

 6
N Š

.N � k/Š
�

N !1
N k : (3.8)

For large bosonic systems in normal conditions (such as a gas or a solid), �
.k/
‰N

will stay of
order one. Penrose and Onsager [53] suggested that a signature of Bose–Einstein condensa-
tion is when some eigenvalues are of order N k . In fact, factorized states such as (3.1) saturate
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the bound in (3.8) since their k-particle density matrices are all of rank one:

�
.k/

u˝N D
N Š

.N � k/Š

ˇ̌
u˝k

˛˝
u˝k

ˇ̌
:

Here we use the bra-ket notation for the operator jf ihgju WD hg; uif . The following says
that, in the mean-field limit, condensation happens precisely on the set of minimizers of the
Gross–Pitaevskii energy.

Theorem 2 (Convergence of states [37]). Under the previous assumptions on V and w, let
‰N be any sequence such that h‰N ; HN ‰N i D E.N / C o.N /. In the confined case, there
exist a subsequence Nj ! 1 and a probability measure � on M D ¹minimizers for eGPº,
invariant under multiplication by phase factors, such that

lim
Nj !1

�
.k/
‰Nj

.Nj /k
D

Z
M

ˇ̌
u˝k

˛˝
u˝k

ˇ̌
d�.u/; 8k > 1; (3.9)

strongly in trace norm. In the unconfined or locally-confined case, the result is the same
except that M D ¹weak limits of minimizing sequences for eGPº and the limit in (3.9) a priori
only holds weakly-� in the trace class.

The simplest case is when M D ¹ei� u0; � 2 Œ0; 2�/º, that is, the GP minimizer is
unique modulo phase. Then there will always be complete Bose–Einstein condensation on
u0 and no need to extract subsequences. One should probably think of � as a probability over
experiments, where only one GP minimizer u0 is usually observed at a time. Note that it is
possible to construct sequences ‰N converging to any chosen probability � on M. The exact
ground state of HN might converge to a definite �, but this is not addressed in the theorem. In
the unconfined or locally-confined case, the result only gives condensation for the particles
that stay in a neighborhood of the origin (due to the weak limits in the statement). All the
information about the particles escaping to infinity is lost.

The main tool for proving Theorems 1 and 2 is the quantum de Finetti theorem.
The following is our version of this result from [37], which involves weak limits and is thus
stronger than the historical theorem from [33,60].

Theorem 3 (Quantum de Finetti [33, 37, 60]). Let ‰N be any sequence of normalized sym-
metric wave functions in L2

s ..Rd /N ; C/. Assume that the k-particle density matrices satisfy

�
.k/
‰N

N k
*
�

‡ .k/; 8k > 1; (3.10)

weakly-� in the trace class. Then there exists a probability measure � on the unit ball B D

¹u 2 L2.Rd /; kukL2 6 1º, invariant under multiplication by phase factors, such that

‡ .k/
D

Z
B

ˇ̌
u˝k

˛˝
u˝k

ˇ̌
d�.u/; for all k > 1.

Convergence holds in trace norm in (3.10) for one (hence all) k > 1 if and only if � is
supported on the unit sphere S D ¹u 2 L2.Rd /; kukL2 D 1º.

The result is, in fact, valid in any separable Hilbert space, but we used L2.Rd / to
avoid introducing any new notation. A similar theorem appeared earlier in [3] but it was
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formulated differently. Note that since the k-particle density matrices are bounded in trace
norm after dividing by N �k , the limit (3.10) always holds for a subsequence, by the Banach–
Alaoglu theorem. Theorem 3 says that whatever converges at the scale N k has to come
from factorized states, that is, condensates. This abstract result is only a consequence of the
symmetry of bosonic states and it is valid for any sequence ‰N , irrespective of the physical
context. This justifies and goes much further than the theory of Penrose and Onsager [53].

The above quantum de Finetti theorem makes the proof of Theorems 1 and 2 very
simple for confined systems. The main observation is that the energy can be written in terms
of the two-particle density matrix as follows:

E.‰N /

N
D

Tr.H2�
.2/
‰N

/

2N.N � 1/
:

After extracting a subsequence, we can assume that N �k
j �

.k/
‰Nj

*� ‡ .k/ weakly-�, for some
‡ .k/ and all k > 1. For confined systems, H2 has a compact resolvent and the energy bounds
can be used to show that the limit holds in trace norm. Using Fatou’s lemma for the trace and
the quantum de Finetti Theorem 3 for �.2/, we infer that

lim inf
N !1

E.N /

N
D lim inf

Nj !1

Tr.H2�
.2/
‰Nj

/

2Nj .Nj � 1/
>

1

2
Tr

�
H2‡ .2/

�
D

Z
S

hu˝2; H2u˝2i

2
d�.u/

D

Z
S

EGP.u/ d�.u/ > eGP

Z
S

d�.u/ D eGP: (3.11)

The upper bound (3.6) implies that there is equality everywhere, hence E.N /=N ! eGP

and � is supported on the set of minimizers for eGP. This concludes the proof of Theorems 1
and 2 for confined systems. An argument of the same kind appeared before in [20,55,61].

For unconfined systems, some particles can escape to infinity and the argument is
much more complicated. The weak limit in (3.10) might not provide sufficient information.
In [37] we treated separately the particles staying in a neighborhood of 0 (for which the
quantum de Finetti theorem is valid) and those that escape. All the possible cases of K

particles escaping and N � K staying, with K of the order of N have to be considered.
These different events are handled using a technique introduced in [35] together with the
concentration–compactness method. This is, in fact, also the idea of the proof of Theorem 3.

The Bogoliubov correction. The convergence of the density matrices says very little about
the behavior of the wave function ‰N itself. This problem requires determining the next
order in the energy expansion, called the Bogoliubov correction. We quickly present here
the results obtained in this direction in [42]. Our idea was to concentrate on the excitations
outside of the condensate. We noticed that, given a reference normalized function u0 in
L2.Rd / – for instance, a GP minimizer – any N -particle wave function can be uniquely
decomposed in the form

‰N D '0u˝N
0 C '1 ˝s u˝N �1

0 C � � � C 'N �1 ˝s u0 C 'N (3.12)

where the 'j are completely orthogonal to u0, that is, belong to .¹u0º?/˝j . Here ˝s is a
notation for the symmetrized tensor product, whose precise definition can be found in [42].
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The map ‰N 7! '0 ˚ '1 ˚ � � � ˚ 'N �1 ˚ 'N is a unitary operator from the N -particle
space L2

s ..Rd /N ; C/ to the truncated bosonic Fock space

F 6N
C D C ˚

NM
nD1

nO
s

¹u0º
?

which later became known as the excitation map. In the mean-field regime the 'j ’s will
converge to a limit in the full Fock space FC WD F 61

C and describe the excitations.
We have seen that the leading order of the energy is given by the Gross–Pitaevskii

minimization. Bogoliubov predicted in [9] that the next order can be expressed using the
Hessian of EGP at the GP minimizer u0, a bit like in a Taylor expansion (the gradient of
EGP does not appear since u0 is a critical point of EGP on the unit sphere). More precisely,
the Hessian has to be second-quantized on the Fock space FC, which provides the so-called
Bogoliubov Hamiltonian, defined using creation and annihilation operators by

H0 D

Z
a�.x/

�
�� C V C ju0j

2
� w � "0

�
a.x/ dx

C

“
u0.x/u0.y/w.x � y/a�.x/a.y/ dx dy

C
1

2

“
w.x � y/

�
u0.x/u0.y/a�.x/a�.y/ C u0.x/u0.y/a.x/a.y/

�
dx dy: (3.13)

It would take us too far to explain this formula in detail and we refer to [42]. The form of
the spectrum of the operator H0 is important to explain the superfluidity of cold Bose gases.
This spectrum occurs in the mean-field limit, as specified in the following result.

Theorem 4 (Validity of Bogoliubov’s theory [42]). We work in the confined case and assume
that eGP admits a unique and nondegenerate minimizer u0 (modulo phase), which satisfies“

Rd �Rd

w.x � y/2
ˇ̌
u0.x/

ˇ̌2 ˇ̌
u0.y/

ˇ̌2 dx dy < 1:

Then, for every fixed j , the j th eigenvalue (counted with multiplicity) satisfies

lim
N !1

�
�j .HN / � NeGP

�
D �j .H0/: (3.14)

The first eigenvalue �1.H0/ is always simple, with corresponding normalized ground state
denoted by ˆ D ¹'nºn>0 2 FC (defined up to a phase factor). The lowest eigenfunction ‰N

of HN is also simple and, with a correct choice of phase, we have

lim
N !1

‰N �

NX
nD0

'n ˝s .u0/˝N �n

 D 0: (3.15)

A similar convergence holds for the higher eigenfunctions, up to subsequences in case of
degeneracy.

The limit (3.15) provides the exact behavior of ‰N , which involves the condensate
u0 and all its excitations 'n. That a second-quantized model arises for the excitations is well
explained using the excitation map associated with the decomposition (3.12). Our result was
stimulated by [25,27,48,59]. Many other works followed. The similar result in the much more
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complicated dilute regime has been open for a long time and was only solved very recently in
several groundbreaking works [7,8,21,51]. At a fixed temperature T > 0, Bogoliubov theory
also predicts the O.1/ correction to NeGP in the expansion of F.T; N; �/ in (2.6) [37].

4. Derivation of nonlinear Gibbs measures

We have seen in Theorem 2 that the condensed particles can be represented by a
probability measure � concentrated on the set M of minimizers of the Gross–Pitaevskii
energy. This naturally raises the question of whether one can get other kinds of measures �

in a mean-field limit. Introducing a fixed temperature T as in Theorem 1 will not change
anything at that scale. In [38] we proposed that taking T ! 1 at a proper speed (depending
on N ) should lead to a nonlinear Gibbs measure � and proved this in dimension d D 1. The
much more complicated dimensions d 2 ¹2; 3º were only solved later in [41] and, simulta-
neously, in [24] with a completely different method.

Note that since we are working at the macroscopic scale, the parameter T is not the
real thermodynamic temperature of the system. After reexpressing everything in microscopic
units, our limit rather corresponds to looking just above the critical temperature, right before
the condensation has started to appear [41, App. B]. Thus the nonlinear Gibbs measures are
describing the way that the Bose–Einstein condensate forms.

The nonlinear Gibbs measure is formally given by

d�.u/ D z�1e�EGP.u/��
R

Rd juj2 du; (4.1)

where z is a normalization factor used to make � a probability, and where we have perturbed
the GP energy by a multiple of the mass

R
Rd juj2, for convenience. This is the same as chang-

ing V into V C �. The constant �� has the physical interpretation of a chemical potential and
we have � D �"0 in the GP equation (3.4). From a Hamiltonian system point of view, we are
considering the linear combination of two conserved quantities (energy and mass), which
are both constants along the nonlinear GP flow (3.5). We could also insert a temperature
in (4.1), but we have taken it equal to one to avoid introducing too many parameters.

The formula (4.1) is completely formal. There is nothing such as du for functions u

in infinite dimension. Things are a little bit easier if we look at the noninteracting problem,
that is, take w D 0. In the confined case, we call .�� C V /vj D �j vj the eigenfunctions
and eigenvalues of �� C V . We then choose the constant � so that �� C V C � > 0, that
is, � > ��1.�� C V /. The formal probability measure

d�0.u/ D z�1
0 e�hu;.��CV C�/ui du (4.2)

is a Gaussian measure in infinite dimension. It is by definition the unique probability measure
whose cylindrical projection to the finite-dimensional space span.v1; : : : ; vJ / equals the
normalized Gaussian on CJ , that is,

d�0;J .u/ WD

JY
j D1

.�j C �/e�.�j C�/juj j2

�
duj ;

3811 Mean-field limits and nonlinear Gibbs measures



where uj WD hvj ; ui, for any J > 1. Under appropriate growth assumptions on V , this
provides a well-defined probability measure. Note, however, that we always have
hu; .�� C V /ui D C1 �0-almost surely, which is why (4.2) is purely formal.

In dimension d D 1, the Gaussian measure �0 concentrates on functions in L2.R/,
and we can then define � using �0 as reference in the form

d�.u/ D z�1e�I.u/ d�0.u/; (4.3)

where

I.u/ WD
1

2

“
Rd �Rd

ˇ̌
u.x/

ˇ̌2 ˇ̌
u.y/

ˇ̌2
w.x � y/dxdy; z WD

Z
e�I.u/ d�0.u/: (4.4)

We will always assume that I.u/ > 0, which, for instance, follows if w > 0 or Ow > 0 (defocus-
ing case). If I.u/ is not infinite �0-almost surely, we conclude that 0 < z < 1 and hence � is
a well-defined probability measure, absolutely continuous with respect to �0. The situation
is much more complicated in dimensions d > 2, since �0 always concentrates on distribu-
tions. Then ju.x/j2 does not make any sense and thus I.u/ is not defined. It is necessary to
remove infinities in I by a renormalization procedure.

The one-dimensional case. We first discuss the mean-field limit in dimension d D 1, fol-
lowing [38]. The Gibbs measure � in (4.3) lives on the whole space L2.Rd /. It is not
restricted to the unit sphere as was the case in Theorem 2. To obtain �, we need to work
grand-canonically, that is, average over all possible numbers of particles in a kind of Laplace
transform. The corresponding quantum state takes the form, in Fock space,

��;�;T WD Z�1
�;�;T

M
n>0

e�T �1.Hn;�C�n/; Z�;�;T D 1 C

X
n>1

e�T �1�n Tr.e�T �1Hn;�/;

and its density matrices are given by

�
.k/

�;�;T
.X; Y / WD Z�1

�;�;T

X
n>k

nŠ

.n � k/Š
e�T �1�n

Z
.Rd /n�k

e�T �1Hn;�.X; ZI Y; Z/ dZ; (4.5)

with X D .x1; : : : ; xk/ and Y D .y1; : : : ; yk/. In statistical mechanics, it is frequent to
work in the grand-canonical setting, which has a much simpler algebra. It is often easy to
subsequently infer a result without any average over N , but we have not yet investigated this
question.

Theorem 5 (Derivation of nonlinear Gibbs measures in dimension d D 1 [38]). Let d D 1.
We work in the confined case and assume, in addition, that Tr.�� C V C �/�1 < 1 for
some (hence all) � > ��1.�� C V /. Let w D w1 C w2 with w1 a finite positive Borel
measure on R and 0 6 w2 2 L1.R/. For any � > ��1.�� C V / and any k > 1, we have
the convergence

lim
�!0C

�T !1

�k�
.k/

�;�;T
D

Z ˇ̌
u˝k

˛˝
u˝k

ˇ̌
d�.u/ (4.6)

in trace norm, where � is the nonlinear Gibbs measure defined in (4.3).
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Note the assumption that w is nonnegative, which implies I.u/ > 0. Since the
number of particles has been averaged over, hence is not at our disposal anymore, the
limit (4.6) involves the parameter � with T � ��1 ! 1. In fact, the limit (4.6) also says
that the average number of particles in the Gibbs state is of order ��1:

Z�1
�;�;T

X
n>1

ne�T �1�n Tr.e�T �1Hn;�/ D Tr
�
�

.1/

�;�;T

�
� ��1

Z
kuk

2
L2.Rd /

d�.u/:

The same limit as (4.6) is expected for the N -particle Gibbs state in (2.5), when T � N and
� is replaced by its restriction to the unit sphere. The assumptions of the theorem have been
weakened in [39].

Renormalization in two and three dimensions. In physics, renormalization is not just
about removing undesired infinities. The removal of the bad terms must be justified by only
changing physical parameters in the system [15,18]. This is unfortunately often neglected in
mathematical works on the subject. Here we will see that the theory can be made finite by
only adjusting the constant �. For simplicity, we explain the construction at the level of the
GP energy, by formally manipulating infinite quantities. This will better motivate the final
result in the quantum case.

Let V0 be any potential (to be specified later) and �0 be the associated Gaussian
measure as in (4.2) with V replaced by V0 and � > ��1.�� C V0/. We can renormalize the
undefined ju.x/j2 using Wick ordering [26], which formally amounts to replacing ju.x/j2 by

W
ˇ̌
u.x/

ˇ̌2
W�0D

ˇ̌
u.x/

ˇ̌2
�

Z ˇ̌
u.x/

ˇ̌2 d�0.u/ D
ˇ̌
u.x/

ˇ̌2
� .�� C V0 C �/�1.x; x/: (4.7)

We hope here that the divergence of ju.x/j2 is essentially independent of u, so that sub-
tracting the average can remove it for �0-almost every u. Of course, the counter term is
also infinite. In dimensions d > 2, the kernel .�� C V0 C �/�1.x; y/ of the resolvent of
�� C V0 C �, called the Green function, diverges when x ! y, at a speed depending on d .
In the lower dimensions d 2 ¹2; 3º, the limit

lim
x!y

�
.�� C V0 C �/�1

� .�� C �/�1
�
.x; y/ (4.8)

exists for all � > max.0; ��1.�� C V0//, under suitable assumptions on V0, hence the
divergence is the same as that of .�� C �/�1.x; y/. Since .�� C �/�1 is a translation-
invariant operator, its integral kernel depends on x � y. It is known to diverge like log jx �

yj�1 in dimension d D 2 and jx � yj�1 in dimension d D 3. In dimensions d > 4, .�� C

V0 C �/�1.x; y/ diverges like jx � yj2�d but there are lower divergences which remain
after subtracting .�� C �/�1.x; y/. With the Wick ordering (4.7), we can formally define
the renormalized interaction energy by

Ir.u/ WD
1

2

“
Rd �Rd

W
ˇ̌
u.x/

ˇ̌2
W�0 W

ˇ̌
u.y/

ˇ̌2
W�0 w.x � y/ dx dy: (4.9)

The proper mathematical definition requires to first project u onto the finite-dimensional
space spanned by the J first eigenfunctions of �� C V0, subtract the average against �0

and then take the limit J ! 1, see [41]. This limit exists �0-almost surely in dimensions
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d 2 ¹2; 3º, under suitable assumptions on V0 and w described below. In addition, Ir.u/ > 0

for Ow > 0 and this allows us to define a renormalized Gibbs measure by

d�r.u/ D z�1
r e�Ir.u/ d�0.u/; zr WD

Z
e�Ir.u/ d�0.u/: (4.10)

Our initial goal was to construct and derive the (formal) measure � in (4.1). If we
just pick V0 D V , then the new measure �r seems very different from �. It contains undesired
additional terms in the interaction. More precisely, �r involves a modified GP energy which,
after expanding Ir, can formally be expressed as˝

u; .�� C V0 C �/u
˛
C Ir.u/ D

˝
u; .�� C V0 � W�;V0 C � � ˛/u

˛
C I.u/ C ˇ; (4.11)

where we have introduced the two infinite constants

˛ D

Z
Rd

w.x � y/.�� C �/�1.y; y/ dy D .�� C �/�1.0; 0/

Z
Rd

w D C1;

ˇ D
1

2

“
Rd �Rd

.�� C V0 C �/�1.x; x/.�� C V0 C �/�1.y; y/w.x � y/dx dy D C1;

(4.12)
as well as the finite potential

W�;V0.x/ D

Z
Rd

w.x � y/
�
.�� C V0 C �/�1

� .�� C �/�1
�
.y; y/ dy:

The computation (4.11) suggests to search for a potential V0 solving the nonlinear equation

V0 � W�;V0 D V; (4.13)

called the counter-term problem in [22]. Then we have the formal equality˝
u; .�� C V0 C �/u

˛
C Ir.u/ D EGP.u/ C .� � ˛/

Z
Rd

juj
2

C ˇ: (4.14)

Adding the infinite constant ˇ has no effect since it is then removed when we divide by z

in (4.1). Our renormalized measure �r thus formally coincides with the desired � in (4.1), but
with � shifted by the infinite constant ˛. This shows that it is, in principle, possible to only rely
on �, if we choose a reference potential V0 solving the nonlinear equation (4.13). A similar
situation was encountered before in [29,47]. For an interpretation in terms of quasifree states,
see [41]. When � ! 1, the nonlinear potential W�;V0 tends to 0 and the following could be
proved using a Banach fixed point.

Theorem 6 (Counter-term problem [22,41]). Let d 2 ¹2; 3º. Assume that V satisfies
1 C jxjs

C
6 V.x/ 6 C

�
1 C jxj

s
�
; for some C > 0 and s >

2d

d � 4
, (4.15)

and that w is an even function in L1.Rd ; .1 C jxj2s/ dx/ such that Ow is nonnegative and
belongs to L1.Rd ; .1 C jkj2/ dk/. Then there exists N� such that equation (4.13) admits a
unique solution V0 satisfying V=2 6 V0 6 3V=2, for all � > N�.

On the quantum side, there are no infinities and everything is perfectly well defined.
However, we need to take a divergent sequence of constants � in the mean-field limit, in order
to account for the above renormalization of the chemical potential.
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Theorem 7 (Derivation of nonlinear Gibbs measures in dimension d 2 ¹2; 3º [24,41]). Let
d 2 ¹2; 3º and V; w as in Theorem 6. For any � > N�, define

�� WD � �

R
Rd w

.2�/d

Z
Rd

� dk

e�.jkj2C�/ � 1

D

8<: � �
log.��/�1

4�

R
Rd w C o.1/�!0 for d D 2,

� �
�

�.3=2/

8�
3
2

p
�

�

p
�

4�

� R
Rd w C o.1/�!0 for d D 3.

(4.16)

The density matrices in (4.5) satisfy

lim
�!0C

�T !1

�k�
.k/

��;�;T
D

Z ˇ̌
u˝k

˛˝
u˝k

ˇ̌
d�r.u/ (4.17)

in Hilbert–Schmidt norm, where �r is the nonlinear Gibbs measure (4.10) with �0 defined
using the solution V0 of the nonlinear equation (4.13) in place of V .

The case d D 2 was announced earlier in [40]. We emphasize that the quantum
problem in (4.5) does not contain any ad hoc counter term. Only the constant �� is taken to
�1 as in (4.16) in order to properly renormalize the interaction. The integral

�

.2�/d

Z
Rd

dk

e�.jkj2C�/ � 1
D �.e�.��C�/

� 1/�1.0; 0/

appearing in (4.16) is a kind of bosonic regularization of the Green function. Note that
�.e�.��C�/ � 1/�1 ! .�� C �/�1 in the sense of operators, so that we formally obtain
the desired infinite shift ˛ in (4.12) in the limit. We also remark that (4.16) is universal. It
only depends on

R
Rd w and is otherwise completely independent of V and of the specific

form of w. The same result holds if the o.1/ are dropped on the right side of (4.16).
Theorem 7 was simultaneously proved in [24], but with an approach completely

different from [41]. Our proof of Theorem 7 is variational, like for Theorems 1 and 2. We
use that the Gibbs quantum state and the measure � are the unique minimizers of the Gibbs
variational principle, and our goal is to prove the convergence of the quantum problem to
the classical one. The link is via the quantum de Finetti Theorem 3. Passing to the limit is
very delicate and requires a fine understanding of the way that singularities appear in the
measure �r when � ! 0C. To this end, we proved new quantum correlation inequalities to
control the localization to low momenta and reduce the problem to finite dimensions. But it
would take us too far to describe this in detail here and we refer the reader to [41].

Conclusion. Bose–Einstein condensates offer a source of interesting and difficult mathe-
matical problems. The quantum de Finetti theorem provides both a new physical interpreta-
tion of condensation and a practical mathematical tool to prove it. It also naturally led us to
consider nonlinear Gibbs measures, which appear at the phase transition and describe how
the condensate forms. These measures play an important role in many different mathematical
and physical situations.
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Appendix: An elementary proof of Theorem 1

Let us start with the case where w is continuous and has a positive Fourier transform
Ow > 0. The argument is based on the following two lemmas.

Lemma 7.1 (Hoffmann–Ostenhof inequality [32]). For every symmetric ‰N 2

H 1..Rd /N ; C/ Z
RdN

jr‰N j
2 > N

Z
Rd

jr
p

�‰N
j
2 (4.18)

with the one-particle density �‰N
.x/ D

R
Rd � � �

R
Rd j‰N .x; x2; : : : ; xN /j2 dx2 � � � dxN .

Proof. Compute r
p

�‰N
and use the Cauchy–Schwarz inequality.

Lemma 7.2 (Onsager inequality [52]). If Ow > 0 is in L1.Rd /, then, for all � 2 L1.Rd /,X
16j <k6N

w.xj � xk/ >
NX

j D1

� � w.xj / �
1

2

“
R2d

w.x � y/�.x/�.y/ dx dy �
N

2
w.0/:

(4.19)

Proof. Expand
’

R2d w.x � y/f .x/f .y/ dx dy D .2�/d=2
R

Rd Ow.k/j Of .k/j2 dk > 0 with
f D

PN
j D1 ıxj

� �.

With this we can prove (3.7). The potential energy can be expressed as
NX

j D1

Z
RdN

V.xj /j‰N j
2

D N

Z
Rd

V.x/�‰N
.x/ dx:

Taking � D N�‰N
in (4.19) and using (4.18) provides the lower bound

E.‰N / > N EGP.
p

�‰N
/ �

Nw.0/

2.N � 1/
> NeGP �

Nw.0/

2.N � 1/
: (4.20)

Minimizing over ‰N and recalling the upper bound (3.6), we obtain

eGP �
w.0/

2.N � 1/
6

E.N /

N
6 eGP; for Ow > 0, (4.21)

which clearly concludes the proof of Theorem 1, provided that 0 6 Ow 2 L1.Rd /. If Ow is
nonnegative but not integrable, the proof is done by approximation.

We next turn to the case of an arbitrary w. The idea, inspired by [34,49], is to use
auxiliary classical particles repelling each other, in order to model the attractive part of the
interaction. For simplicity, we consider 2N particles which we split in two groups of N . The
positions of the N first will be denoted by x1; : : : ; xN whereas those of the others will be
denoted by y1 D xN C1; : : : ; yN D x2N . Of course, the separation is completely artificial
and in reality the 2N particles are indistinguishable. We pick a 2N -particle state ‰2N and
use its bosonic symmetry in the 2N variables to rewrite

1

2N

Z
R2dN

jr‰2N j
2

D
1

N

*
‰2N ;

NX
j D1

.��/xj
‰2N

+
:
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In a similar fashion, we decompose w D w1 � w2 where cw1 D . Ow/C > 0 and cw2 D . Ow/� > 0

and write the repulsive part using only the xj ’s as
1

2N.2N � 1/

�
‰2N ;

X
16j <k62N

w1.xj � xk/‰2N

�
D

1

N.N � 1/

�
‰2N ;

X
16j <k6N

w1.xj � xk/‰2N

�
:

On the other hand, we express the attractive part as the difference of two terms, involving
respectively only the y`’s and both species:

�
1

2N.2N � 1/

�
‰2N ;

X
16j <k62N

w2.xj � xk/‰2N

�
D

1

N.N � 1/

�
‰2N ;

X
16`<m6N

w2.y` � ym/‰2N

�
�

1

N 2

*
‰2N ;

NX
j D1

NX
`D1

w2.xj � y`/‰2N

+
:

This means that h‰2N ; H2N ‰2N i=2N D h‰2N ; QH N ‰2N i=N with

QHN D

NX
j D1

.��/xj
C V.xj / C

1

N � 1

X
16j <k62N

w1.xj � xk/

C
1

N � 1

X
16`<m6N

w2.y` � ym/ �
1

N

NX
j D1

NX
`D1

w2.xj � y`/:

This Hamiltonian describes a system of N quantum particles repelling through the potential
w1=.N � 1/ and N classical particles repelling through w2=.N � 1/, with an attraction
�w2=N between the two species. In order to bound QHN from below, we first fix the positions
y1; : : : ; yN of the particles in the second group and consider QHN as an operator acting only
over the xj ’s. Let ˆN be any bosonic N -particle state in the N first variables. Using (4.18)
and (4.19) for the repulsive potential w1 as in the previous proof, we obtain

hˆN ; QHN ˆN i

N
>

Z
Rd

jr
p

�ˆN
j
2

C V�‰N
C

1

2

“
Rd �Rd

�ˆN
.x/�ˆN

.y/w1.x � y/ dx dy

�
w1.0/

2.N � 1/
C

1

N.N � 1/

X
16`<m6N

w2.y` � ym/

�
1

N

NX
`D1

�ˆN
� w2.y`/:

Next we use again (4.19) for w2 with � D .N � 1/�ˆN
and obtainX

16`<m6N

w2.y` � ym/ � .N � 1/

NX
`D1

�ˆN
� w2.y`/

> �
.N � 1/2

2

Z
Rd

Z
Rd

�ˆN
.x/�ˆN

.y/w2.x � y/ dx dy �
Nw2.0/

2
:
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Therefore, we have shown that
hˆN ; QHN ˆN i

N
> EGP.

p
�ˆN

/ �
w1.0/ C w2.0/

2.N � 1/
> eGP �

w1.0/ C w2.0/

2.N � 1/
:

Since the right-hand side is independent of the y`’s, we have proved the operator bound
QHN

N
> eGP �

w1.0/ C w2.0/

2.N � 1/
:

Minimizing over ‰2N gives

eGP �
w1.0/ C w2.0/

2.N � 1/
6

E.2N /

2N
6 eGP:

Note that w1.0/ C w2.0/ D .2�/�d=2
R

Rd j Owj. We have considered an even number of par-
ticles for simplicity, but the proof works the same if we use two groups of N and N C 1

particles. Another possibility is to use that N 7! E.N /=N is nondecreasing, which gives,
for N > 4,

eGP �
.2�/� d

2

R
Rd j Owj

N � 3
6

E.N /

N
6 eGP: (4.22)

Nonintegrable Ow can be handled using an approximation argument.

Note that the two error bounds in (4.21) and (4.22) are of the optimal order O.N �1/,
due to Theorem 4. If the GP minimizer exists and is unique, the convergence of the density
matrices can be proved using a perturbation argument described in [57, Chap. 2].

Funding

This project has received funding from the European Research Council (ERC) under the
European Union’s Horizon 2020 research and innovation programme (grant agreement
MDFT No 725528).

References

[1] J. R. Abo-Shaeer, C. Raman, J. M. Vogels, and W. Ketterle, Observation of vortex
lattices in Bose–Einstein condensates. Science 292 (2001), no. 5516, 476–479.

[2] A. Aftalion, Vortices in Bose–Einstein condensates. Progr. Nonlinear Differential
Equations Appl. 67, Springer, 2006.

[3] Z. Ammari and F. Nier, Mean field limit for bosons and infinite dimensional
phase-space analysis. Ann. Henri Poincaré 9 (2008), 1503–1574.

[4] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell,
Observation of Bose–Einstein condensation in a dilute atomic vapor. Science 269
(1995), no. 5221, 198–201.

[5] X. Antoine and R. Duboscq, GPELab, a Matlab toolbox to solve Gross–Pitaevskii
equations I: Computation of stationary solutions. Comput. Phys. Commun. 185
(2014), no. 11, 2969–2991.

[6] R. Benguria and E. H. Lieb, Proof of the stability of highly negative ions in the
absence of the Pauli principle. Phys. Rev. Lett. 50 (1983), 1771–1774.

3818 M. Lewin



[7] C. Boccato, C. Brennecke, S. Cenatiempo, and B. Schlein, Bogoliubov theory in
the Gross–Pitaevskii limit. Acta Math. 222 (2019), no. 2, 219–335.

[8] C. Boccato, C. Brennecke, S. Cenatiempo, and B. Schlein, The excitation spec-
trum of Bose gases interacting through singular potentials. J. Eur. Math. Soc.
(JEMS) 22 (2020), no. 7, 2331–2403.

[9] N. N. Bogoliubov, About the theory of superfluidity. Izv. Akad. Nauk SSSR 11
(1947), 77.

[10] S. Bose, Plancks Gesetz und Lichtquantenhypothese. Z. Phys. 26 (1924), no. 1,
178–181.

[11] J. Bourgain, Periodic nonlinear Schrödinger equation and invariant measures.
Comm. Math. Phys. 166 (1994), no. 1, 1–26.

[12] J. Bourgain, Invariant measures for the Gross–Pitaevskii equation. J. Math. Pures
Appl. 76 (1997), no. 8, 649–02.

[13] K. B. Davis, M. O. Mewes, M. R. Andrews, N. J. van Druten, D. S. Durfee,
D. M. Kurn, and W. Ketterle, Bose–Einstein Condensation in a Gas of Sodium
Atoms. Phys. Rev. Lett. 75 (1995), 3969–3973.

[14] B. de Finetti, Funzione caratteristica di un fenomeno aleatorio. Atti Accad. Naz.
Lincei, Mem. Cl. Sci. Fis. Mat. Nat. (Ser. VI) IV (1930), no. 5, 86–133.

[15] B. Delamotte, A hint of renormalization. Am. J. Phys. 72 (2004), 170.
[16] A. Deuchert and R. Seiringer, Gross–Pitaevskii limit of a homogeneous Bose gas

at positive temperature. Arch. Ration. Mech. Anal. 236 (2020), no. 3, 1217–1271.
[17] A. Deuchert, R. Seiringer, and J. Yngvason, Bose–Einstein condensation in a

dilute, trapped gas at positive temperature. Comm. Math. Phys. 368 (2019), no. 2,
723–776.

[18] F. J. Dyson, The S matrix in quantum electrodynamics. Phys. Rev. (2) 75 (1949),
1736–1755.

[19] A. Einstein, Quantentheorie des einatomigen idealen Gases. pp. 261–267, Sitzber.
Kgl. Preuss. Akad. Wiss., Verlag der Akademie der Wissenschaften, 1924.

[20] M. Fannes, H. Spohn, and A. Verbeure, Equilibrium states for mean field models.
J. Math. Phys. 21 (1980), no. 2, 355–358.

[21] S. Fournais and J. P. Solovej, The energy of dilute Bose gases. Ann. of Math. (2)
192 (2020), no. 3, 893–976.

[22] J. Fröhlich, A. Knowles, B. Schlein, and V. Sohinger, Gibbs measures of non-
linear Schrödinger equations as limits of many-body quantum states in dimensions
d 6 3. Comm. Math. Phys. 356 (2017), no. 3, 883–980.

[23] J. Fröhlich, A. Knowles, B. Schlein, and V. Sohinger, A microscopic derivation
of time-dependent correlation functions of the 1D cubic nonlinear Schrödinger
equation. Adv. Math. 353 (2019), 67–115.

[24] J. Fröhlich, A. Knowles, B. Schlein, and V. Sohinger, The mean-field limit of
quantum Bose gases at positive temperature. J. Amer. Math. Soc. (2021), online
first, arXiv:2001.01546.

3819 Mean-field limits and nonlinear Gibbs measures

https://arxiv.org/abs/2001.01546


[25] A. Giuliani and R. Seiringer, The ground state energy of the weakly interacting
Bose gas at high density. J. Stat. Phys. 135 (2009), no. 5–6, 915–934.

[26] J. Glimm and A. Jaffe, Quantum physics: A functional integral point of view.
Springer, 1987.

[27] P. Grech and R. Seiringer, The excitation spectrum for weakly interacting bosons
in a trap. Comm. Math. Phys. 322 (2013), no. 2, 559–591.

[28] E. Gross, Classical theory of boson wave fields. Ann. Phys. 4 (1958), no. 1, 57–74.
[29] C. Hainzl, M. Lewin, and J. P. Solovej, The mean-field approximation in quantum

electrodynamics: the no-photon case. Comm. Pure Appl. Math. 60 (2007), no. 4,
546–596.

[30] E. Hewitt and L. J. Savage, Symmetric measures on Cartesian products. Trans.
Amer. Math. Soc. 80 (1955), 470–501.

[31] D. Hilbert, Mathematical problems. Bull. Amer. Math. Soc. 8 (1902), 437–479.
[32] M. Hoffmann-Ostenhof and T. Hoffmann-Ostenhof, Schrödinger inequalities and

asymptotic behavior of the electron density of atoms and molecules. Phys. Rev. A
16 (1977), no. 5, 1782–1785.

[33] R. L. Hudson and G. R. Moody, Locally normal symmetric states and an analogue
of de Finetti’s theorem. Z. Wahrsch. Verw. Gebiete 33 (1975/76), no. 4, 343–351.

[34] J.-M. Lévy-Leblond, Nonsaturation of gravitational forces. J. Math. Phys. 10
(1969), 806–812.

[35] M. Lewin, Geometric methods for nonlinear many-body quantum systems.
J. Funct. Anal. 260 (2011), 3535–3595.

[36] M. Lewin, Mean-field limit of Bose systems: rigorous results. In Proceedings of
the International Congress of Mathematical Physics, Santiago de Chile. 2015,
arXiv:1510.04407.

[37] M. Lewin, P. T. Nam, and N. Rougerie, Derivation of Hartree’s theory for generic
mean-field Bose systems. Adv. Math. 254 (2014), 570–621.

[38] M. Lewin, P. T. Nam, and N. Rougerie, Derivation of nonlinear Gibbs measures
from many-body quantum mechanics. J. Éc. Polytech. Math. 2 (2015), 65–115.

[39] M. Lewin, P. T. Nam, and N. Rougerie, Gibbs measures based on 1D (an)har-
monic oscillators as mean-field limits. J. Math. Phys. 59 (2018), 041901.

[40] M. Lewin, P. T. Nam, and N. Rougerie, Derivation of renormalized Gibbs mea-
sures from equilibrium many-body quantum Bose gases. J. Math. Phys. 60 (2019),
no. 6, 061901.

[41] M. Lewin, P. T. Nam, and N. Rougerie, Classical field theory limit of many-body
quantum Gibbs states in 2D and 3D. Invent. Math. 224 (2021), no. 2, 315–444.

[42] M. Lewin, P. T. Nam, S. Serfaty, and J. P. Solovej, Bogoliubov spectrum of inter-
acting Bose gases. Comm. Pure Appl. Math. 68 (2015), no. 3, 413–471.

[43] E. H. Lieb and R. Seiringer, Proof of Bose–Einstein condensation for dilute
trapped gases. Phys. Rev. Lett. 88 (2002), no. 17, 170409.

[44] E. H. Lieb and R. Seiringer, Derivation of the Gross–Pitaevskii equation for
rotating Bose gases. Comm. Math. Phys. 264 (2006), no. 2, 505–537.

3820 M. Lewin

https://arxiv.org/abs/1510.04407


[45] E. H. Lieb, R. Seiringer, J. P. Solovej, and J. Yngvason, The mathematics of the
Bose gas and its condensation. Oberwolfach Semin., Birkhäuser, 2005.

[46] E. H. Lieb, R. Seiringer, and J. Yngvason, Bosons in a trap: A rigorous derivation
of the Gross–Pitaevskii energy functional. Phys. Rev. A 61 (2000), no. 4, 043602.

[47] E. H. Lieb and H. Siedentop, Renormalization of the regularized relativistic
electron–positron field. Comm. Math. Phys. 213 (2000), no. 3, 673–683.

[48] E. H. Lieb and J. P. Solovej, Ground state energy of the one-component charged
Bose gas. Comm. Math. Phys. 217 (2001), no. 1, 127–163.

[49] E. H. Lieb and H.-T. Yau, The Chandrasekhar theory of stellar collapse as the
limit of quantum mechanics. Comm. Math. Phys. 112 (1987), no. 1, 147–174.

[50] E. H. Lieb and J. Yngvason, Ground state energy of the low density Bose gas.
Phys. Rev. Lett. 80 (1998), no. 12, 2504–2507.

[51] P. T. Nam and A. Triay, Bogoliubov excitation spectrum of trapped Bose gases in
the Gross–Pitaevskii regime. 2021, arXiv:2106.11949.

[52] L. Onsager, Electrostatic interaction of molecules. J. Phys. Chem. 43 (1939),
no. 2, 189–196.

[53] O. Penrose and L. Onsager, Bose–Einstein condensation and liquid helium. Phys.
Rev. 104 (1956), 576–584.

[54] L. P. Pitaevskii, Vortex lines in an imperfect Bose gas. Ž. èksp. Teor. Fiz. 40
(1961), no. 40, 646–651.

[55] G. A. Raggio and R. F. Werner, Quantum statistical mechanics of general mean
field systems. Helv. Phys. Acta 62 (1989), no. 8, 980–1003.

[56] C. Reid, Hilbert. IX, Springer, Berlin–Heidelberg–New York, 1970.
[57] N. Rougerie, Scaling limits of bosonic ground states, from many-body to non-

linear Schrödinger. EMS Surv. Math. Sci. 7 (2021), no. 2, 253–408.
[58] A. Schirrmacher, Establishing quantum physics in Göttingen. David Hilbert, Max

Born, and Peter Debye in context, 1900–1926. Springer, Cham, 2019.
[59] R. Seiringer, The excitation spectrum for weakly interacting bosons. Comm. Math.

Phys. 306 (2011), no. 2, 565–578.
[60] E. Størmer, Symmetric states of infinite tensor products of C �-algebras. J. Funct.

Anal. 3 (1969), 48–68.
[61] M. van den Berg, J. T. Lewis, and J. V. Pulè, The large deviation principle and

some models of an interacting boson gas. Comm. Math. Phys. 118 (1988), no. 1,
61–85.

[62] J. von Neumann, Mathematical foundations of quantum mechanics. Princeton
University Press, Princeton, NJ, 1932.

[63] E. P. Wigner, The unreasonable effectiveness of mathematics in the natural sci-
ences. Comm. Pure Appl. Math. 13 (1960), no. 1, 1–14.

Mathieu Lewin

CNRS & CEREMADE, Université Paris-Dauphine, PSL University, 75016 Paris, France,
mathieu.lewin@math.cnrs.fr

3821 Mean-field limits and nonlinear Gibbs measures

https://arxiv.org/abs/2106.11949
mailto:mathieu.lewin@math.cnrs.fr

	1. Introduction
	2. The N-particle quantum model
	3. Mean-field limit to the Gross–Pitaevskii equation
	4. Derivation of nonlinear Gibbs measures
	Appendix: An elementary proof of Theorem 1
	References

