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Abstract

The hydrodynamic limit gives a link between microscopic and macroscopic systems via
a space–time scaling. Its notable feature is the averaging effect due to the local ergod-
icity under the local equilibria. In this article, as the microscopic system, we consider
several types of interacting particle systems, in which particles perform random walks
with interaction. We derive, under the hydrodynamic limit or its nonlinear fluctuation
limit, three different objects: the motion by mean curvature, Stefan free boundary problem,
and coupled KPZ equation. These are all related to the interface motion. The Boltzmann–
Gibbs principle plays a fundamental role. We discuss the coupled KPZ equation from the
aspect of singular SPDEs and renormalizations. Ginzburg–Landau r�-interface model,
stochastic motion by mean curvature, and stochastic eight-vertex model are also briefly
discussed.
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1. Introduction

The hydrodynamic limit is a scaling limit in space and time for interacting systems
at the microscopic level, and leads to macroscopic evolutional rules usually prescribed by
nonlinear PDEs, via an averaging effect due to the local ergodicity in local equilibria, cf.
[17,44,48]. It is formulated as a law of large numbers. Its fluctuation limit is also studied, and
we obtain linear or nonlinear stochastic PDEs (SPDEs) in the limit.

In this review article, we discuss the derivation of three different objects from inter-
acting particle systems: the motion by mean curvature (MMC, Section 2.1), Stefan free
boundary problem (Section 3) and coupled Kardar–Parisi–Zhang (KPZ) equation (Sec-
tion 4.2). We also discuss the coupled KPZ equation from the aspect of singular SPDEs
(Section 4.1). This is an ill-posed equation in a classical sense and requires renormaliza-
tions.

We consider particle systems, in which each particle moves performing a random
walk and interacting with other particles on the d -dimensional discrete torus T d

N D

¹1; 2; : : : ; N ºd (with periodic boundary) with large N . Specifically, we consider a zero-
range process, in which several particles may occupy each site of T d

N and interact only at
the same site, or Kawasaki dynamics sometimes called exclusion process, in which parti-
cles obey the hard-core exclusion rule so that at most one particle can occupy each site. To
derive Stefan problem or coupled KPZ equation, we consider multiple types of particles. In
addition, we introduce the Glauber mechanism, which governs the creation and annihilation
of particles. More precisely, we consider both creation and annihilation for MMC problem,
annihilation only for Stefan problem, and neither creation nor annihilation for the coupled
KPZ problem.

Our problems have a common feature that relates to the interface motion. The system
leading to MMC exhibits a phase separation to sparse and dense regions of particles and,
macroscopically, the interface is created to separate these two phases and evolves under the
MMC, while, in that leading to the Stefan problem, we observe the segregation of differ-
ent species. Scalar KPZ equation was originally introduced as an equation for a growing
interface. Technically, the so-called Boltzmann–Gibbs principle plays a fundamental role.

2. Motion by mean curvature

2.1. From particle systems
Here, to illustrate the idea and the results, we take Glauber–zero-range process as

a microscopic model based on El Kettani et al. [7,8]. Instead of zero-range process, one can
take simple Kawasaki dynamics (independent random walks with exclusion rule, [26,43]) or
Kawasaki dynamics with speed change (see [21]).

Properly tuning the Glauber part, the system exhibits phase separation and one can
derive the MMC as a macroscopic evolutional rule for the phase separation surface. Our
method is a combination of the techniques of the hydrodynamic limit, based on the relative
entropy method (Proposition 2.3) and Boltzmann–Gibbs principle (Theorem 2.6), and the
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PDE technique called the sharp interface limit (Proposition 2.7) and the discrete Schauder
estimate (Proposition 2.5).

2.1.1. Glauber–zero-range process and hydrodynamic limit with fixed K

Glauber–zero-range process on T d
N is the Markov process �N .t/D ¹�N

x .t/ºx2Td
N

on

the configuration space XN D Z
Td

N
C (XN D ¹0; 1ºTd

N in Kawasaki case) with the generator
given by LN D N 2LZ CKLG with K > 0, where

.LZf /.�/ D

X
x2Td

N

X
e2Zd WjejD1

g.�x/
®
f .�x;xCe/ � f .�/

¯
;

.LGf /.�/ D

X
x2Td

N

X
˙

c˙
x .�/

®
f .�x;˙/ � f .�/

¯
;

for � D ¹�xºx2Td
N

2 XN and functions f on XN . Here, �x 2 ZC D ¹0; 1; 2; : : :º denotes
the number of particles at x, �x;y is � after one particle jumps from x to y, �x;C is � after
one particle is created at x, and �x;� is � after one particle is annihilated at x.

The flip rates of the Glauber part are shift-invariant, that is, c˙
x .�/ D c˙.�x�/ with

the creation and annihilation rates c˙.�/.D c˙
0 .�// of a particle at x D 0 and the spatial

shift �x acting on XN . We assume c�.�/ D 0 if �0 D 0. The jump rate g.k/, k 2 ZC, of
the zero-range part is bounded from above and below by linear functions of k. In particular,
g.0/ D 0.

The invariant measures or equilibrium states, being shift-invariant in space, of the
zero-range process, that is, the leading part of our dynamics, are superpositions of the product
measures N�' on XN (or on X D ZZd

C ) with one-site marginal distribution given by

N�'.k/ D
1

Z'

'k

g.k/Š
; Z' D

1X
kD0

'k

g.k/Š
;

with parameter ' � 0 called fugacity, where g.k/Š D
Qk

iD1 g.i/, k � 1, and g.0/Š D 1. We
denote �� WD N�'.�/ by changing the parameter with its mean � � 0. In fact, � and ' D '.�/

are related by � D '.logZ'/
0 D E N�' Œk� � E N�' Œ�0�, and ' D E N�' Œg.k/� holds.

The macroscopic empirical measure (density field of particles) on T d .D Œ0; 1/d

with periodic boundary), which is the macroscopic region corresponding to microscopic
T d

N , associated with the configuration � 2 XN , is defined by

˛N .dvI �/ D
1

N d

X
x2Td

N

�xı x
N
.dv/; v 2 T d ; (2.1)

or equivalently, for a test function G 2 C1.T d /,˝
˛N .�I �/;G

˛
D

1

N d

X
x2Td

N

�xG

�
x

N

�
: (2.2)

Thus, the scaling from micro to macro is given by 1
N

in space, 1

N d in mass, as well as N 2

(for the zero-range part) and K (for the Glauber part) in time. Our problem is to study the
limit as N ! 1.
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For a fixed K, one can expect that the hydrodynamic limit holds, that is,

˛N
�
dvI �N .t/

�
! �.t; v/dv as N ! 1

holds in probability multiplying a test functionG on T d , if this holds at t D 0, where �.t; v/
is a unique weak solution of the reaction–diffusion equation with a nonlinear diffusion term

@t� D �'.�/CKf .�/; v 2 T d ; (2.3)

with initial value �.0/ and

f .�/ D E��
�
cC.�/ � c�.�/

�
: (2.4)

Recall that '.�/ D E�� Œg� and � is the Laplacian on T d . This was shown for Glauber–
Kawasaki dynamics in [5], and the result for the zero-range process without Glauber part
(i.e., when K D 0) is found in [44]. See Section 4.2.2 for some related heuristic arguments
to derive (2.3).

2.1.2. Mesoscopic Glauber perturbation and derivation of MMC
We consider the Glauber–zero-range process �N .t/, that is, the XN -valued pro-

cess with generator LN D N 2LZ CKLG , now withK D K.N/ ! 1. One can construct
flip rates c˙.�/ of the Glauber part in such a way that the corresponding f determined
by (2.4) is bistable, that is, f has exactly three zeros 0 < ˛1 < ˛� < ˛2 <1 and f 0.˛1/ < 0,
f 0.˛2/ < 0 hold, and satisfies the '-balance condition

R ˛2

˛1
f .�/'0.�/d� D 0. We actually

take cC
x .�/ D

OcC.�x�/
g.�xC1/

and c�
x .�/ D Oc�.�x�/1¹�x�1º, where Oc˙.�/ are nonnegative local

functions on X D ZZd

C (regarded as those on XN ), which do not depend on �0. Micro-
scopically, there are two phases: sparse phase (with density ˛1 of particles) and dense phase
(density ˛2). Macroscopically, these two phases are separated by an interface �t in T d . The
creation and annihilation mechanism at the microscopic level forces the macroscopic density
to one of those two stable phases.

For a function u D ¹u. x
N
/ºx2Td

N
, we define the local equilibrium state �u as the

product measure on XN defined by �u.d�/D
Q

x2Td
N
�u. x

N /.d�x/. For two probability mea-
sures � and �, the relative entropy of � with respect to � is defined by

H.�j�/ WD

Z
d�

d�
log

d�

d�
� d�:

For the initial distribution �N
0 of �N .0/, we assumeH.�N

0 j�N
0 /DO.N d�"0/ with

some "0 > 0, where �N
0 D �uN .0/ for some uN .0/ D ¹uN .0; x

N
/ºx2Td

N
which satisfies

• uN .0; x
N
/ D u0.

x
N
/, x 2 T d

N , with some u0 2 C 5.T d / such that u0 > 0;

• �0 WD ¹v 2 T d Iu0.v/D ˛�º is a .d � 1/-dimensionalC 5C� -hypersurface, � > 0,
without boundary in T d and ru0 is nondegenerate in the normal direction to �0.

Theorem 2.1 ([7]). We assume d � 2, the above conditions, and that K.N/ diverges to 1

satisfying 1 � K.N/ � ı0.logN/ �
2 with small enough ı0 > 0 and the Hölder exponent � 2
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.0; 1/ determined by Nash estimate, see Proposition 2.5. Let ˛N .t; dv/ WD ˛N .dvI �N .t//

be the macroscopic empirical measure associated with �N .t/. Then, we have for t 2 .0; T �,

˛N .t/ ! ��t WD

8<:˛1; on one side of �t ;

˛2; on the other side of �t ;
(2.5)

in probability, where the hypersurface �t in T d moves according to the MMC, V D �0�.
Here, � is the mean curvature of �t multiplied by d � 1 and V is the normal velocity

of �t from the ˛1-side to ˛2-side. The sides of �t are determined continuously from �0. We
assume �t is C 5C� for t � T .

The constant �0 is determined by the homogenization effect from the nonlinear
Laplacian and given by

�0 D

R ˛2

˛1
'0.u/

p
W.u/duR ˛2

˛1

p
W.u/du

with the potential defined byW.u/D
R ˛2

u
f .s/'0.s/ds, u > 0. Note that �0 D 1 if g.k/D k

so that ' is linear, '.u/ D u.

2.1.3. Proof of Theorem 2.1
(a) Probabilistic part. Let �N

t be the distribution of �N .t/ on XN . Let uN .t/ D

¹uN .t; x
N
/ºx2Td

N
be the solution of the quasilinear discrete PDE (ODE):

@tu
N

�
t;
x

N

�
D �N'

�
uN

�
t;
x

N

��
CKf

�
uN

�
t;
x

N

��
; (2.6)

with initial value uN .0/, where �N is the discrete Laplacian defined by

�N 

�
x

N

�
D N 2

X
y2Td

N Wjy�xjD1

�
 

�
y

N

�
�  

�
x

N

��
; (2.7)

for  D ¹ . x
N
/ºx2Td

N
. Note that (2.6) is a discretized version of (2.3). Let �N

t D �uN .t/ be
the local equilibrium state on XN with mean density ¹uN .t; x

N
/ºx2Td

N
.

The main estimate in the probabilistic part is the following:

Theorem 2.2. Under the condition H.�N
0 j�N

0 / D O.N d�"0/ for some "0 > 0, if 1 �

K.N/ � ı0.logN/ �
2 with small enough ı0 > 0, then we have H.�N

t j�N
t / D o.N d / as

N ! 1.

Once this is shown, one can show that ˛N .t/ is close to uN .t/ in the sense that

lim
N !1

�N
t .AN;t / D 0; (2.8)

for the event AN;t WD ¹� 2 XN I jh˛N ; Gi � huN .t; �/; Gij > ıº and every ı > 0 and G 2

C1.T /. Indeed, we may combine the entropy inequality,�.A/�
log 2CH.�j�/
log.1C1=�.A//

, and the large
deviation estimate for the product measure �N

t , �N
t .AN;t /� e�CN d for someC DCı;G > 0.

The proof of Theorem 2.2 is divided into five steps.
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(1) The time derivative of the relative entropy.

Proposition 2.3 ([33,40,51]). Letm be a reference measure on XN with full support and set
 N

t D
d�N

t

dm
. Then, we have

@tH
�
�N

t j�N
t

�
� �N 2D

�s
d�N

t

d�N
t

I �N
t

�
C

Z
XN

®
L

�;�N
t

N 1 � @t log N
t

¯
d�N

t ;

where L�;� denotes the adjoint of L on L2.�/ in general, and D.f I �/ � 0 is the Dirichlet
form associated with LZ , which may be dropped since we actually do not use it.

(2) Computation of L�;�
N 1 and @t log N

t . We write
P

x for
P

x2Td
N

for simplicity.

Lemma 2.4. Let � D �u and '. x
N
/ D '.u. x

N
// in the following first two equalities. Then,

N 2L
�;�
Z 1 D

X
x

.�N'/. x
N
/

'. x
N
/

²
g.�x/ � '

�
x

N

�³
;

L
�;�
G 1 D

X
x

²
OcC.�x�/

�
1.�x � 1/

'. x
N
/

�
1

g.�x C 1/

�
C Oc�.�x�/

�
'. x

N
/

g.�x C 1/
� 1.�x � 1/

�³
;

@t log N
t D

X
x

@t'.u
N .t; x

N
//

'.uN .t; x
N
//

�
�x � uN

�
t;
x

N

��
:

(3) Schauder estimate. To bound the prefactor appearing in N 2L
�;�
Z 1, we need

Proposition 2.5 (Schauder estimate for quasilinear discrete PDEs, [24]). If
supN kuN .0/kC 4

N
< 1 (which holds under our assumption), the solution of (2.6) has the

bound uN .t/


C 2
N

� CK
2
� ;

where kukC k
N

D
Pk

iD0 maxxIe1;:::;ei
jrN

e1
� � � rN

ei
u. x

N
/j, � 2 .0; 1/ is the Hölder exponent

obtained in Nash estimate and rN
e u.

x
N
/ D N.u.xCe

N
/� u. x

N
// is the discrete derivative of

u in the direction e 2 Zd , jej D 1.

(4) First-order Boltzmann–Gibbs principle. For a local function hD h.�/ on X (i.e.,
h depends only on finitely many ¹�xº) growing at most linearly in �, we set Qh.�/ D E�� Œh�,
� � 0, and

fx.�/ D h.�x�/ � Qh.ux/ � Qh0.ux/.�x � ux/;

where we write ux D uN .t; x
N
/ for simplicity. Roughly saying, one can replace h by the

first-order Taylor expansion of its equilibrium average.

Theorem 2.6 (Boltzmann–Gibbs principle). Let ¹at;xºt�0;x2Td
N

be nonrandom coefficients
satisfying jat;xj � M . Then, there exist "1; C > 0 such that

E

ˇ̌̌̌
ˇZ T

0

X
x

at;xfx

�
�N .t/

�
dt

ˇ̌̌̌
ˇ � CMKN d�"1 C CM

Z T

0

H
�
�N

t j�N
t

�
dt:

For the proof, we apply truncation, entropy inequality, estimate on the exponential
moment under �N

t , Feynman–Kac formula, Raleigh estimate, and equivalence of ensembles.
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First, take h D g.�0/ � '.ux/ and at;x D
�N '.ux/

'.ux/
. Then, Qh.�/ D '.�/ � '.ux/

and, noting Qh.ux/ D 0, by Theorem 2.6, N 2L
�;�N

t

Z 1 is replaced byX
x

�N'.ux/

'.ux/
'0.ux/.�x � ux/:

We use Proposition 2.5 to bound jat;xj byM D CK
2
� . Note that '.ux/ � c holds for some

c > 0 by the maximum principle, the property of f , and the assumption on uN .0/.
Next, take the function inside curly braces inL�;�

G 1 in Lemma 2.4 replacing �x� and
�x , respectively, by � and �0 as h and at;x DK. NotingE�ˇ Œ 1

g.�0C1/
�D 1

'.ˇ/
E�ˇ Œ1.�0 � 1/�

and Qh.ux/ D 0, by Theorem 2.6, KL�;�N
t

G 1 is replaced by

K
X

x

E�ux
�
cC

� c�
�'0.ux/

'.ux/
.�x � ux/:

Summarizing these and noting @t'.ux/ D '0.ux/@tux for '.ux/ D '.uN .t; x
N
//,

L
�;�N

t

N 1 � @t log N
t is replaced, with an error given by Theorem 2.6, byX

x

'0.ux/

'.ux/

�
�N'.ux/CKf .ux/ � @tux

�
.�x � ux/:

This vanishes if ux D uN .t; x
N
/ is the solution of (2.6).

(5) Completion of the proof. Finally, since K D K.N/ � ı0.logN/ �
2 , we obtain

@tH
�
�N

t j�N
t

�
� CK

2
� H

�
�N

t j�N
t

�
CO.N d�"2/;

for 0 < "2 < "1 in integrated form in t . Gronwall’s inequality shows

H
�
�N

t j�N
t

�
�
�
H
�
�N

0 j�N
0

�
C tO.N d�"2/

�
eCK

2
� t :

Note that eCK
2
� t � NCı

2
�

0 t fromK � ı0.logN/ �
2 . Thus, taking ı0 > 0 small enough, The-

orem 2.2 is shown.

(b) PDE part. The following proposition is a purely PDE result, which establishes the sharp
interface limit for the solution uN .t/ of (2.6) and leads to the MMC. Theorem 2.1 follows
from (2.8) and this proposition.

Proposition 2.7. Under our assumption, uN .t/ converges to ��t as N ! 1, where ��t is
defined in (2.5) and the hypersurface �t in T d moves according to the MMC, V D �0�.

The proof of Proposition 2.7 relies on the comparison theorem for the discrete
PDE (2.6) due to the nondecreasingness of ' and consists of two parts: generation of inter-
face and propagation of interface. In a short time, the reaction term Kf .uN / is dominant
and the solution uN .t; x

N
/ is pushed to one of the two stable points, ˛1 and ˛2, of f within

the time t D
c
K

logK, c > 0. This is called the generation of interface.
Once the interface is created, we can construct super- and subsolutions to (2.6) based

on the traveling (standing) wave solution U0: '.U0/
00 C f .U0/ D 0 on R combing with the

second-order term U1 in the asymptotic expansion in K of the continuous PDE (2.3). By
sandwiching the solution of (2.6) within super- and subsolutions, and studying the asymp-
totic behavior of these solutions as K D K.N/ ! 1, we obtain Proposition 2.7.
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2.2. Other approaches
2.2.1. Ginzburg–Landau interface model
The Ginzburg–Landau r�-interface model is an evolutional model of height func-

tions of discretized interface. After characterizing all (tempered and shift-invariant) invariant
measures of r�-dynamics on Zd as nonlinear version of massless Gaussian lattice free
fields with long correlations, an anisotropic motion by mean curvature was derived under the
hydrodynamic limit, see Funaki and Spohn [25] and Funaki [14]. Funaki [13] derived a PDE
with an obstacle described by an evolutionary variational inequality from the Ginzburg–
Landau interface model on a wall.

2.2.2. SPDE approach to stochastic MMC
An approach to stochastic MMC from SPDEs is also known. The sharp interface

limit of the time-dependent Ginzburg–Landau model of nonconservative type, or equiva-
lently the stochastic Allen–Cahn equation, was studied in [10,12,28]. In one dimension with
space–time Gaussian white noise, the limit motion of a phase separation point is described
by a stochastic differential equation [10]. In higher dimensions, stochastic MMC was derived
in the limit in [12,28]. Chapter 4 of [16] gives a survey of related results. Physical background
of these SPDEs is found in [38].

3. Stefan problem

3.1. From two-component Glauber–Kawasaki dynamics
De Masi et al. [6] derived a system of diffusion equations with Stefan free boundary

condition from two-component simple Kawasaki dynamics with relatively large mesoscopic
annihilation effect when different types of particles meet. The annihilation effect leads to
segregation in a competition–diffusion system at the macroscopic level.

We consider two-component Glauber–Kawasaki dynamics on T d
N , that is, the

Markov process .�N
1 .t/; �

N
2 .t// D ¹�N

1;x.t/; �
N
2;x.t/ºx2Td

N
on XN � XN with generator

LN D N 2L
.2/
K CKLG , where XN D ¹0; 1ºTd

N in the present setting and�
L

.2/
K f

�
.�1; �2/ D d1

�
LKf .�; �2/

�
.�1/C d2

�
LKf .�1; �/

�
.�2/;

.LKf /.�/ D
1

2

X
x;y2Td

N Wjx�yjD1

®
f .�x;y/ � f .�/

¯
; � 2 XN ;

.LGf /.�1; �2/ D

X
x2Td

N

�1;x�2;x

®
f
�
�x

1 ; �
x
2

�
� f .�1; �2/

¯
;

for .�1; �2/ 2 XN � XN and functions f on XN � XN (on XN in the second line). Here,
d1; d2 > 0, �x;y is the configuration � D ¹�xºx2Td

N
with �x and �y exchanged, and �x is �

after a flip �x $ 1 � �x which happens at x. In particular, when two particles of different
types meet, both of them disappear with high probability as K D K.N/ ! 1.

The macroscopic empirical measure ˛N .dvI �/ is defined for � 2 XN as in (2.1),
and we set ˛N

i .t; dv/ D ˛N .dvI �N
i .t// for i D 1; 2 and t � 0.
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Theorem 3.1 ([6]). Let 1 � K D K.N/ � ı0.log N/1=2 with small enough ı0 > 0,
K.N/ ! 1, and assume proper conditions on the initial distribution of .�N

1 .0/; �
N
2 .0//

including those on the relative entropy as in Theorem 2.1. We additionally assume e�c1K �

uN
i .0;

x
N
/ � c2 with c1 > 0, 0 < c2 < 1 and their convergence to some ui .0; v/ asN ! 1.

Then, ˛N
i .t; dv/ converges to ui .t; v/dv asN ! 1 in probability for i D 1; 2. In the limit,

u1.t; v/u2.t; v/D 0 a.e. holds andw.t; v/ WD u1.t; v/� u2.t; v/ is the unique weak solution
of the equation

@tw D �D.w/; (3.1)

whereD.w/D d1w forw � 0 and D d2w forw < 0; cf. (3.4) for a formulation of the weak
solution.

The last sentence in the theorem means that ui are solutions of diffusion equations
@tui D di�ui on the regions ¹ui > 0º for i D 1; 2, and satisfy two-phase Stefan free bound-
ary condition (cf., PDE literature [4] and references therein):

d1@nu1 C d2@nu2 D 0

at the free boundary �t WD ¹v 2 T d Iu1 D u2 D 0º, where n is the unit normal vector at �t

directed to the region ¹v 2 T d Iu1 > 0º. Some extension of this theorem is given in [37].
For the proof, we apply again the relative entropy method to show that the micro-

scopic system is close to uN
i .t;

x
N
/, which is determined as the solution of the system of the

discretized hydrodynamic equation

@tu
N
i

�
t;
x

N

�
D di�

NuN
i

�
t;
x

N

�
�KuN

1

�
t;
x

N

�
uN

2

�
t;
x

N

�
; i D 1; 2: (3.2)

Then, we show convergence of the solution of (3.2) to that of the free boundary
problem. Indeed, one can show two estimates,

R T

0

R
Td u

N
1 .t; v/u

N
2 .t; v/dtdv �

1
K

andR T

0

R
Td jrNuN

i .t; v/j
2dtdv �

1
2di

for i D 1; 2, where uN
i .t; v/ are the extensions on

T d of uN
i .t;

x
N
/ as step functions. These two estimates show the relative compactness

of ¹uN
i .t; v/ºN in L2.Œ0; T � � T d /. Take any limit ¹ui º of ¹uN

i ºN . Then, one can show that
u1u2 D 0 a.e. from the first estimate and also thatw D u1 � u2 is the weak solution of (3.1).
Therefore, the uniqueness of the weak solution of (3.1) completes the proof.

3.2. From two-component Kawasaki dynamics with speed change and
annihilation
Funaki [11] studied the derivation of the Stefan free boundary problems from Kawasaki

dynamics with a speed change having two types of particles called water/ice (W /I ). When
W hits I , W is instantaneously killed, while I disappears after receiving ` hits of W . This
models the effect of latent heat. We obtain a one-phase Stefan problem when I is immo-
bile, and a two-phase Stefan problem when I is mobile. This model appears by first letting
K ! 1 for that discussed in Section 3.1 and, indeed, the two-phase Stefan problem obtained
in the limit is the same (if we take c˙.�/� d1;d2 and `D 1). The derivation of the two-phase
Stefan problem in the repelling case is also possible in one dimension.
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3.2.1. One-phase Stefan problem (Immobile Ice)
To record the number of hits by W particles, we label I particles by �`; : : : ;�1

.` 2 N/ and regard as different microscopic states for I . The I particles melt and dis-
appear after they are hit ` times by W particles. Thus the configuration space is XN WD

¹�`; : : : ; 1ºTd
N . For � D ¹�xºx2Td

N
2 XN , �x D 1 and 0 mean that the site x is occupied by

a W particle or is vacant, respectively. The jump rate cx;y.�/ of W particles is defined for
� 2 XC WD ¹0; 1ºZd , the I -disregarded configuration space, and x; y 2 T d

N , jx � yj D 1.
Then, the generator of our model is given by

LNf .�/ D

X
x;y2Td

N Wjx�yjD1

cx;y.�
C/
®
f .�x;y/ � f .�/

¯
; (3.3)

for functions f on XN , where �C WD � _ 0 denotes the I -disregarded configuration, while
�x;y denotes the configuration after aW particle jumps from x to y, changing if �x D 1 and
�C

y D 0, and �x;y D � (remaining unchanged) otherwise.
We assume that the jump rate cx;y satisfies “symmetry, spatial homogeneity, local-

ity, positivity” and the “detailed balance condition” with respect to the local specification of a
certain extreme canonical Gibbs measure ��, which exists uniquely for each density � 2 Œ0;1�

and has the uniform mixing property. In addition, we assume the “gradient condition”: There
exist local functions ¹hi º1�i�d of � such that the currents have the forms

c0;ei
.�/.�ei

� �0/ D hi .�ei
�/ � hi .�/; 1 � i � d; � 2 XC;

where ei 2 Zd , jei j D 1, stands for the unit vector in the direction i . We also assume that
the equilibrium means PC.�/ WD E�� Œhi �, � 2 Œ0; 1�, are independent of i . One can see that
PC.�/ is nondecreasing and continuous in �.

Consider the macroscopic empirical measure ˛N .t; dv/ D ˛N .dvI �N .t// of
�N .t/D ¹�N

x .t/ºx2Td
N

2 XN , generated byN 2LN , defined similarly as in (2.1). We assume
that ˛N .0/ ! a.0; v/dv in probability as N ! 1, where a.0; v/ 2 Œ�`; 1�.

Theorem 3.2 ([11]). For every t > 0, ˛N .t/ converges to a.t; v/dv in probability. The limit
density a.t; v/ 2 Œ�`; 1� is a unique solution of the equation:˝

a.t/; G
˛
D
˝
a.0/;G

˛
C

Z t

0

˝
P
�
a.s/

�
; �G

˛
ds; (3.4)

for every G 2 C1.T d /, where ha; Gi D
R

Td a.v/G.v/ dv. The function P on Œ�`; 1� is
defined by P.a/ D PC.a/ for a 2 Œ0; 1� and D PC.0/ for a 2 Œ�`; 0�.

Equation (3.4) is the weak (or enthalpy) formulation of the following one-phase
Stefan problem for the density u.t; v/ 2 Œ0; 1� of W :

@tu D �PC.u/ on L.t/;

u.t; v/ D 0 and `V D �@nP
C.u/ at †.t/ WD @L.t/;

where L.t/ WD ¹v 2 T d I u.t; v/ > 0º, n denotes the unit normal vector at †.t/ directed
toward L.t/, and V is the velocity of †.t/ in the direction n. The speeds of loosing masses
of W and I at †.t/ are given by @nP

C.u/ and �V , respectively. Since the loosing speed
for W is ` times faster than that for I , we have the last Stefan free boundary condition.
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3.2.2. Two-phase Stefan problem (Mobile Ice)
We make I particles with label �` active. They perform Kawasaki dynamics with

jump rates different from those for W particles. The particles with labels �`C 1; : : : ;�1

remain immobile and are regarded as those in intermediate states between I and W . One
can determine the dynamics by properly introducing jump rates cC

x;y.�/ and c�
x;y.�/, � 2

XC of W=I particles, both of which satisfy the conditions in Section 3.2.1 with different
extreme canonical Gibbs measures �C

� , ��
� and functions ¹hC

i º, ¹h�
i º, respectively. We write

PC.�/ D E�C
� ŒhC

i � and P�.�/ D E��
� Œh�

i �, � 2 Œ0; 1�.
In this setting, one can derive the following two-phase Stefan problem, written in

strong form, for the density u1.t; v/ 2 Œ0; 1� of W and u2.t; v/ 2 Œ0; 1� of I :

@tu1 D �PC.u1/ on L1.t/; @tu2 D �P�.u2/ on L2.t/;

u1 D u2 D 0 and .` � 1/V D �@nP
C.u1/ � @nP

�.u2/ at †.t/;

where †.t/ WD @L1.t/ D @L2.t/, n and V are the same as above and Li .t/ D ¹ui > 0º.

4. KPZ equation

4.1. KPZ equation as singular SPDE
4.1.1. Scalar KPZ equation
The KPZ (Kardar, Parisi, and Zhang [42]) equation describes the motion of a grow-

ing interface with random fluctuation. It is an equation for the height function h.t; v/ of a
curve (interface) in the plane:

@th D
1

2
@2

vhC
1

2
.@vh/

2
C PW .t; v/; v 2 R or T : (4.1)

We consider it in one-dimension on the whole line R or on a finite interval T D Œ0; 1/ under
the periodic boundary condition; PW .t; v/ is a space–time Gaussian white noise with mean
0 and covariance structure

E
�

PW .t; v1/ PW .s; v2/
�

D ı.t � s/ı.v1 � v2/: (4.2)

This means that the noise is independent for different .t; v/, and PW .t; v/ is realized only as
a generalized function (distribution), cf. [16].

The KPZ equation attracts a lot of attention from viewpoints of integrable proba-
bility [1,41,46,47], singular ill-posed SPDEs [31,34,35], and microscopic interacting particle
systems [3].

Equation (4.1) is ill-posed in a classical sense due to the conflict between nonlin-
earity and roughness of the noise. It is known that the linear SPDE

@th D
1

2
@2

vhC PW .t; v/; v 2 R or T ; (4.3)

obtained by dropping the nonlinear term has a continuous solution which is ˛-Hölder con-
tinuous in v for every ˛ < 1

2
. Therefore, one can imagine that the nonlinear term .@vh/

2
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in (4.1) is undefinable in the usual sense. Actually, it requires a renormalization. The follow-
ing renormalized KPZ equation with compensator ıv.v/ .D C1/ would have a meaning

@th D
1

2
@2

vhC
1

2

®
.@vh/

2
� ıv.v/

¯
C PW .t; v/: (4.4)

To see (4.4) heuristically, consider the linear stochastic heat equation for Z D

Z.t; v/:
@tZ D

1

2
@2

vZ CZ PW .t; v/; v 2 R or T ; (4.5)

with a multiplicative noise defined in Itô’s sense. It is known that (4.5) is well-posed in the
mild or generalized functions’ sense and the strong comparison principle holds:Z.t; v/ > 0
for all t > 0 if it holds at t D 0. In particular, we can define the so-called Cole–Hopf solution

hCH.t; v/ WD logZ.t; v/: (4.6)

Then, applying Itô’s formula for (4.6) and noting dW.t;v1/dW.t;v2/D ı.v1 � v2/dt which
follows from (4.2), we obtain the renormalized KPZ equation (4.4) for hCH from (4.5). Note
that �

1
2
ıv.v/ arises as an Itô correction term. To give a meaning to (4.4), we need to introduce

approximations, see Section 4.1.3.

4.1.2. Coupled KPZ equation
One can extend the KPZ equation (4.1) to the equation for the system with n-

components h.t; v/ D .hi .t; v//niD1 on T (or R):

@th
i

D
1

2
@2

vh
i

C
1

2
� i

jk@vh
j @vh

k
C PW i .t; v/; 1 � i � n: (4.7)

We use Einstein’s convention to omit the sum over j and k for the second term, and
. PW i .t; v//niD1 is a family of n independent space–time Gaussian white noises.

The coupling constants � i
jk

always satisfy the bilinear condition, � i
jk

D � i
kj

for all
i; j; k, and we sometimes assume the trilinear condition (T), namely � i

jk
D � i

kj
D �k

ji for
all i; j; k.

The coupled KPZ equation is ill-posed. We need to introduce approximations with
smooth noises and renormalizations. Equation (4.7) appears in the study of nonlinear fluctu-
ating hydrodynamics [49,50] for a system with n-conserved quantities by taking second-order
terms into account. We will discuss this for the interacting particle system in Section 4.2.3.

We also consider the coupled KPZ equation with constant drifts ci as in [49,50]:

@th
i

D
1

2
@2

vh
i

C
1

2
� i

jk@vh
j @vh

k
C ci@vh

i
C PW i .t; v/; 1 � i � n: (4.8)

We may assume ci D 0 and reduce to (4.7) (with new space–time Gaussian white noises) by
considering Qhi .t; v/ WD hi .t; v � ci t /.

4.1.3. Two approximations, local and global well-posedness and invariant
measure
We now discuss the approximations for (4.4) in the framework of the coupled KPZ

equation. Indeed, one can introduce two types of approximations: one is simple, the other
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is suitable to find invariant measures. We replace the noise by a smeared one obtained by
convoluting with the nonnegative symmetric kernel �".v/ WD

1
"
�. v

"
/, which converges to

ı0.v/ as " # 0.
The first approximation is simple in the sense that we replace only the noise and

introduce the renormalizations. It is given as follows. For hi D h";i , " > 0,

@th
i

D
1

2
@2

vh
i

C
1

2
� i

jk

�
@vh

j @vh
k

� c"ıjk
� B";jk

�
C PW i

� �".t; v/; (4.9)

where ıjk is Kronecker’s ı, c" D
1
"
k�k2

L2.R/
� 1 (on T , while �1 is unnecessary on R),

and B";jk (D O.log 1
"
/ in general) are renormalization factors. The renormalizations B";jk

and QB";jk introduced in (4.10) below are unnecessary under condition (T), especially, in the
scalar-valued case, see Theorem 4.2(1).

The second approximation, which is suitable to find the invariant measure, is given
as follows. For Qhi D Qh";i , " > 0,

@t
Qhi

D
1

2
@2

v
Qhi

C
1

2
� i

jk

�
@v

Qhj @v
Qhk

� c"ıjk
� QB";jk

�
� �"

2 C PW i
� �".t; v/; (4.10)

with renormalization factors c" as above and QB";jk.D O.log 1
"
//, where �"

2 D �" � �". This
approximation for the scalar KPZ equation was introduced in Funaki and Quastel [23] and the
idea behind (4.10) is the fluctuation–dissipation relation. Renormalization factor c" comes
from the second-order terms in the related Wiener–Itô chaos expansion, while B";jk and
QB";jk are from the fourth-order terms. For the solution of (4.10) (with QB D 0), [15] showed

on R, under condition (T), the infinitesimal invariance of the distribution ofB � �".v/;v 2 R,
where B is the Rn-valued two-sided Brownian motion, cf. Theorem 4.2(2).

When n D 1 and � D 1, the solution of (4.9) with B" D 0 converges as " # 0 to
the Cole–Hopf solution hCH of the KPZ equation, while [23] showed on R that the solution
of (4.10) with QB" D 0 converges to hCH C

1
24
t , see also [39]. This was shown based on

the Boltzmann–Gibbs principle, which follows by Kipnis–Varadhan estimate (cf. [44, 45]),
see (4.19). This estimate is sometimes called Itô–Tanaka trick.

The method of [23] is based on the Cole–Hopf transform, but it is not available for
the coupled equation in general. Instead, the paracontrolled calculus due to Gubinelli et al.
[31] is applicable. Funaki and Hoshino [19] showed the following three results on T .

First is the convergence of h" and Qh" and local-in-time well-posedness of coupled
KPZ equation (4.7). Let C˛ D .B˛

1;1.T //
n, ˛ 2 R be an Rn-valued Hölder–Besov space

on T .

Theorem 4.1 ([19]). (1) Assume h0 2 Cı , ı 2 .0; 1
2
/, then a unique solution h"

of (4.9) exists up to survival time T " 2 .0;1�. With a proper choice of B";jk ,
there exists Tsur > 0 such that Tsur � lim inf"#0 T

" holds, and h" converges in
probability as " # 0 to some h in C.Œ0;T �;Cı/\C..0;T �;C˛/ for every ˛ < 1

2

and 0 < T < Tsur.

(2) Similar result holds for the solution Qh" of (4.10) with some limit Qh. Under proper
choices of B";jk and QB";jk , we can actually make h D Qh.
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Second, under the trilinear condition (T), we have the invariance of Wiener measure
on T in the following sense and can explicitly compute the difference of two limits.

Theorem 4.2 ([19]). Assume the trilinear condition (T). Then,

(1) B";jk ; QB";jk D O.1/ as " # 0 so that the solutions of (4.9) with B";jk D 0

and (4.10) with QB";jk D 0 converge. In the limit, we have Qhi .t; v/ D hi .t; v/C

ci t , 1 � i � n, where

ci
D

1

24

X
j;k;k1;k2

� i
jk�

j

k1k2
�k

k1k2
:

(2) Moreover, the distribution of ¹@vBºv2T , where B is the Rn-valued periodic
Brownian motion on T , is the unique invariant (probability) measure for the
tilt process u D @vh. Or, one can say that the periodic Wiener measure on the
quotient space C˛=�, ˛ < 1

2
, where “�” is defined by h � hC c for c 2 R,

is invariant for h. The uniqueness of invariant measures does not hold on R.
Wiener measures with constant drifts are all invariant on R, see [23].

Third is the global-in-time well-posedness (existence and uniqueness of solutions)
of (4.7) in paracontrolled sense under (T). Indeed, assuming (T), we take the initial value
h.0/ as h.0; 0/ D 0 and u0 WD @vh.0/

law
D ¹@vBºv2T (i.e., stationary). Then, one can show

the uniform bound for u D @vh, namely that EŒsupt2Œ0;T � ku.t I u0/k
p

C˛�1 � < 1 for every
T > 0, p � 1, ˛ < 1

2
. This implies the global-in-time existence of the solution for a.a.-u0.

Combing this with the strong Feller property of @vh for h in (4.7) on C˛�1; ˛ 2 .0; 1
2
/ shown

by [36], we obtain the global existence for u D @vh for all given u0.
For u � u" D .ui /i D .@vh

i /i for hi in (4.9), we haveX
i;j;k

� i
jk

Z
T
ui@v.u

juk/dv D 0

under (T). This shows an a priori estimate and global well-posedness for (4.9) at least if
h.0/ 2 H 1.T /. Therefore, Theorem 4.1(1) holds globally in time if h.0/ 2 H 1.T /.

The example given in [9] with n D 2 does not satisfy (T), but the logarithmic renor-
malization term is unnecessary, and one can show the existence of an invariant measure. The
role of the trilinear condition (T) is discussed further in [18].

4.1.4. Proof of Theorems 4.1 and 4.2
We think of the Ornstein–Uhlenbeck part (as in (4.3) for the scalar-valued case) as

the leading term and of the nonlinear term as its perturbation. This leads to an expansion
of the equation. We introduce finitely many driving terms H, which involve renormaliza-
tions, and show that, once these terms are determined, the rest of the equation is solvable in
the framework of the paracontrolled calculus. In particular, we can show the local-in-time
solvability and continuity of the solutions in H.
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4.2. From interacting particle systems
Bernardin et al. [2] derived the coupled KPZ equation (4.8) with drifts from a micro-

scopic interacting particle system called multispecies zero-range process with weak asym-
metry (WA). The derivation of scalar KPZ(–Burgers) equation from particle systems was
studied in [3] (WA simple exclusion process), [29] (WA exclusion process with speed change),
and [30] (WA zero-range process).

4.2.1. n-species zero-range process on TN

To derive an n-component system in the limit, we need to consider a system with
n-conserved quantities at the microscopic level. We consider n-species zero-range process
on TN D ¹1; 2; : : : ; N º with periodic boundary condition, namely, particles of n-types,
which perform random walks on TN and interact only at the same sites. The corresponding
macroscopic space is T D Œ0; 1/. Compared to the model discussed in Section 2.1.1, our
system has multiple species, but is limited in one-dimension and is without Glauber part.
A configuration of particles is denoted by � D .�i /niD1 D .¹�i

xºx2TN
/niD1 2 Xn

N , where
XN D ZTN

C is the configuration space of single-species particles and �i
x 2 ZC denotes the

number of particles of the i th species at x 2 TN .
We introduce a weak asymmetry (WA) in jump rates. Once a jump happens, the

probabilities of a jump of the i th particles to the right or the left are given by pN
i .˙1/ D

1
2

˙ ci;N (C for right, � for left) with small ci;N . As we will see, ci;N D
ci

N
, i.e., O. 1

N
/ for

the hydrodynamic limit and linear fluctuation (see Section 4.2.2), while ci;N D
cp
N

C
ci

N
,

i.e., O. 1p
N
/ for KPZ nonlinear fluctuation (see Section 4.2.3). Note that the constant c in

leading order is common for all i .
We consider the Markov process �N .t/ D ¹�

N;i
x .t/ºx;i on Xn

N with the generator

LNf .�/ D N 2
X

x2TN ;1�i�n;eD˙1

pN
i .e/gi .�x/

®
f .�x;xCeIi / � f .�/

¯
;

for functions f on Xn
N , where �x D .�i

x/
n
iD1 and �x;yIi stands for the configuration � after

one i th particle jumps from x to y (which is possible only when �i
x � 1). The diffusive time

change N 2 is introduced. The jump rate gi of the i th particles has the zero-range property,
that is, it is a function on Zn

C, which is the configuration space at a single site, so that gi D

gi .k/ for k D .ki /
n
iD1 2 Zn

C. In particular, interaction occurs only at the same sites. We
assume that the jump rates ¹gi .k/º1�i�n;k2Zn

C
satisfy the conditions of “nondegeneracy,

linear growth, nontriviality of DomZ (defined below)” and the “detailed balance condition”
with respect to product measures, gi .k/

gi .kj;�/
D

gj .k/

gj .ki;�/
for all i 6D j and k 2 Zn

C with ki ; kj � 1,
where kj;� D .k1; : : : ; kj �1; kj � 1; kj C1; : : : ; kn/, see [2] for details.

The invariant measures, or equilibrium states of �N .t/, are superpositions of the
product measures ¹N�' WD p

˝TN
' º with one-site marginal

p'.k/ D
1

Z'

'k

g.k/Š
; Z' D

X
k2Zn

C

'k

g.k/Š
:
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Here ' D .'i /
n
iD1 are nonnegative parameters, called fugacity, 'k D '

k1
1 � � �'

kn
n , and

g.k/Š D

jkjY
`D1

gi.`/.k`/;

with jkj D k1 C � � � C kn, is a product along an increasing path k0 D 0 ! � � � ! k` !

� � � ! kjkj D k connecting 0 and k in Zn
C such that jk`j D `, 0 � ` � jkj, where i.`/ is the

coordinate increased by 1 from k`�1 to k`. We set DomZ WD ¹' 2 .0;1/nIZ' <1º. Note
that, by the detailed balance condition, g.k/Š does not depend on the choice of the increasing
path ¹k`º, so is well-defined.

As in Section 2.1.1, we change the parameter from fugacity ' to density a D .ai /niD1

of particles. Namely, define the map R W ' 7! a D .ai .'//niD1 by

ai
� ai .'/ WD E N�'

�
�i

0

�
; 1 � i � n; (4.11)

which is defined on DomR WD ¹' 2 DomZ Iai .'/ <1; 1� i � nº and denote �a WD N�'. The
correspondence ' $ a is one-to-one. We accordingly have a family of invariant measures
¹�aºa parametrized by density a 2 Œ0;1/n.

4.2.2. Hydrodynamic limit and linear fluctuation
We discuss the hydrodynamic limit (LLN) and the equilibrium linear fluctuation

problem (CLT).

Hydrodynamic limit. Recall that the weak asymmetry is O. 1
N
/, i.e., pN

i .˙1/ D
1
2

˙
ci

N

and ci may be different for different species. We consider an Rn-valued macroscopic empir-
ical measure XN

t D .X
N;i
t /niD1 on T defined as in (2.1) taking �N;i

x .t/ for �x :

X
N;i
t .dv/ D

1

N

X
x2TN

�N;i
x .t/ı x

N
.dv/; v 2 T ; 1 � i � n:

One can show that, multiplied by a test function G 2 C1.T / as in (2.2), XN
t con-

verges asN ! 1 to a.t; v/dvD .ai .t; v/dv/niD1 in probability and the limit density ai .t; v/

is the solution of the system of nonlinear PDEs:

@ta
i

D
1

2
@2

v'i .a/ � 2ci@v'i .a/; v 2 T ; 1 � i � n; (4.12)

where 'i .a/ WD E�a Œgi .�0/�. This is a multispecies version of (2.3) with K D 0 and weak
asymmetry. The diffusion matrix is parabolic in the sense that

P
ij

@'i

@aj �i�j � 0 for any
.�i / 2 Rn.

The hydrodynamic equation (4.12) can be heuristically derived as follows. By
Dynkin’s formula, we have˝

X
N;i
t ; G

˛
D
˝
X

N;i
0 ; G

˛
C

Z t

0

LNX
N;i
s .G/ds CM

N;i
t .G/ (4.13)

and

LNX
N;i .G/ D

1

2N

X
x2TN

gi .�x/�
NG

�
x

N

�
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C
ci

N

X
x2TN

gi .�x/

²
r

NG

�
x

N

�
C r

NG

�
x � 1

N

�³
;

where rNG. x
N
/ D N.G.xC1

N
/�G. x

N
// and we recall (2.7) for�N . For martingale terms,

limN !1 EŒM
N;i
t .G/2� D 0 hold. By local ergodicity in local equilibria, one can replace

gi .�x/ by its local average 'i .a.t; x
N
// and obtain the weak form of (4.12) for ai .t; v/ in the

limit.

Linear fluctuation. Keeping the weak asymmetry the same as above, we discuss equilib-
rium fluctuation so that we assume �N .0/

law
D �a0 for any fixed a0 D .ai

0/
n
iD1 2 .0;1/n.

Consider the fluctuation field Y N
t D .Y

N;i
t /niD1 around a0 defined by

Y
N;i
t .dv/ D

1
p
N

X
x2TN

�
�N;i

x .t/ � ai
0

�
ı x

N
.dv/; v 2 T ; 1 � i � n: (4.14)

The limit Yt D .Y i
t /

n
iD1 is the solution of linear SPDE (Ornstein–Uhlenbeck pro-

cess)

@tY
i

D
1

2

nX
j D1

@aj 'i .a0/@
2
vY

j
� 2ci

nX
j D1

@aj 'i .a0/@vY
j

C
p
'i .a0/@v

PW i ; (4.15)

where PW D . PW i .t; v//niD1 is a family of n independent space–time Gaussian white noises.
The coefficient @aj 'i .a0/ arises as a linearization of 'i .a/ in equation (4.12) around a0,

'i .a/ D 'i .a0/C

nX
j D1

@aj 'i .a0/
�
aj

� a
j
0

�
C � � �

Š 'i .a0/C
1

p
N

nX
j D1

@aj 'i .a0/ � Y j
C � � � :

To make this replacement rigorous, we need to establish the first-order Boltzmann–Gibbs
principle. The limit noise .

p
'i .a0/@v

PW i /i is obtained by computing quadratic and cross-
variations of the martingale terms QM

N;i
t .G/ D

p
NM

N;i
t .G/ of

˝
Y

N;i
t ;G

˛
. Indeed, we have

d

dt

˝
QMN;i .G/

˛
t

D N

�
LN

˝
�N;i .t/; G

˛2
� 2

˝
�N;i .t/; G

˛
LN

˝
�N;i .t/; G

˛�
D

1

N

X
x2TN

gi

�
�N

x .t/
��

r
NG

�
x

N

��2

CO

�
1

N

�
! 'i .a0/

G0
2

L2.T/
;

asN ! 1, since �N .t/
law
D �a0 for all t � 0, while h QMN;i .G1/; QMN;j .G2/it D 0 for i 6D j .

See Section 2.2 of [16] for nonequilibrium fluctuation. The class of models having
Ornstein–Uhlenbeck scaling limit is sometimes called Edwards–Wilkinson university class.

4.2.3. Nonlinear fluctuation leading to coupled KPZ–Burgers equation
Now the weak asymmetry is O. 1p

N
/, i.e., pN

i .˙1/ D
1
2

˙ . cp
N

C
ci

N
/, which is

larger than before. Note that the leading constant c is common to have the common moving
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frame. Compared to Section 4.2.2, ci are replaced by c
p
N C ci so that equation (4.12) for

the density of the i th particles will look like

@ta
i

D
1

2
@2

v'i .a/ � 2.c
p
N C ci /@v'i .a/C

1
p
N

(noise): (4.16)

We consider the fluctuation field under equilibrium, i.e., �N .0/
law
D �a0 for some a0.

This time, a0 should be chosen properly. To cancel the diverging factor 2c
p
N in (4.16),

we introduce the moving frame with speed 2c�
p
N at the macroscopic level with a suitably

chosen � D �.a0/ to the fluctuation field so that (4.14) is modified to become

Y
N;i
t .dv/ D

1
p
N

X
x2TN

�
�N;i

x .t/ � ai
0

�
ı x

N �2c�
p

N t .dv/; v 2 T ; 1 � i � n: (4.17)

The frame should have common speed for all i and this gives the restriction on the choice
of a0. Indeed, we need to assume the frame condition [FC], namely @aj 'i .a0/ D ��ıij for
a0 and �. Then, our main result for the nonlinear fluctuation is stated as follows.

Theorem 4.3 ([2]). Assume the frame condition ŒFC�. Then, Y N
t D .Y

N;i
t /niD1 converges to

Yt D .Y i
t /

n
iD1 in law on the Skorohod spaceD.Œ0;T �;� 0.T /n/with dual of �.T /DC1.T /.

The limit Yt is the unique stationary martingale solution of the coupled KPZ–Burgers equa-
tion

@tY
i

D
1

2
@ai'i .a0/@

2
vY

i
C � i

jk.a0/@v.Y
jY k/

� 2ci@ai'i .a0/@vY
i

C
p
'i .a0/@v

PW i ; v 2 T ; (4.18)

where . PW i /niD1 is the same as in (4.15) and � i
jk
.a0/ D �c@aj @ak'i .a0/. We use Einstein’s

convention for the second term. Observe that if c D 0 and under ŒFC� then (4.18) is the same
as (4.15) for the linear fluctuation.

The reason to have the limit noises in (4.18) is the same as (4.15); note that they
have the same distribution under the shift by moving frame. We give a heuristic reason to
have the nonlinear drift term in the limit. The main idea is the combination of the averaging
effect due to ergodicity under �a0 and Taylor expansion, now up to the second-order terms.
Noting ai D ai

0 C
1p
N
Y i C � � � and the moving frame in (4.17), in (4.16) we will have

@ta
i

D
1

p
N
@tY

i
C 2c�

p
N@va

i
C � � � D

1
p
N
@tY

i
C 2c�@vY

i
C � � � ;

'i .a/ D 'i .a0/C
1

p
N

nX
j D1

@aj 'i .a0/ � Y j
C

1

2N

nX
j;kD1

@aj @ak'i .a0/ � Y jY k
C � � � :

We put these expansions into (4.16) and multiply it by
p
N . Then, noting @v'i .a0/ D 0 and

observing that the diverging terms of order O.
p
N/ exactly cancel by the frame condition

[FC], we will obtain (4.18).
More precisely, in Dynkin’s formula (4.13), by the averaging effect, we replace

gi .�x/ Š E
�a0C 1p

N
Yt . x

N
�2c�

p
N t/�

gi .�x/
�

D 'i

�
a0 C

1
p
N
Yt

�
x

N
� 2c�

p
Nt

��
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and then make the above expansion. This procedure will be made rigorous by the second-
order Boltzmann–Gibbs principle. We give a slightly more detailed outline of the proof.

Proof of Theorem 4.3. For the proof, we need to establish the second-order Boltzmann–
Gibbs principle (Theorem 4.4), which is a combination of averaging due to ergodicity and
Taylor expansion. It guarantees the replacement under space–time average of a function
f D f .�/, whose ensemble average and its first derivatives vanish at a0, by quadratic func-
tion of �i � ai , in equilibrium �a0 . For the identification of the limit, we use the uniqueness
of stationary coupled KPZ–Burgers martingale solutions obtained in [32]. In the limit SPDE,
the drift term with ci can be killed by the spatial shift as noted below (4.8) (at the level
of KPZ equation) so that we assume ci D 0 for simplicity. We also show the tightness of
¹Y N

t ºN in the uniform topology in D.Œ0; T �; � 0.T /n/.
For � D .�x/, the sample average of � around x in size ` � 1 is defined by �.`/

x WD

1
2`C1

P
jyj�` �xCy . The ensemble average of f is denoted by hf i.a/ D E�a Œf �.

Theorem 4.4. Let f D f .�/ 2 L5.�a0/ be a local function supported on sites jyj � `0 such
that hf i.a0/ D 0 and @ai hf i.a0/ D 0 for all i . Then, there exists C D C.`0/ > 0 such that
for T > 0, ` � `0, and  W TN ! R, we have

E�a0

"
sup

0�t�T

 Z t

0

ds
X

x2TN

 x�Œcs�

 
f
�
�x�N .s/

�
�
1

2

nX
j;kD1

@aj @ak hf i.a0/

�

²�
.�N;j /.`/

x .s/ � a
j
0

��
.�N;k/.`/

x .s/ � ak
0

�
�
Vjk.a0/

2`C 1

³!!2#
� Ckf k

2
L5.�a0 /

�
T `

N
k k

2
L2.TN /

C
T 2N 2

`3
k k

2
L1.TN /

�
;

where .Vjk.a0// D cov.�a0/ and k kLp.TN / D . 1
N

P
x2TN

j xjp/1=p , p � 1.

Proof. We apply Kipnis–Varadhan estimate to reduce the dynamic problem to a static one
(bound by H�1-norm): roughly for a mean-zero function F ,

E�a0

"
sup

0�t�T

 Z t

0

F
�
�.s/

�
ds

!2#
� CTE�a0

�
F �

�
�L

sym
N

��1
F
�
; (4.19)

where Lsym
N is the symmetric part of the generator LN of �.t/. To estimate the H�1-norm

by L2-norm, we apply the spectral gap estimate of the operator �L
sym
N , but this works only

on a bounded region and depends on the size of this region. Let Lsym
k;`

be the symmetrized
generator on ƒ` D ¹xI jxj � `º with particles numbered k on ƒ`, and let W.k; `/ be the
inverse of the spectral gap of �L

sym
k;`

. Then, one can show E�a ŒW.k; `/2� � C`4. We need
some assumption on .gi /

n
iD1 to show this. So, we need to confine ourselves to a bounded

region of size ` by conditioning, that is, under the canonical ensemble.
Then we give static estimates. More precisely, we give a decay estimate for the

canonical average as `! 1 to get grandcanonical average called the equivalence of ensem-
bles (shown by applying the local CLT, see the first “�” below) and also Taylor expansion
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(see the second “�”). To give some feeling, for y 2 Rn, we present

E�a0
�
f .�/j�.`/

D y
�

D
E�a0 Œf .�/ � 1¹�.`/Dyº�

�a0.�
.`/ D y/

� E�y
�
f .�/

�
� hf i.a0/C rahf i.a0/ � .y � a0/C

1

2

�
y � a0;D

2
a hf i.a0/.y � a0/

�
C � � � :

This leads to (the static version of) Theorem 4.4 by taking y D �.`/.

To characterize the limit, we apply the martingale problem approach called energy
solution, especially, its uniqueness. The authors of [32] established the uniqueness of station-
ary energy solutions satisfying Yaglom reversibility, that is, the time reversed process has the
negative nonlinear drift compared to the original process.

Indeed, the coupled KPZ–Burgers equation for Y i D @vh
i for h satisfying (4.7) in

canonical form is written as

@tY
i

D
1

2
@2

vY
i

C
1

2
� i

jk@v.Y
jY k/C @v

PW i .t; v/; v 2 T ; 1 � i � n: (4.20)

Its formal generator is given by L D L0 C A, where

L0ˆ.Y / D
1

2

X
i

�Z
T
@2

vD
2
Y i .v/

ˆdv C

Z
T
@2

vY
i .v/ �DY i .v/ˆdv

�
;

Aˆ.Y / D
1

2

X
i;j;k

� i
jk

Z
T
@v

�
Y j .v/Y k.v/

�
DY i .v/ˆdv;

for ˆ D ˆ.Y / and D;D2 denoting the Fréchet derivatives. The authors of [32] gave the
precise definition of L and its domain D.L/. Then they showed that the Kolmogorov back-
ward equation @t‰ D L‰ is solvable in the paracontrolled sense in ‰ D ‰.t; Y / 2 D.L/

for a wide class of initial values ‰.0/ D ‰0. In particular, this shows the uniqueness for the
.L;D.L//-martingale problem as follows: ˆ.t; Yt /�ˆ.0; Y0/�

R t

0
.@sˆC Lˆ/.s; Ys/ds

is a martingale forˆ.t; �/ 2 D.L/. Takeˆ.t;Y /D‰.T � t; Y /, t 2 Œ0;T �, with the solution
‰ of the Kolmogorov equation. Then,‰.T � t; Yt /�‰.T;Y0/ is a martingale. Take t D T ,
and we have EY0 Œ‰0.YT /� D ‰.T; Y0/. This shows the uniqueness.

They further showed that the stationary solution of the cylinder function martingale
problem, that is, instead of ˆ 2 D.L/ the martingale property holds for tame functions
ˆ.Y / D f .hY;  1i; : : : ; hY;  ni/ satisfying Kipnis–Varadhan estimate, is a solution of the
.L;D.L//-martingale problem.

The proof of Theorem 4.3 is completed by combining all these arguments.

The coupling constants� i
jk
.a0/ in our coupled KPZ–Burgers equation (4.18) satisfy

the trilinear condition (T) after rewriting it in a canonical form (4.20) by a proper change of
the time and magnitude taking ci D 0. The scaling limit of Y N under the product measure
�a0 is the “spatial Gaussian white noise” (at Burgers’ level), so that this is consistent in view
of Theorem 4.2(2).
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4.3. Related results
4.3.1. Stochastic eight-vertex model
Funaki et al. [22] introduced the stochastic eight-vertex model motivated by the

eight-vertex model in statistical mechanics. It is a totally asymmetric discrete time parti-
cle system on Z with jumps to one of the consecutive vacant sites on the right. Moreover,
a Glauber-type mechanism, that is, creation of pair of particles and annihilation of colliding
two particles, is allowed. A new type of KPZ–Burgers equation is obtained in the scaling
limit for a properly defined fluctuation field:

@tY D
��

2
@2

vY �
��

2
@vY

2
�
��

2
Y C

p
D1@v

PW 1.t; v/C
p
D2

PW 2.t; v/; v 2 R;

(4.21)

with some constants ��; ��; ��; D1; D2 > 0 satisfying the Einstein relation and two inde-
pendent space–time Gaussian white noises PW 1 and PW 2.

4.3.2. Related singular quasilinear SPDE
Under the hydrodynamic limit for a zero-range process on TN in a random environ-

ment, first for smeared one and then removing it, we obtain the singular quasilinear SPDE
for the limit density u D u.t; v/ of particles:

@tu D @2
v'.u/C @v

®
'.u/ PW .v/

¯
; v 2 T ; (4.22)

where PW .v/ is the spatial Gaussian white noise; compare with (4.12) taking ci D ci .v/

and moving it in the inside of @v . In Funaki and Xie [27], after proving the global-in-time
well-posedness in paracontrolled sense for (4.22) (i.e., u 2 C.Œ0;1/;C˛�1/, ˛ 2 .13

9
; 3

2
/),

the asymptotic behavior of the solution u.t/ as t ! 1 was studied at least when W.v/ is
nearly periodic. The equation has the conserved quantitym D

R
T u.t; v/dv and the limit as

t ! 1 is uniquely determined for each m 2 R. In Funaki et al. [20], a more general SPDE
with second '.u/ replaced by another function �.u/ was studied.

Acknowledgments

The author thanks Sunder Sethuraman for recent fruitful collaborations.

Funding

This research was supported in part by JSPS KAKENHI, Grant-in-Aid for Scientific
Research (A) 18H03672.

References

[1] G. Amir, I. Corwin, and J. Quastel, Probability distribution of the free energy of
the continuum directed random polymer in 1C 1 dimensions. Comm. Pure Appl.
Math. 64 (2011), 466–537.

[2] C. Bernardin, T. Funaki, and S. Sethuraman, Derivation of coupled KPZ–Burgers
equation from multi-species zero-range processes. Ann. Appl. Probab. 31 (2021),
1966–2017.

4322 T. Funaki



[3] L. Bertini and G. Giacomin, Stochastic Burgers and KPZ equations from particle
systems. Comm. Math. Phys. 183 (1997), 571–607.

[4] E. C. M. Crooks, E. N. Dancer, D. Hilhorst, M. Mimura, and H. Ninomiya, Spa-
tial segregation limit of a competition–diffusion system with Dirichlet boundary
conditions. Nonlinear Anal. Real World Appl. 5 (2004), 645–665.

[5] A. De Masi, P. Ferrari, and J. Lebowitz, Reaction–diffusion equations for inter-
acting particle systems. J. Stat. Phys. 44 (1986), 589–644.

[6] A. De Masi, T. Funaki, E. Presutti, and M. E. Vares, Fast-reaction limit for
Glauber–Kawasaki dynamics with two components. ALEA Lat. Am. J. Probab.
Math. Stat. 16 (2019), 957–976.

[7] P. El Kettani, T. Funaki, D. Hilhorst, H. Park, and S. Sethuraman, Mean cur-
vature interface limit from Glauber+Zero-range interacting particles. 2021,
arXiv:2004.05276v2.

[8] P. El Kettani, T. Funaki, D. Hilhorst, H. Park, and S. Sethuraman, Singular limit of
an Allen-Cahn equation with nonlinear diffusion. 2021, arXiv:2112.13081.

[9] D. Ertaş and M. Kardar, Dynamic roughening of directed lines. Phys. Rev. Lett. 69
(1992), 929–932.

[10] T. Funaki, The scaling limit for a stochastic PDE and the separation of phases.
Probab. Theory Related Fields 102 (1995), 221–288.

[11] T. Funaki, Free boundary problem from stochastic lattice gas model. Ann. Inst.
Henri Poincaré B, Probab. Stat. 35 (1999), 573–603.

[12] T. Funaki, Singular limit for stochastic reaction–diffusion equation and generation
of random interfaces. Acta Math. Sin. (Engl. Ser.) 15 (1999), 407–438.

[13] T. Funaki, Hydrodynamic limit for r� interface model on a wall. Probab. Theory
Related Fields 126 (2003), 155–183.

[14] T. Funaki, Stochastic Interface Models. In Lectures on Probability Theory and
Statistics, Ecole d’Eté de Probabilités de Saint-Flour XXXIII – 2003, edited by
J. Picard, pp. 103–274, Lecture Notes in Math. 1869, Springer, 2005.

[15] T. Funaki, Infinitesimal invariance for the coupled KPZ equations. In Séminaire
de Probabilités XLVII, pp. 37–47, Lecture Notes in Math. 2137, Springer, 2015.

[16] T. Funaki, Lectures on Random Interfaces. SpringerBriefs Probab. Math. Statist.,
Springer, 2016, xii+138 pp.

[17] T. Funaki, Hydrodynamic limit for exclusion processes. Commun. Math. Stat. 6
(2018), 417–480.

[18] T. Funaki, Invariant measures in coupled KPZ equations. In Stochastic Dynamics
Out of Equilibrium, Institut H. Poincaré (2017), pp. 560–568, Springer, 2019.

[19] T. Funaki and M. Hoshino, A coupled KPZ equation, its two types of approxima-
tions and existence of global solutions. J. Funct. Anal. 273 (2017), 1165–1204.

[20] T. Funaki, M. Hoshino, S. Sethuraman, and B. Xie, Asymptotics of PDE in
random environment by paracontrolled calculus. Ann. Inst. Henri Poincaré B,
Probab. Stat. 57 (2021), 1702–1735.

4323 Hydrodynamic limit and stochastic PDEs

https://arxiv.org/abs/2004.05276v2
https://arxiv.org/abs/2112.13081


[21] T. Funaki, P. van Meurs, S. Sethuraman, and K. Tsunoda, Motion by mean curva-
ture from Glauber–Kawasaki dynamics with speed change. 2022, preprint.

[22] T. Funaki, Y. Nishijima, and H. Suda, Stochastic eight-vertex model, its invariant
measures and KPZ limit. J. Stat. Phys. 184 (2021), no. 11, 1–30.

[23] T. Funaki and J. Quastel, KPZ equation, its renormalization and invariant mea-
sures. Stoch. Partial Differ. Equ. Anal. Comput. 3 (2015), 159–220.

[24] T. Funaki and S. Sethuraman, Schauder estimate for quasilinear discrete PDEs of
parabolic type. 2021, arXiv:2112.13973.

[25] T. Funaki and H. Spohn, Motion by mean curvature from the Ginzburg–Landau
r� interface model. Comm. Math. Phys. 185 (1997), 1–36.

[26] T. Funaki and K. Tsunoda, Motion by mean curvature from Glauber–Kawasaki
dynamics. J. Stat. Phys. 177 (2019), 183–208.

[27] T. Funaki and B. Xie, Global solvability and convergence to stationary solutions in
singular quasilinear stochastic PDEs. 2021, arXiv:2106.01102.

[28] T. Funaki and S. Yokoyama, Sharp interface limit for stochastically perturbed
mass conserving Allen–Cahn equation. Ann. Probab. 47 (2019), 560–612.

[29] P. Gonçalves and M. Jara, Nonlinear fluctuations of weakly asymmetric inter-
acting particle systems. Arch. Ration. Mech. Anal. 212 (2014), 597–644.

[30] P. Gonçalves, M. Jara, and S. Sethuraman, A stochastic Burgers equation from a
class of microscopic interactions. Ann. Probab. 43 (2015), 286–338.

[31] M. Gubinelli, P. Imkeller, and N. Perkowski, Paracontrolled distributions and sin-
gular PDEs. Forum Math. Pi 3 (2015), no. e6, 1–75.

[32] M. Gubinelli and N. Perkowski, The infinitesimal generator of the stochastic
Burgers equation. Probab. Theory Related Fields 178 (2020), 1067–1124.

[33] M. Z. Guo, G. C. Papanicolaou, and S. R. S. Varadhan, Nonlinear diffusion limit
for a system with nearest neighbor interactions. Comm. Math. Phys. 118 (1988),
31–59.

[34] M. Hairer, Solving the KPZ equation. Ann. of Math. 178 (2013), 559–664.
[35] M. Hairer, A theory of regularity structures. Invent. Math. 198 (2014), 269–504.
[36] M. Hairer and J. Mattingly, The strong Feller property for singular stochastic

PDEs. Ann. Inst. Henri Poincaré B, Probab. Stat. 54 (2018), 1314–1340.
[37] K. Hayashi, Spatial-segregation limit for exclusion processes with two compo-

nents under unbalanced reaction. Electron. J. Probab. 26 (2021), no. 51, 1–36.
[38] P. C. Hohenberg and B. I. Halperin, Theory of dynamic critical phenomena. Rev.

Modern Phys. 49 (1977), 435–475.
[39] M. Hoshino, Paracontrolled calculus and Funaki–Quastel approximation for the

KPZ equation. Stochastic Process. Appl. 128 (2018), 1238–1293.
[40] M. Jara and O. Menezes, Non-equilibrium fluctuations of interacting particle sys-

tems. 2018, arXiv:1810.09526.
[41] K. Johansson, Shape fluctuations and random matrices. Comm. Math. Phys. 209

(2000), 437–476.

4324 T. Funaki

https://arxiv.org/abs/2112.13973
https://arxiv.org/abs/2106.01102
https://arxiv.org/abs/1810.09526


[42] M. Kardar, G. Parisi, and Y.-C. Zhang, Dynamic scaling of growing interfaces.
Phys. Rev. Lett. 56 (1986), 889–892.

[43] M. A. Katsoulakis and P. E. Souganidis, Interacting particle systems and general-
ized evolution of fronts. Arch. Ration. Mech. Anal. 127 (1994), 133–157.

[44] C. Kipnis and C. Landim, Scaling Limits of Interacting Particle Systems. Springer,
1999.

[45] T. Komorowski, C. Landim, and S. Olla, Fluctuations in Markov Processes: Time
Symmetry and Martingale Approximation. Springer, 2012.

[46] J. Quastel and H. Spohn, The one-dimensional KPZ equation and its universality
class. J. Stat. Phys. 160 (2015), 965–984.

[47] T. Sasamoto and H. Spohn, One-dimensional KPZ equation: An exact solution
and its universality. Phys. Rev. Lett. 104 (2010), 230602 (4 pages).

[48] H. Spohn, Large Scale Dynamics of Interacting Particles. Springer, 1991.
[49] H. Spohn, Nonlinear fluctuating hydrodynamics for anharmonic chains. J. Stat.

Phys. 154 (2014), 1191–1227.
[50] H. Spohn and G. Stolz, Nonlinear fluctuating hydrodynamics in one dimension:

the case of two conserved fields. J. Stat. Phys. 160 (2015), 861–884.
[51] H.-T. Yau, Relative entropy and hydrodynamics of Ginzburg–Landau models. Lett.

Math. Phys. 22 (1991), 63–80.

Tadahisa Funaki

Department of Mathematics, Waseda University, Okubo, Tokyo 169-8555, Japan, and
Graduate School of Mathematical Sciences, University of Tokyo, Komaba, Tokyo 153-
8914, Japan, funaki@ms.u-tokyo.ac.jp

4325 Hydrodynamic limit and stochastic PDEs

mailto:funaki@ms.u-tokyo.ac.jp

	1. Introduction
	2. Motion by mean curvature
	2.1. From particle systems
	2.1.1. Glauber–zero-range process and hydrodynamic limit with fixed K
	2.1.2. Mesoscopic Glauber perturbation and derivation of MMC
	2.1.3. Proof of Theorem 2.1

	2.2. Other approaches
	2.2.1. Ginzburg–Landau interface model
	2.2.2. SPDE approach to stochastic MMC


	3. Stefan problem
	3.1. From two-component Glauber–Kawasaki dynamics
	3.2. From two-component Kawasaki dynamics with speed change and annihilation
	3.2.1. One-phase Stefan problem (Immobile Ice)
	3.2.2. Two-phase Stefan problem (Mobile Ice)


	4. KPZ equation
	4.1. KPZ equation as singular SPDE
	4.1.1. Scalar KPZ equation
	4.1.2. Coupled KPZ equation
	4.1.3. Two approximations, local and global well-posedness and invariant measure
	4.1.4. Proof of Theorems 4.1 and 4.2

	4.2. From interacting particle systems
	4.2.1. n-species zero-range process on \mathbb{T}_N
	4.2.2. Hydrodynamic limit and linear fluctuation
	4.2.3. Nonlinear fluctuation leading to coupled KPZ–Burgers equation

	4.3. Related results
	4.3.1. Stochastic eight-vertex model
	4.3.2. Related singular quasilinear SPDE


	References

