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Abstract

In these notes, we review recent results for the limiting behavior of equilibrium fluctua-
tions of interacting particle systems with one or several conserved quantities. Two main
classes of models are considered. First, the weakly asymmetric simple exclusion pro-
cess, a model with one conservation law, and whose fluctuations cross from the Edwards–
Wilkinson (EW) universality class to the Kardar–Parisi–Zhang (KPZ) universality class.
Second, we consider a class of Hamiltonian systems perturbed by a noise and conserving
two quantities. In the case of an exponential potential, the transition occurs from diffusion
to fractional 5

3
behavior, while for a harmonic potential the fluctuations cross from dif-

fusive to fractional 3
2

behavior. We review two different methods which rigorously prove
some of the aforementioned results.
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1. Introduction

Over the last years, there has been much progress in understanding the emergence of
universality at the level of the macroscopic equations that rule the space-time evolution of the
conserved quantities of 1-d interacting particle systems (IPS). To be concrete, we describe the
simplest dynamics of an IPS, namely the exclusion process. In this process, particles evolve
as 1-d continuous-time random walks, with the constraint that does not allow more than a
particle per site at any given time. This means that after an exponential clock of parameter
one, a particle jumps from x to y according to a transition probability p.y � x/. The number
of particles in the system is conserved and one of the questions that one might ask is about
starting from some configuration, how to figure out what is the typical configuration at any
given time. A fundamental question in the IPS literature, known as hydrodynamic limit, is to
describe the evolution of the distribution of the conserved quantities as a function of space
and time in the thermodynamic limit, i.e., when the size of the system is taken to infinity.
The hydrodynamic limit is nothing but a law of large numbers for the empirical measure
associated with the conserved quantities of the system, in a suitable time-scale [20]. The
limit is given by a partial differential equation (PDE) which can be parabolic, hyperbolic, or
even of a fractional form.

Our focus on this article is to describe the limiting laws that appear when one looks at
the deviations of the system from the hydrodynamical profile, therefore we are in the central
limit theorem scaling. As expected, contrarily to the deterministic solution obtained in the
law of large numbers, in this case, the fluctuations are described by some stochastic partial
differential equation (SPDE), and the challenge is to derive and characterize it.

The explanation and characterization of anomalous behavior in 1-d nonequilibrium
systems are challenging even when the interactions are on a finite size window. A way to
characterize the behavior of systems that exhibit an anomalous behavior is by studying the
dynamical structure function, describing the time-dependent fluctuations of the conserved
quantities of the system. For systems with one conservation law, two universality classes can
be obtained: the (Gaussian) universality class, whose scale-invariance is 1 W 2 W 4; and the
superdiffusive KPZ universality class whose scale invariance is 1 W 2 W 3. The latter is conjec-
tured to be the universal law for the fluctuations of models with some smoothing mechanism,
slope-dependent growth speed, and short-range randomness, while the former should be uni-
versal for models without slope-dependence and therefore with Gaussian fluctuations.

For systems with more conservation laws, the situation is much more complicated
and many other universality classes exist. To give some concrete examples, we start by
considering the weakly asymmetric simple exclusion process (WASEP). By tuning the asym-
metry, one can observe different limiting equations depending on whether the symmetry or
the asymmetry is the dominant dynamics. In the case of nearest-neighbor jumps and with
an asymmetry of order O. 1

n� /, where n is the scaling parameter, the crossover goes from
a diffusive behavior (corresponding to the phase where the symmetry dominates, that is,
� > 1

2
) to a behavior given in terms of the stochastic Burgers equation (corresponding to

the phase where both the symmetry and the asymmetry have the same impact, that is, for
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� D
1
2
). In the strong asymmetric regime, recent results show that the limiting behavior

should be given in terms of the KPZ fixed point [22]. This has been rigorously proved only
for totally asymmetric jumps and the current field, but the same behavior should be true for
partially asymmetric jumps and even in the whole phase where the asymmetry dominates
(corresponding to � 2 Œ0; 1

2
/), see the upper dashed line in Figure 1.

The particle system described above has a unique conservation law—the number of
particles—and therefore its analysis is much simpler when compared to systems with more
conservation laws and whose hydrodynamic limit consists of a system of PDEs. Let us now
describe the type of systems with several conservation laws that we focus on, namely the
chains of oscillators. They consist of Hamiltonian systems that are perturbed by a conser-
vative noise. In [7] it was introduced and studied from a numerical point of view, a class of
Hamiltonian systems that present strong analogies with the standard chains of oscillators.
These models, denoted by .r.t/; p.t//t>0, can be described by considering two nonnegative
potentials V and U and the equations of motion are given on x by

dpx D
�
V 0.rxC1/ � V 0.rx/

�
dt and drx D

�
U 0.px/ � U 0.px�1/

�
dt;

where px denotes the momentum of the particle x, qx is its position, and rx D qx � qx�1

is the deformation of the lattice at x. If we assume that V D U and by mapping �2x�1 D rx

and �2x D px , the dynamics above can be rewritten as

d�x.t/ D
�
V 0.�xC1/ � V 0.�x�1/

�
dt:

With respect to the variables �, the energy of the system corresponds to
P

x V.�x/. To make
the model mathematically tractable, the dynamics just described, which is purely determin-
istic, is perturbed by adding a noise that exchanges �x with �xC1 at random exponentially
distributed times, and this is done independently for each bond ¹x; x C 1º. These models
have two conserved quantities, the energy

P
x V.�x/ and the volume

P
x �x and the analy-

sis of their asymptotic behavior is much more intricate than for the case of models with just
one conserved quantity as we described above. Examples of the Hamiltonian systems intro-
duced above are the models of [1,3–6]. In those articles, it was studied the fluctuations of the
conserved quantities, namely, the energy and the volume, starting the system from the invari-
ant measure, which is of product form. By tuning the strength of the Hamiltonian dynamics
by a factor 1

n� one can analyze the crossover fluctuations. The main problem when studying
these Hamiltonian systems is that depending on the chosen potential, the volume and the
energy can be linearly transported in the system, each one having its own velocity and living
on its own time scale. This is the main problem in general when dealing with systems with
more than one conservation law. However, there are cases in which the situation simplifies
since the conserved quantities have the same velocity and they live on the same time scale,
e.g., in [2], where multicomponent coupled equations have been obtained as scaling limits of
the empirical measures of the conserved quantities for the multispecies zero-range process.

When dealing with systems with only one conservation law, there are not many
doubts about the field that one should consider, the field of the conserved quantity. Never-
theless, in presence of more than one conservation law, since any linear combination of the
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conserved quantities is again conserved, the possibility on the choice of the fluctuation fields
is wider.

In [26], with a focus on anharmonic chains of oscillators, it was developed the nonlin-
ear fluctuating hydrodynamics theory for the equilibrium time-correlations of the conserved
quantities of that model, see also [28] for previous results on the anomalous transport in 1-
d Hamiltonian systems with an emphasis on the KPZ behavior. In those articles, there are
analytical predictions, based on a mode-coupling approximation, for the form of the fluctu-
ations of the conserved quantities. Depending on the value of the coupling constants many
other universality classes pop up, besides the Gaussian and the KPZ, already seen in systems
with only one conservation law. At the same time in [23], by analyzing coupled single-lane
asymmetric simple exclusion processes, the authors obtained numerically some universality
classes with several dynamical exponents for the two conserved quantities of the system.
All the possible combinations of limits in that model are summarized in Table 1 of [23].
We apply in Sections 3.2 and 3.5 the strategy developed in [23, 26] to compute the fluctua-
tion fields for models of chains of oscillators with two different potentials, the exponential
and the harmonic, respectively. We also describe in Section 3.3 an alternative way to com-
pute these fields, based on the action of the generator on the conserved quantities of the
system. Once the proper choice of the fluctuation fields is done, the next question is related
to the predictions on the form of the fluctuations for those quantities. This means that one
has to write down the equations for the time evolution of those fields and one has to close
those equations in terms of those fields. But since each field evolves in a certain time scale
(which is not necessarily the same for both), then one has to analyze the leading terms in
the expansion of the equations in such a way that one can recover the limiting SPDE, and
this can be a hard task. The strategy to do this, is to write down the instantaneous current
of the system in terms of the field of the conserved quantities and this can be done by the
so-called Boltzmann–Gibbs principle. This principle was introduced in [8] for systems with
one conserved quantity and it states that any local field of the dynamics can be replaced
(in a proper topology) by the fluctuation field of the conserved quantity. When one is look-
ing at the fluctuation field of the conserved quantity of the WASEP described above, the
aforementioned Boltzmann–Gibbs principle is sufficient to recover the SPDE satisfied by
the limiting field in the regime where the symmetry dominates (i.e., � > 1

2
), but when the

asymmetry has the same impact as the symmetry, then the Boltzmann–Gibbs principle of
[8] does not give any information about the limiting field. For that purpose a second-order
Boltzmann–Gibbs principle has been derived in [12,14,15] which allows replacing any local
field of the dynamics by the square of the fluctuation field of the conserved quantity of the
system. By using this principle, it becomes simple to close the equation for the field of the
conserved quantity and to recognize the SPDE satisfied by the limiting field. The proof for
the second-order Boltzmann–Gibbs principle of [15] does not impose strong conditions on
the underlying microscopic dynamics and allows obtaining the crossover fluctuations from a
diffusive behavior to a behavior given by the stochastic Burgers equation, as described above
for the WASEP, and, more generally, for any system which has an instantaneous current that
can be written as a sum of polynomial functions. Therefore the application of this principle
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even to the Hamiltonian systems described above, allows getting information on the form of
the fluctuations. But below the critical case, � D

1
2
, nothing rigorous is known apart from

the strong asymmetric regime and for a specific choice of the jump rates. We believe that the
extension of this result to Hamiltonian systems will open a new way to obtain the fluctuations
of the energy and the volume and to establish the precise dependence on the strength of the
perturbing noise, at the level of the crossover from different SPDEs.

The description of the universality classes from Gaussian to KPZ is for one com-
ponent systems and in the case of multicomponent systems, as the Hamiltonian systems just
mentioned, the scenario is much less understood. In the last years, this problem has attracted a
lot of interest in both the physics and the mathematics communities, since up to very recently,
there was no theoretical explanation and the numerical simulations were too controversial
[10,21].

As mentioned above, in [23,26,27] with the so-called nonlinear fluctuating hydrody-
namics theory, which has been developed during the last years, the authors proposed a rich
and complex phase diagram of the universality classes for the aforementioned Hamiltonian
systems. The richness of the diagram is explained by the nontrivial nonlinear couplings,
occurring at different time scales, between the conserved quantities. This means, as men-
tioned above, that each conserved quantity will have its own velocity in a certain time scale
and its own limiting SPDE ruling its fluctuations. This results have been, proved rigorously
in the context of harmonic chains perturbed by a conservative noise (see [4,5,18]) and also for
a 1-d infinite chain of coupled charged harmonic oscillators with a magnetic field [24]. The
predictions in [26,27] are done starting from the macroscopic equation, which is assumed to
be an Euler equation given by @t % C @xhj i% D 0, where % D .%1; %2; %3/ is the vector whose
i th .i D 1; 2; 3/ component represents one of the conserved quantities of the system, j is the
vector whose i th component represents the instantaneous current of the system for one of the
conserved quantities and h�i% represents the average with respect to the invariant state with
parameter %. By linearizing the equation, one arrives at @t % C A@x% D 0, and by adding a
noise term and a dissipating term, one gets @t % C @x ŒA% � D@x% C BW � D 0, where W is
an n-d white noise and A and D are matrices. For the dynamical correlation function given
by S.i; t/ D hji .t/; j0.0/i%, one has

P
i S.i; t/ D AC t , where C is another matrix related to

A and B . By taking certain ansatz for the matrices, one can predict many universality classes
(only in the strong asymmetric regime). Besides the predictions not being mathematically
rigorous, they bring up a new insight to approach the problem from the mathematical point of
view: in order to study the fluctuations of systems with multicomponent conserved quantities,
one has to look at a proper linear combination of the fields of the conserved quantities.

In [26,27] the authors give very detailed predictions about the correct time scales that
one should see a nontrivial behavior for each one of the conserved quantities, and more than
that, they also predicted what are the limiting processes that one is searching for. They did
it for the models of chains of oscillators, but these models should have the same asymptotic
behavior as the dynamics introduced above with only two conserved quantities. According
to their predictions, one can get conserved quantities with a Gaussian behavior, or a KPZ
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behavior, or a fractional behavior given in terms of Lévy processes with a certain exponent
that depends on the dynamics.

We highlight that the list of universality classes is not exhausted by those described
above, as the EW [11], the KPZ, or those given by Lévy processes. Recently in [9], the authors
analyzed a temperature-dependent model (that for zero temperature gives the classical bal-
listic deposition model) and the 1-temperature version is a random interface, that does not
belong to any of the universality classes mentioned above. Its scaling limit is given by the
Brownian Castle, a renormalization fixed point, whose scale-invariance is given by 1 W 1 W 2,
distinct from both the EW or the KPZ classes.

Here we report two ways of rigorously obtaining some of the universality classes
mentioned above. We present the methods for the WASEP and also for the model of chains
of oscillators as described above for two different potentials. With this, we establish the
existence of crossover lines, by tuning the parameter �, in the phase diagram connecting
some universality classes.

2. Exclusion process: a prototype model with one

conservation law

We start by explaining in detail a model whose dynamics conserves one quantity,
namely, the density of particles. Our prototype model is the exclusion process which we
denote by �.t/. We consider the process evolving on the discrete torus Tn D ¹0;1; : : : ; n � 1º

and its dynamics can be described as follows. Each particle waits an exponential time of
parameter 1 and then it jumps to a site according to a certain probability transition rate
p.�/. The exclusion rule dictates that the jump of a particle is performed if and only if the
destination site is empty, otherwise nothing happens and the particle waits a new random
time. The space state of this process is ¹0; 1ºTn and a configuration is denoted by � D ¹�x 2

¹0;1º W x 2 Tnº. We denote the jump rate from the site x to the site y by p.x;y/ D p.y � x/,
and note that p.�/ only depends on the size of the jump and not on the exact location where
the jump is performed. When jumps are allowed only to nearest-neighbor sites the process
is simple, so that p.z/ D 0 if jzj > 1. We make the following choice p.�1/ D 1 � p.1/

and p.1/ D p C
E
n� , where p; E, and � are constants. If E D 0 (no dependence on �) and

p D
1
2
, we get the symmetric simple exclusion process (SSEP); if E D 0 and p ¤

1
2
, we

get the asymmetric simple exclusion process (ASEP), and if E ¤ 0 and p D
1
2
, the process

is the WASEP. Observe that the parameter � rules the strength of the asymmetry, that is,
the higher the value of �, the weaker the asymmetry. Its infinitesimal generator is given on
functions f W ¹0; 1ºTn ! R by

Lexf .�/ D

X
x2Tn

®
p.1/�x.1 � �xC1/ C p.�1/�xC1.1 � �x/

¯�
f .�x;xC1/ � f .�/

�
; (2.1)

where �x;xC1 is the configuration obtained from the configuration � by swapping the occu-
pation variables �x and �xC1:

�x;xC1
y D �xC11yDx C �x1yDxC1 C �y1y¤x;xC1: (2.2)
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The system is speeded up in the time scale tna, where a > 0 is a constant. A simple compu-
tation shows that Lex.�x/ D jx�1;x.�/ � jx;xC1.�/ where

jx;xC1.�/ D �x.1 � �xC1/

�
p C

E

n�

�
� �xC1.1 � �x/

�
1 � p �

E

n�

�
: (2.3)

The system conserves one quantity—the number of particles,
P

x2Tn
�x . The invariant mea-

sures are denoted by �% and are, in fact, Bernoulli product measures of parameter %:

�%.d�/ D

Y
x2Tn

%�x .1 � %/1��x (2.4)

for % 2 .0; 1/. In the case E D 0 and p D
1
2
, these measures are also reversible.

2.1. Hydrodynamic limit
The trajectories of the process live on the Skorohod space D.Œ0; T �; ¹0; 1ºTn/ and

P�n is the probability measure on that space induced by an initial measure �n and by the
process ¹�.tna/ºt>0. The expectation with respect to P�n is denoted by E�n . We define the
empirical measure associated to the density by

�n.�; du/ WD
1

n

X
x2Tn

�xı x
n
.du/;

where ı x
n

is a Dirac mass on x
n

2 T and �n
t .�; du/ WD �n.�.tna/; du/. The statement of the

hydrodynamic limit can be rigorously stated as follows. We assume that the process starts
from a probability measure �n for which a law of large numbers holds, i.e., the sequence of
random measures �n

0 .�;du/ converges, in probability with respect to �n and when n is taken
to infinity, to the deterministic measure %.0; u/du, where the density %.0; u/ is a measur-
able function. The claim in the hydrodynamic limit is that under the previous assumption,
the same result holds at any time t , that is, the random measure �n

t .�; du/ converges, in
probability with respect to the distribution of the process at time t and when n is taken to
infinity, to a deterministic measure %.t; u/du. The function %.t; u/ is the solution (usually in
a weak sense) of a PDE, which is called, the hydrodynamic equation of the system. For the
exclusion processes introduced above, one can get as hydrodynamic equations: for the SSEP
and by rescaling time diffusively a D 2, the heat equation given by

@t %.t; u/ D
1

2
�%.t; u/:

For the WASEP with � D 1 (resp. for the ASEP) and by rescaling time diffusively a D

2 (resp., in the hyperbolic scale a D 1), the viscous Burgers equation (resp., the inviscid
Burgers equation),

@t %.t; u/ D
1

2
�%.t; u/ C .1 � 2E/rF

�
%.t; u/

�
;

@t %.t; u/ D .1 � 2E/rF
�
%.t; u/

�
;

where F.%/ D %.1 � %/. The last result is a Law of Large Numbers for the unique conserved
quantity of the system, i.e., the density. Now the natural question that comes next is related to
the fluctuations around the obtained hydrodynamical profile. Moreover, we could ask if there
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are equations that can be obtained for different dynamics which share common grounds. If
so, what are their form and how do they relate? In these notes, we will explain two different
methods that allow obtaining some answers in this direction.

2.2. Fluctuations
We consider the system starting from the invariant measure, which, for the model

under investigation, is of product form and homogeneous, see (2.4). We define the empirical
field associated to the conserved quantity—the density fluctuation field—which is the linear
functional acting on functions f as

Yn
t .f / D

1
p

n

X
x2Tn

f

�
x

n

�
�x.tna/;

where �x WD �x.tna/ � %. The last identity is obtained by first integrating f with respect
to the density empirical measure �n

t .�; du/, then removing its mean (with respect to the
invariant state) and then multiplying it by

p
n. The question that arises now is to understand

the limit in distribution, as n ! C1, of Yn
t that we denote by Yt . For the exclusion pro-

cesses introduced above, one can get for the SSEP and rescaling time diffusively a D 2, the
Ornstein–Uhlenbeck (OU) equation given by

d Yt D
1

2
�Yt dt C

p
F.%/r Wt :

For the WASEP with � > 1
2

and rescaling time diffusive a D 2, one can get exactly the same
OU equation as in the symmetric case, while for � D

1
2

and still rescaling time diffusively
a D 2, the KPZ equation (introduced in [19]) or its companion, namely the stochastic Burgers
(SB) equation, respectively, for the height fluctuation field and the density fluctuation field,

dht D
1

2
�ht dt C 4E.rht /

2dt C
p

F.%/Wt ;

d Yt D
1

2
�Yt dt C 4ErY2

t dt C
p

F.%/r Wt :

Above Wt is a space-time white-noise. Last results were proved in [14] and [13]. For the case
E D 0, p ¤ 1=2 and taking the system in the hyperbolic time scale a D 1, one can get

d Yt D .1 � 2%/.1 � 2p/rYt dt:

Observe that in the last equation if we consider % D
1
2
, we get a trivial evolution for the

density field. The same result would be obtained if, instead of choosing % D
1
2
, we redefine

the field in a frame with the velocity .1 � 2%/na�1. To simplify the presentation we consider
% D

1
2

in what follows. Therefore, to get a nontrivial behavior, one has to speed up the time
and in that case, and for the choice a D

3
2
, the limiting field should be given in terms of the

KPZ fixed point, see [22]. In [12] it was proved that, up to the time scale a D
4
3
, there is no

evolution of the field; beyond that time scale, the limit of this field is not known yet, but it
should be given in terms of the KPZ fixed point. The results in [12] applied to the WASEP
show that below the line a D

4
3
.� C 1/ there is no time evolution of the limiting field, but the

trivial evolution should go up to the line a D � C
3
2
. Last results are summarized in Figure 1.
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Figure 1

Density fluctuations.

The starting point to prove the latter results (that we now restrict to WASEP with
% D

1
2
) is to use Dynkin’s formula, so that for f 2 C 2.T /, where T denotes the one-

dimensional torus,

Mn
t .f / D Yn

t .f / � Yn
0 .f / �

Z t

0

.@s C naLex/Yn
s .f /ds; (2.5)

is a martingale with respect to the natural filtration of the process. We say that it is the
martingale associated to the field Yn

t .f /. A simple computation shows that

Mn
t .f / D Yn

t .f / � Yn
0 .f / �

na

2n2
�n

t .f / �
Ena

n
3
2 C�

An
t .f /:

Above, the contribution of the symmetric and asymmetric parts of the dynamics are respec-
tively given by

�n
t .f / D

Z t

0

Yn
s .�nf /ds and An

t .f / D

Z t

0

X
x2Tn

rnf

�
x

n

�
�x.sna/�xC1.sna/ds;

where �n and rn, respectively, denote the discrete Laplacian and discrete derivative

�nf

�
x

n

�
D n2

²
f

�
x C 1

n

�
� 2f

�
x

n

�
C f

�
x � 1

n

�³
and

rnf

�
x

n

�
D n

²
f

�
x C 1

n

�
� f

�
x

n

�³
:

A simple computation shows that the quadratic variation is given by˝
Mn.f /

˛
t

D

Z t

0

na

n3

�
1

2
C

E

n�

� X
x2Tn

�
rnf

�
x

n

��2�
�x.sna/ � �xC1.sna/

�2
ds;

so that if a D 2 we get limn!1 E�% Œ.Mn
t .f //2� D tF .%/

R
.rf .u//2du, while for a < 2

it vanishes. To close the equations for the density fluctuation field, one just has to analyze
the integral terms in the martingale above. The term coming from the symmetric part of the
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dynamics is simple since it is already written in terms of the fluctuation field Yn
s . A simple

computation shows that the variance of that term is of order O.n2.a�2//, so that it converges
if a D 2, but for a < 2 it vanishes. The most complicated term is that coming from the
asymmetric part of the dynamics, namely, the term An

t .f /. Our tool to analyze the variance
of this term is given in terms of a H�1-norm estimate, stated in Theorem 4 of [3] as

E�%

" Z t

0

X
x2Tn

rnf

�
x

n

�
�x.sna/�xC1.sna/ ds

!2#
6

Cf tn
p

na
: (2.6)

From the latter result, the variance of the term involving An
t .f / is of order O.n

3
2 a�2.�C1//,

so that it vanishes when a < 4
3
.� C 1/. In the diffusive time scale, that term vanishes for any

� > 1
2
, while for � D

1
2

we can use the second-order Boltzmann–Gibbs principle proved in
[14,15]. This principle states that for any t 2 Œ0; T �, any positive integer n, and any " 2 .0; 1/,
it holds

E�%

" 
An

t .f / �

Z t

0

1

n

X
x2Tn

rnf

�
x

n

��
Yn

s

�
��

�
x

n

���2

ds

!2#
6 Cf T

�
" C

t

"2n

�
;

(2.7)

where for u 2 .0; 1/ and y 2 .0; 1/ we have ��.u/.y/ D 1.u;uC��.y/. From the latter results
we see that for a < inf. 4

3
.� C 1/; 2/ we have Yn

t .f / D Yn
0 .f / plus terms that vanish in

the L2.P�%/-norm as n ! C1, so that the limit field has a trivial evolution. We note that in
fact last result should be true for a < inf. 3

2
C �; 2/ but this has not been proved, yet. When

a D 2 and � > 1
2
, we see that

Mn
t .f / D Yn

t .f / � Yn
0 .f / �

Z t

0

Yn
s .�nf /ds

plus terms that vanish in the L2.P�%/-norm as n ! C1, so that we get the OU equation;
while for � D

1
2
, we get

Mn
t .f / D Yn

t .f / � Yn
0 .f / �

Z t

0

Yn
s .�nf /ds

C

Z t

0

1

n

X
x2Tn

rnf

�
x

n

��
Yn

s

�
��

�
x

n

���2

ds

plus terms that vanish in the L2.P�%/-norm as n ! C1, so that we get the SB equation. In
fact, with a little more effort one can get an energy solution to the SB as introduced in [14] and
[15], for which the uniqueness as been proved in [17] by using paracontrolled calculus, see [16].
In the next subsection we analyze the same problem for a model with two conservation laws.

3. A prototype model with two conservation laws

Fix once and for all a positive real parameter b > 0. We start with the 1-d potential
Vb W R ! Œ0; C1/ defined by Vb.u/ D e�bu � 1 C bu and we consider the Markov process
¹�x.t/ºt>0 with state space �n WD RTn , whose infinitesimal generator is denoted by L and
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is given by LD ˛nAb C 
S, where 
 > 0, ˛n D ˛n�� , ˛ 2 R, and � > 0. The operators
Ab and Sact on differentiable functions f W �n ! R as follows:

.Abf /.�/ D

X
x2Tn

�
V 0

b.�xC1/ � V 0
b.�x�1/

�
.@�x f /.�/

and
.Sf /.�/ D

X
x2Tn

�
f .�x;xC1/ � f .�/

�
: (3.1)

The system under investigation is a Hamiltonian system that is perturbed by a stochastic noise
generated by S. Above, the configuration �x;xC1 is given in (2.2). The interested reader can
find more details on these models in [3,7,27].

Observe that all the objects defined above should be indexed on the scaling param-
eter n, but in order to simplify notation we will omit the dependence on it. The parameter
˛n D ˛n�� regulates the intensity of the asymmetry in the system in terms of the scal-
ing parameter n. The role of the parameter 
 is to regulate the intensity of the stochastic
noise. The system will be speed up in the time scale tna with a > 0. From the expression
of the potential Vb.u/, we see that if �x D e�b�x then Vb.�x/ D �x � 1 C b�x . A simple
computation shows that

L
�
Vb.�x/

�
D j e

x�1;x.�/ � j e
x;xC1.�/; L.�x/ D j v

x�1;x.�/ � j v
x;xC1.�/; (3.2)

where

j e
x;xC1.�/ D �˛nb2�x�xC1 C ˛nb2.�x C �xC1/ � 
r

�
Vb.�x/

�
;

j v
x;xC1.�/ D ˛nb.�x C �xC1/ � 
r�x ; (3.3)

and r�xf .�/ D �xC1f .�/ � �xf .�/, where �xf .�/ D f .�x�/. The same is true for �x , that
is, L.�x/ D j

�
x�1;x.�/ � j

�
x;xC1.�/, where

j
�
x;xC1.�/ D �˛nb2�x�xC1 � 
r�x : (3.4)

We have two conserved quantities, namely energy and volume,
P

x2Tn
Vb.�x/ and

P
x2Tn

�x ,
see [7] where it is proved that, in some sense, they are the only conserved quantities. Observe
that any linear combination (plus constants) of energy and volume is also conserved, as the
quantity

P
x2Tn

�x which will be very relevant in what follows. The invariant measures of
the process are denoted by � Ň; N� and are explicitly given by

� Ň; N�.d�/ D

Y
x2Tn

NZ�1. Ň; N�/ exp
®
� Ňe�b�x � N��x

¯
d�x ; (3.5)

for Ň; N� > 0, where NZ. Ň; N�/ D �. N�=b/=.b Ň N�=b/ is the normalization constant. Let us denote
by E� Ň; N�

the expectation with respect to � Ň; N�. We denote by e WD e. Ň; N�/, v WD v. Ň; N�/, and
� D �. Ň; N�/ the averages of the quantities Vb.�x/, �x , and �x with respect to � Ň; N�, that is,

e D E� Ň; N�

�
Vb.�x/

�
; v D E� Ň; N�

Œ�x �; and � D E� Ň; N�
Œ�x �: (3.6)
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With the notations that we have just introduced, we see that

E� Ň; N�

�
j e

x;xC1

�
D �˛nb2.e � bv/2

C ˛nb2
D �˛nb2�.1 � 2�/;

E� Ň; N�

�
j v

x;xC1

�
D 2˛nb.1 C e � bv/ D 2˛nb�;

E� Ň; N�

�
j

�
x;xC1

�
D �˛nb2�2: (3.7)

Note that � D
N�

b Ň
and �2 D

N�

b Ň2
.

3.1. Hydrodynamic limits
Now we describe the space-time evolution of the relevant quantities of the system.

Therefore, for any configuration � 2 �n, we define the empirical measures associated to the
energy and the volume as �n;e.�; du/ and �n;v.�; du/ in R by

�n;e.�; du/ D
1

n

X
x2Tn

Vb.�x/ı x
n
.du/ and �n;v.�; du/ D

1

n

X
x2Tn

�xı x
n
.du/;

and let �
n;�
t .�;du/ WD �n;�.�.tna/;du/. In [7], for a D 1 and in the strong asymmetric regime,

if e0 W R ! R and v0 W R ! R are measurable functions and if �
n;e
0 .�;du/ !w

n!C1 e0.u/du

and �
n;v
0 .�; du/ !w

n!C1 v0.u/du, where the convergence is in the weak sense and with
respect to an initial measure �n, then the same result is true for any t 2 Œ0; T � (before the
appearance of shocks), namely �

n;e
t .�; du/ !w

n!C1 e.t; u/du and �
n;v
t .�; du/ !w

n!C1

v.t; u/du, where 8<: @t e.t; u/ � ˛b2@u..e.t; u/ � bv.t; u//2/ D 0;

@t v.t; u/ C 2˛b@u.e.t; u/ � bv.t; u// D 0;
(3.8)

with initial conditions e0 and v0, respectively.
Our interest in these notes is to go beyond the hydrodynamic limit and ask about

the form of the fluctuations around the hydrodynamical profile. The study of nonequilibrium
fluctuations is usually very intricate, since it requires knowledge on the correlations of the
system, therefore we restrict ourselves to the equilibrium scenario. So from now on, we
assume that our Markov process starts from the invariant measure � Ň; N�.

For systems with only one conservation law, there is no ambiguity in the choice of
the fields that one should look at. When systems have more than one conserved quantity, and
whose evolution is coupled, as is our case here, we have to be careful when we define those
fields. In the next section, we apply the mode-coupling theory explained in detail in [27] and
compute the correct fields that one should look at. We also explain in Section 3.3 another
way of computing those fields just by employing Dynkin’s formula.

3.2. Predictions from mode coupling theory
The system under investigation has two conserved quantities and it is possible to

have an estimate on the scaling exponent and the form of the liming fluctuations by using
the nonlinear fluctuating hydrodynamics theory. This is a macroscopic theory that requires
only the knowledge of the hydrodynamic equations (3.8) in the hyperbolic time scale, we
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refer to [23, 26, 27]. Nevertheless, observe that this theory has only been developed in the
strong asymmetric regime corresponding to � D 0. Let us fix the quantities �x and �x , and
recall (3.7). Assume � ¤ 0. Consider the column flux matrix

j D

 
E� Ň; N�

Œj
�
x;xC1�

E� Ň; N�
Œj v

x;xC1�

!
D

 
�˛nb2�2

2˛nb�

!
: (3.9)

The Jacobian is thus given by

J D

 
@�E� Ň; N�

Œj
�
x;xC1� @vE� Ň; N�

Œj
�
x;xC1�

@�E� Ň; N�
Œj v

x;xC1� @vE� Ň; N�
Œj v

x;xC1�

!
D

 
�2˛nb2� 0

2˛nb 0

!
: (3.10)

Now observe that the eigenvalues of last matrix are given by v1 WD �2˛nb2� and v2 D 0.
This corresponds to the velocity that we should take in order to see the evolution of the
fields. The corresponding eigenvectors are given by �1 D

� 1
� 1

b�

�
and �2 D

�
0
c

�
, where c is a

constant. To obtain the linear combination of the fields that one should look at, we need to
find the matrix R that diagonalizes J , that is, RJR�1 D

�
v1 0
0 v2

�
. Observe that R�1 is the

matrix whose columns are the eigenvectors of J so that

R�1
D

 
1 0

�
1
b�

c

!
and R D

1

c

 
c 0
1
b�

1

!
: (3.11)

The free constant c is determined by the equation RKR�1 D I, where I denotes the iden-
tity matrix. The matrix K is a symmetric matrix and it is called the compressibility matrix.
According to the nonlinear fluctuating hydrodynamic theory, the quantities that we should
look at are given by the identity .U1; U2/ D R.�x ; �x/, which gives U1 D �x and
U2 D

1
c

�x

b�
C �x . Therefore, the quantities U1 and U2 are the conserved quantities that

we should look at and on a frame with velocity v1 and v2, respectively. Now let us see the
predictions on the form of the fluctuations for each one of these quantities. Given the two
entries of the matrix (3.10), we look now at the corresponding Hessians:

H1
D �2˛nb2

 
1 0

0 0

!
and H2

D

 
0 0

0 0

!
: (3.12)

The coupling constants, which are determined by the above matrices, are given on i 2 ¹1; 2º

by Gi D
1
2

P2
j D1 Ri;j Œ.R�1/�Hj R�1� where Ri;j is the entry of the matrix R. A simple

computation shows that �
.R�1/�H1R�1

�
D �˛nb2

 
1 0

0 0

!
;

and from this we get

G1
D �˛nb2

 
1 0

0 0

!
and G2

D �
˛nbc

�

 
1 0

0 0

!
:

From Section 2.2 of [27], we obtain for the strong asymmetric regime (� D 0), since G1
1;1 D 1,

G2
2;2 D 0, and G2

1;1 D 1, that the equilibrium fluctuations of the quantity U1 should be in
the KPZ universality class, while the fluctuations of the quantity U2 should be described by
a Lévy process with exponent 5

3
.
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3.3. Choice of the fluctuations fields
Suppose the system starts from the invariant measure � Ň; N� as defined in (3.5). Recall

also (3.6). In the same spirit as we defined above, we present now an alternative way to obtain
the fields that we need to look at. Let us define on f 2 C 2.T / the quantities:

Xn
t .f / D

1
p

n

X
x2Tn

f

�
x

n

��
�x.tna/ � �

�
and

Vn
t .f / D

1
p

n

X
x2Tn

f

�
x

n

��
�x.tna/ � v

�
:

At this point it is important to recall (3.3) and (3.4) and to center them with respect to the
invariant measure � Ň; N�. We see that the centered currents become

j
�
x;xC1.�/ D �˛nb2 N�x

N�xC1 � ˛nb2� N�x � ˛nb2� N�xC1 � ˛nb2�2
� 
r N�x ; (3.13)

j v
x;xC1.�/ D ˛nb. N�x C N�xC1 C 2�/ � 
r N�x : (3.14)

Our starting point is Dynkin’s formula, which allows us to associate the martingales to each
field Xn

t .f / and Vn
t .f / as in (2.5). The important terms to analyze are the time integrals.

Observe that since our test functions are time-independent the contributions from the terms
@s are null. Let us now check the contribution from the action of the generator. We start with
the field Xn

t . Note that from (3.13), since
P

x2Tn
rnf . x

n
/ D 0, and from a summation by

parts, we have that

naLXn
s .f / D




n2�a
Xn

s .�nf / C
˛nb2�

n2�a
Xn

s .�nf / C
2b2�˛n

n1�a
Xn

s .rnf /

�
b2˛n

n3=2�a

X
x2Tn

rnf

�
x

n

�
N�x.sna/ N�xC1.sna/: (3.15)

At this point we stop with the computations for the � field and observe that by similar com-
putations we obtain for the volume field

naLVn
s .f / D




n2�a
Vn

s .�nf / C
2b˛n

n1�a
Xn

s .rnf / �
b˛n

n2�a
Xn

s .�nf /: (3.16)

As one can see from the expansions above, the evolution of the Xn
t field is independent of

the evolution of the Vn
t field but for the volume field, this is not the case. Let us now explain

how to get a linear combination of the fields that one should focus on to have both fields
drifting at the same velocity vn.

Let us redefine the fields above, by considering a test function which is time depen-
dent and given by a translation with a velocity vn and let Zn;u

t .f / be the field corresponding
to the variable �

u

x D �x C u�x , that is,

Zn;u
t .f / D Xn

t .T �
vnt f / C uVn

t .T �
vnt f /;
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where u 2 R and T �
vnt f . x

n
/ D f . x

n
� vvt /. A simple computation based on (3.15) and (3.16)

shows that

naLZn;u
s .f / D




n2�a
Zn;u

s .�nf /

C
na˛nb

n
.�2b� C 2u/Xn

s .rnT �
vnsf / �

˛n.ub � b2�/

n2�a
Xn

s .�nT �
vnsf /

�
b2˛n

n3=2�a

X
x2Tn

rnT �
vnsf

�
x

n

�
N�x.sna/ N�xC1.sna/:

Observe also that since now the test functions are time-dependent, we get a contribution
from the term @sZ

n;u
s .f / given by @sZ

n;u
s .f / D vnZ

n;u
s .rf /. To find the velocity vn, we

only look at the degree-one terms in the last display. Observe that both the rightmost term
in the second line of the latter display and the rightmost term on the first line of the same
display have a smaller variance when compared to the leftmost term on the second line of
that display. Therefore the latter is the term that one has to get rid of. By combining that term
with the contribution from @sZ

n;u
s .f /, we see that to find the constants u and vn we have

to solve the system of equations:8<: na˛nb
n

.�2b� C 2u/ D vn;

0 D vnu:
(3.17)

The latter system is obtained by equating the coefficients in front of the quantities �x and �x

in the expression
na˛nb

n
.�2b� C 2u/Xn

s .rnT �
vnsf / C vnZ

n;u
s .rf /:

The system (3.17) has two solutions:

(I) u D 0, which gives vn D �bna�1˛nv, where v D 2b�. In this case, we
should consider the field associated to the quantity U1 D �x in a moving
time-dependent frame.

(II) vn D 0, which gives u D b�. In this case, we should consider the field associ-
ated to the quantity U2 D �x C b��x and with no velocity since vn D 0.

Observe that these results match the predictions from the previous subsection. Now that the
fields are fixed, let us see what we can say in these two cases.

3.4. Limiting equations
From the computations of the last subsections, we know exactly the linear combi-

nation of the conserved quantities that we should look at and the corresponding velocities.
Now we explain what we can rigorously prove for each one of them.

3.4.1. Case (I)
In this case vn D �2b2�na�1˛n. Since u D 0, we have that

Zn;0
t .f / D Xn

t .T �
vnt f / D

1
p

n

X
x2Tn

.T �
vnt f /

�
x

n

�
N�x.tna/:
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Therefore,

.@s C naL/Zn;0
s .f / D




n2�a
Zn;0

s .�nf / C
˛nb2�

n2�a
Zn;0

s .�nf /

� 2b2�na�1˛nZ
n;0
s .rnf / � vnZ

n;0
s .rf /

�
b2˛n

n3=2�a

X
x2Tn

rnT �
vnsf

�
x

n

�
N�x.sna/ N�xC1.sna/: (3.18)

By a Taylor expansion on f and the choice of vn, the second line above vanishes as n ! C1.
From (2.6), we see that the term in the last line of (3.18) has a variance of order O.˛2

nn3a=2�2/

so that for a < 4
3
.� C 1/ the L2.P� Ň; N�

/-norm of that term vanishes as n ! C1. Moreover,
if a < 2 (resp. a < 2 C �), the L2.P� Ň; N�

/-norm of the first (resp. second) term on the right-
hand side of the first line in (3.18) vanishes as n ! C1. In the case a D 2 and � D 1=2,
we can treat the term in the last line of (3.18) by using (2.7). From that result, the last line
of (3.18) can be written, for n sufficiently big and " sufficiently small, as

b2˛

Z t

0

1

n

X
x2Tn

rnf

�
x

n

��
Zn;0

s

�
��

�
x

n

���2

ds: (3.19)

Let us denote the martingale associated to Zn;0
t .f / by Mn;0

t .f /. We note that its quadratic
variation is given by˝

Mn;0.f /
˛
t

D

Z t

0

®
naL

�
Zn;0

s .f /
�2

� 2Zn;0
s .f /naLZn;0

s .f /
¯

ds

D 


Z t

0

na

n

X
x2Tn

�
f

�
x C 1

n

�
� f

�
x

n

��2�
�xC1.sna/ � �x.sna/

�2
ds:

(3.20)

From simple computations, we see that if a D 2 and � > 3
4
a � 1 then

Mn;0
t .f / D Zn;0

t .f / � Zn;0
0 .f / � 


Z t

0

Zn;0
s .�nf /ds

plus a term that vanishes in L2.P� Ň; N�
/ as n ! C1. Moreover, the quadratic variation of the

martingale satisfies

lim
n!C1

E� Ň; N�

�˝
Mn;0.f /

˛
t

�
D 2t
�2

krf k
2
0;

where �2 is the variance of �x with respect to � Ň; N� and kf k2
0 denotes the L2-norm of f .

Then .Zn;0
t /n converges to the solution of the OU equation

dZ0
t D 
�Z0

t dt C

p
2
�2r Wt :

Now, for a < 2 and � > 3
4
a � 1, we have Mn;0

t .f / D Zn;0
t .f / � Zn;0

0 .f / plus
a term that vanishes in L2.P� Ň; N�

/ as n ! C1. Moreover, the quadratic variation of the
martingale satisfies

lim
n!C1

E� Ň; N�

�˝
Mn;0.f /

˛
t

�
D 0: (3.21)
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Then Z0
t has a trivial evolution given by Z0

t D Z0
0 , so that dZ0

t D 0. If a D 2 and
� D

3
4
a � 1 D

1
2
, then

Mn;0
t .f / D Zn;0

t .f / � Zn;0
0 .f / � 


Z t

0

Zn;0
s .�nf /ds

C b2˛

Z t

0

1

n

X
x2Tn

rnf

�
x

n

��
Zn;0

s

�
��

�
x

n

���2

ds:

Moreover, the quadratic variation of the martingale satisfies (3.21), so that Z0
s is solution of

the stochastic Burgers equation

dZ0
t D 
�Z0

t dt C b2˛r.Z0
t /2dt C

p
2
�2r Wt :

The evolution of this quantity should be as described in Figure 1.

3.4.2. Case (II)
In this case u D b� and vn D 0. Then

naLZn;u
s .f / D




n2�a
Zn;u

s .�nf / �
b2˛n

n3=2�a

X
x2Tn

rnf

�
x

n

�
N�x.sna/ N�xC1.sna/:

Doing the same analysis as above, we see that the first term on the right-hand side of the
latter display vanishes, as n ! C1, if a < 2 and the last term has a variance of order
O.˛2

nn3a=2�2/, so that for a < 4
3
.� C 1/ the L2.P� Ň; N�

/-norm of that term vanishes as
n ! C1. This means that for this quantity we can show that its behavior is diffusive if
� > 1

2
and a D 2, and trivial if a < inf. 4

3
.� C 1/; 2/.

We note that in [1] the second quantity that was analyzed was the joint field for both
quantities �x and �x , and all the limiting behavior was derived rigorously. Nevertheless, as
we have seen above, the second quantity that one should look at is �

b�

x D �x C b��x , and
only partial results are proved. According to the nonlinear fluctuating hydrodynamics theory
developed in [23, 26, 28], one should get for � D 0 a fractional behavior given by a Lévy 5

3

and this should persist up to � < 1=3, and for � > 1
2

one should see a diffusive behavior
[25]. The predictions from mode-coupling theory in the weak asymmetric regime are a bit
controversial so that the regime � 2 Œ 1

3
; 1

2
� is still unclear [25]. In the next section, we analyze

one potential for which we can prove rigorously all possible limits.

3.5. The harmonic case
Let us now consider the same model as in the beginning of this section but with the

potential V.x/ D
x2

2
so that LD ˛nAC 
S, where 
 > 0, ˛n D ˛n�� , ˛ 2 R, � > 0,

.Af /.�/ D

X
x2Tn

.�xC1 � �x�1/.@�x f /.�/;

and the operator S is defined in (3.1). The translation invariant stationary measures �v;ˇ are
explicitly given by the product of Gaussian measures

�v;ˇ .d�/ D

Y
x2Tn

�
ˇ

2�

�1=2

exp
²

�
ˇ

2
.�x � v/2

³
d�x :
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In this case the system also conserves two quantities, the energy
P

x �2
x and the

volume
P

x �x . Note that the average with respect to �v;ˇ of �x and �2
x is equal to v and

v2 C
1
ˇ

, respectively. If we repeat the computations of Section 3.2 applied to this potential,
we see that

j e
x;xC1.�/ D �2˛n�x�xC1 � 
r�2

x ; (3.22)

j v
x;xC1.�/ D ˛n.�x C �xC1/ � 
r�x : (3.23)

In this case the Jacobian matrix is given by

J D

 
0 �4˛nv

0 2˛n

!
with eigenvalues v1 D 2˛n and v2 D 0, and the corresponding eigenvectors �1 D

�
�2vd

d

�
and �2 D

�
e
0

�
, where d and e are constants. Moreover,

R�1
D

 
�2vd e

d 0

!
and R D

 
0 1

d
1
e

2v
e

!
:

From this, we see that the quantities that we should analyze are

.U1; U2/ D R.�x ; �x/;

with U1 D
�x

d
and U2 D

2v�x

e
C

�2
x

e
. Note that for v D 0 we simply get .U1; U2/ as the

volume and energy. By computing the Hessian matrices associated with the currents, we see
that the predictions tell us that in the strong asymmetric regime (� D 0) we should have U1

diffusive and U2 Lévy with exponent 3
2
. In the case v D 0 last result was proved in [4]. For

the volume, i.e. the quantity U1, when we take the fluctuation field with velocity zero, we
get a process that is linearly transported in time, see the line in red colour in Figure 2, while
if we take it with the velocity v1 we get an OU without drift, see the line in green colour in
Figure 2 below. For U2 with velocity v D 0, i.e. the energy (recall that v2 D 0) we have the
results summarized in Figure 3.

a

�1
0

1

2
OU without drift

Lin
ear

tra
nsp

ort

no evolution

Figure 2

U1 fluctuations.
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a

�1
3

0

3
2

2
OU

Lé
vy

3
2

Lévy 3
2 +Laplacian

no evolution

Figure 3

U2 fluctuations.

In Figure 2, the line in red colour corresponds to a D � C 1; while in Figure 3 the
line where we see the Lévy process with exponent 3

2
is given by a D

3
2
.� C 1/. Last results

were proved in [4,5]. When the volume is taken with velocity v1 then the line in green colour
reaches the vertical line corresponding to � D 0. Let us comment a bit on the proof of this
result. We focus on the energy and note that v2 D 0, so that the associated fluctuation field
is given by

En
t .f / D

1
p

n

X
x2Tn

f

�
x

n

�
�2

x.tna/:

Moreover, by assuming that v D 0, we get the following action of the generator:

.@s C naL/En
s .f / D 
na�2En

s .�nf / � 2˛na���3=2
X

x2Tn

rnf

�
x

n

�
�x.sna/�xC1.sna/:

(3.24)

From (2.6) we know that the second term on the right-hand side of the last display vanishes,
as n ! C1, for a < 4

3
.� C 1/. Let us now explain how to prove that, in fact, the last term

vanishes for a < 3
2
.� C 1/, giving rise to the rosy area in Figure 3 above, and on the line

a D
3
2
.� C 1/ and for � 2 Œ0; 1

3
/ we get the fractional behavior given by the Lévy process

with exponent 3
2
. At this point we need to use the deterministic part of the dynamics given

by the Hamiltonian A. In order to do that, the idea is to rewrite the rightmost term of the last
display in terms of the correlation field of the volume �x , that we denote by Qn

t . This fields
acts on functions h W T 2 ! R as follows:

Qn
t .h/ D

1

n

X
x¤y

h

�
x

n
;

y

n

�
�x.tna/�y.tna/;

and since v D 0, the field is centered. Note that the definition of Qn
t does not depend on the

value of the function h on the diagonal x D y because, when x D y, from �x�y we would
recover the energy �2

x . With this notation, we can rewrite (3.24) as

.@s C naL/En
s .f / D 
na�2En

s .�nf / � 2˛na���3=2Qn
s .rnf ˝ ı/;
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where rnf ˝ ı W T 2
n ! R is a discrete approximation of the distribution f 0.x/ ˝ ı.x D y/

and ı.x D y/ is the ı of Dirac at the line x D y and it is given by

.rnf ˝ ı/

�
x

n
;

y

n

�
D

n

2
rnf

�
x

n

�
1yDxC1 C

n

2
rnf

�
x � 1

n

�
1yDx�1: (3.25)

This means that for the energy we get

Mn;e
t .f / D En

t .f / � En
0 .f / �

Z t

0


na�2En
s .�nf / � 2˛na���3=2Qn

s .rnf ˝ ı/ds:

(3.26)
In order to close the equation for the energy field, we need to understand the behavior of the
correlation field. A long computation (for details we refer the reader to Appendix A of [5])
shows that

Mn;q
t .h/ D Qn

t .h/ � Qn
0 .h/

�

Z t

0

Qn
s .
na�2�nh C ˛na���1Anh/ � 2˛na���3=2En

s .Dnh/

C 2Qn
s .na�2 QDnh/ds;

where the operator �nh is a discrete approximation of the 2-d Laplacian of h given by

�nh

�
x

n
;

y

n

�
D n2

�
h

�
x C 1

n
;

y

n

�
C h

�
x � 1

n
;

y

n

�
C h

�
x

n
;

y C 1

n

�
C h

�
x

n
;

y � 1

n

�
� 4h

�
x

n
;

y

n

��
:

Above Anh is a discrete approximation of the directional derivative .�2; �2/ � rh given by

Anh

�
x

n
;

y

n

�
D n

�
h

�
x

n
;

y � 1

n

�
C h

�
x � 1

n
;

y

n

�
� h

�
x

n
;

y C 1

n

�
� h

�
x C 1

n
;

y

n

��
;

the operator Dnh is a discrete approximation of the directional derivative of h along the
diagonal x D y and it is given by Dnh. x

n
/ D n.h. x

n
; xC1

n
/ � h. x�1

n
; x

n
//, and the operator

QDn is defined as follows:

QDnh

�
x

n
;

y

n

�
D n2

�
QEnh

�
x

n

�
�

1 � �

2
QFnh

�
x

n

��
1yDxC1

C n2

�
QEnh

�
y

n

�
�

1 � �

2
QFnh

�
y

n

��
1yDx�1;

with QEnh. x
n

/ D h. x
n

; xC1
n

/ � h. x
n

; x
n

/ and QFnh. x
n

/ D h. xC1
n

; xC1
n

/ � h. x
n

; x
n

/. Now we need
to link the two equations above. To do so, we take hn, as the symmetric function, solution of
the Poisson equation


�nh

�
x

n
;

y

n

�
C ˛n1��Anh

�
x

n
;

y

n

�
D 2˛n1=2��

rnf ˝ ı

�
x

n
;

y

n

�
: (3.27)

We get, by neglecting the martingales (since it can be shown that they vanish in L2.P�v;ˇ
/

as n ! C1 if a < 2), that

En
t .f / � En

0 .f / D

Z t

0

En
s .
na�2�nf � 2
na���3=2Dnhn/ ds

C Qn
0 .hn/ � Qn

t .hn/ C 2

Z t

0

Qn
s .na�2 QDnhn/ ds: (3.28)
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Now we need to analyze each term at the right-hand side of the last display. By Fourier
estimates, one can show that the discrete L2-norm of hn vanishes as n ! C1, and from
this and the Cauchy–Schwarz inequality we get that the L2.P�v;ˇ

/-norm of the second and
third terms on the right-hand side of last display vanish, as n ! 1. From long computations,
one can also show the next result whose proof can be seen in [5].

Lemma 1. Let hn be the solution of the Poisson equation given in (3.27), a D

inf. 3
2
.1 C �/; 2/ and � 2 .0; 1/. For any t > 0, we have that

lim
n!1

E�v;ˇ

" Z t

0

Qn
s .na�2 QDnhn/ ds

!2#
D 0:

Finally, the remaining term has a nontrivial contribution to the limit which is given
by the next lemma, whose proof can be found in [5].

Lemma 2. If a D inf. 3
2
.1 C �/; 2/ and � 2 .0; C1/, then

lim
n!1

1

n

X
x2Z

ˇ̌̌̌®

na�2�nf � 2˛na���3=2Dnhn

¯�x

n

�
� L˛;�f

�
x

n

�ˇ̌̌̌2
D 0; (3.29)

where L˛;� D 1�>1=3� C ˛3=21�61=3L, with L D �
1p
2
¹.��/3=4 � r.��/1=4º.

From last results, for a < 2 the limiting field satisfies Et .f / � E0.f / DR t

0
Es.Lf / ds. For a D 2, we recover the latter identity plus the contribution from the

martingale, which in the diffusive time scale does not vanish anymore. This proves the
results for the energy in Figure 3. We observe that the previous method allowed us to extend
the Gaussianity of the limit field for � > 1

3
, for which the second-order Boltzmann–Gibbs

principle would give the same result but only for � > 1
2
. In this sense, this method allows

us to reach areas of the phase diagram that we could not reach with the previous method.
Nevertheless, it relies on the specific form of the dynamics and the fact that the equation for
the quadratic field only involves terms of the energy field and the quadratic field itself, and
this is not the case for the majority of the dynamics, some other mixtures of fields of the
conserved quantities might appear. We note, however, that in [6], by perturbing the harmonic
potential weakly by a quartic potential, the result obtained above for harmonic case persists
up to some small critical value of the anharmonicity. There is still work to do in this direc-
tion, and we believe that one should analyze the action of the generator in those mixtures of
the fields and keep track of the relevant quantities that give a nontrivial contribution to the
limit. This study could give a way to prove rigorously the results predicted by mode-coupling
theory for many other models.

Acknowledgments

I thank Gunter Schütz for valuable discussions on mode-coupling theory. I also thank
Cédric Bernardin and Pedro Cardoso for helping me to improve the reading of this article.

4346 P. Gonçalves



Funding

This project received funding from the European Research Council under the European
Union’s Horizon 2020 research and innovative program (grant agreement no. 715734).

References

[1] R. Ahmed, C. Bernardin, P. Gonçalves, and M. Simon, A microscopic derivation
of coupled SPDE’s with a KPZ flavor. Ann. Inst. Henri Poincaré Probab. Stat. (to
appear).

[2] C. Bernardin, T. Funaki, and S. Sethuraman, Derivation of coupled KPZ–Burgers
equation from multi-species zero-range processes. Ann. Appl. Probab. 31 (2021),
no. 4, 1966–2017.

[3] C. Bernardin and P. Gonçalves, Anomalous fluctuations for a perturbed Hamil-
tonian system with exponential interactions. Comm. Math. Phys. 325 (2014),
291–332.

[4] C. Bernardin, P. Gonçalves, and M. Jara, 3/4-Fractional superdiffusion in a system
of harmonic oscillators perturbed by a conservative noise. Arch. Ration. Mech.
Anal. 220 (2016), no. 2, 505–542.

[5] C. Bernardin, P. Gonçalves, and M. Jara, Weakly harmonic oscillators perturbed
by a conserving noise. Ann. Appl. Probab. 28 (2018), no. 3, 1315–1355.

[6] C. Bernardin, P. Gonçalves, M. Jara, and M. Simon, Nonlinear perturbation of
a noisy Hamiltonian lattice field model: universality persistence. Comm. Math.
Phys. 361 (2018), no. 2, 605–659.

[7] C. Bernardin and G. Stoltz, Anomalous diffusion for a class of systems with two
conserved quantities. Nonlinearity 25 (2012), no. 4, 1099–1133.

[8] T. Brox and H. Rost, Equilibrium fluctuations of stochastic particle systems: the
role of conserved quantities. Ann. Probab. 12 (1984), no. 3, 742–759.

[9] G. Canizzaro and M. Hairer, The Brownian castle. 2021, arXiv:2010.02766.
[10] A. Dhar, Heat transport in low-dimensional systems. Adv. Phys. 57 (2008), no. 5,

457–537.
[11] S. Edwards and D. Wilkinson, The surface statistics of a granular aggregate. Proc.

R. Soc. Lond. Ser. A, Math. Phys. Sci. 381 (1980), 17–31.
[12] P. Gonçalves, Central limit theorem for a tagged particle in asymmetric simple

exclusion. Stochastic Process. Appl. 118 (2008), 474–502.
[13] P. Gonçalves and M. Jara, Crossover to the KPZ equation. Ann. Henri Poincaré 13

(2012), no. 4, 813–826.
[14] P. Gonçalves and M. Jara, Nonlinear fluctuations of weakly asymmetric inter-

acting particle systems. Arch. Ration. Mech. Anal. 212 (2014), no. 2, 597–644.
[15] P. Gonçalves, M. Jara, and M. Simon, Second order Boltzmann–Gibbs prin-

ciple for polynomial functions and applications. J. Stat. Phys. 166 (2017), no. 1,
90–113.

4347 On the universality from interacting particle systems

https://arxiv.org/abs/2010.02766


[16] M. Gubinelli, P. Imkeller, and N. Perkowski, Paracontrolled distributions and sin-
gular PDEs. Forum Math. Pi 3 (2015).

[17] M. Gubinelli and N. Perkowski, Energy solutions of KPZ are unique. J. Amer.
Math. Soc. 31 (2018), no. 2, 427–471.

[18] M. Jara, T. Komorowski, and S. Olla, Superdiffusion of energy in a chain of har-
monic oscillators with noise. Comm. Math. Phys. 339 (2015), no. 2, 407–453.

[19] M. Kardar, G. Parisi, and Y. C. Zhang, Dynamic scaling of growing interfaces.
Phys. Rev. Lett. 56 (1986), no. 9, 889–892.

[20] C. Kipnis and C. Landim, Scaling limits of interacting particle systems. Fundam.
Principles Math. Sci. 320, Springer, Berlin, 1999.

[21] S. Lepri, R. Livi, and A. Politi, Thermal conduction in classical low-dimensional
lattices. Phys. Rep. 377 (2003), no. 1, 1–80.

[22] K. Matetski, J. Quastel, and D. Remenik, The KPZ fixed point. Acta Math. 227
(2021), no. 1, 115–203.

[23] V. Popkov, J. Schmidt, and G. Schütz, Universality classes in two-component
driven diffusive systems. J. Stat. Phys. 160 (2015), no. 4, 835–860.

[24] K. Saito, M. Sasada, and H. Suda, 5=6-superdiffusion of energy for coupled
charged harmonic oscillators in a magnetic field. Comm. Math. Phys. 372 (2019),
151–182.

[25] G. Schütz, Private communication.
[26] H. Spohn, Nonlinear fluctuating hydrodynamics for anharmonic chains. J. Stat.

Phys. 154 (2014), no. 5, 1191–1227.
[27] H. Spohn and G. Stoltz, Nonlinear fluctuating hydrodynamics in one dimension:

the case of two conserved fields. J. Stat. Phys. 160 (2015), 861–884.
[28] H. van Beijeren, Exact results for anomalous transport in one-dimensional Hamil-

tonian systems. Phys. Rev. Lett. 108 (2012), 180601.

Patrícia Gonçalves

Center for Mathematical Analysis, Geometry and Dynamical Systems, Instituto Supe-
rior Técnico, Universidade de Lisboa, Av. Rovisco Pais, 1049-001 Lisboa, Portugal,
pgoncalves@tecnico.ulisboa.pt

4348 P. Gonçalves

mailto:pgoncalves@tecnico.ulisboa.pt



	1. Introduction
	2. Exclusion process: a prototype model with one conservation law
	2.1. Hydrodynamic limit
	2.2. Fluctuations

	3. A prototype model with two conservation laws
	3.1. Hydrodynamic limits
	3.2. Predictions from mode coupling theory
	3.3. Choice of the fluctuations fields
	3.4. Limiting equations
	3.4.1. Case (I)
	3.4.2. Case (II)

	3.5. The harmonic case

	References

