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Abstract

In this review we give an overview of some recent “reverse Minkowski” results on the
geometry of lattices. Such results provide upper bounds on the number of short vectors a
lattice can have, assuming that it does not have any sublattice of low determinant. We also
briefly describe the proof ideas, and mention some open questions.
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1. Introduction

Sphere packing is a classical question in mathematics, asking for the densest way to
pack equal disjoint spheres in the n-dimensional Euclidean space, where density is defined as
the fraction of space covered by the spheres. In two dimensions the optimal packing is given
by the familiar hexagonal packing. The Kepler conjecture, stating that the face-centered cubic
arrangement is densest in three dimensions was proven by Hales [18]. Recently the question
was also resolved in dimension 8 by Viazovska [40] and in dimension 24 by Cohn et al. [6].

In all the above cases, the optimal packing is achieved by a lattice packing, i.e.,
spheres whose centers form a lattice (e.g., in dimension 24 it is the Leech lattice). For this and
other reasons, much focus has been on understanding the geometry of lattices, especially in
high dimensions. A lattice is a discrete subgroup of Rn. Equivalently, it is the set of all integer
linear combinations of some linearly independent vectors in Rn. We typically consider full-
rank lattices, which are generated by a basis of Rn. The determinant or covolume of a full-
rank lattice is the reciprocal of the number of lattice points per unit volume, in the asymptotic
large volume limit,

det.L/ D lim
r!1

vol.B2.r//

L \ B2.r/
;

where B2.r/ denotes the Euclidean ball of radius r . If A is an n � n matrix whose columns
form a basis of L, then det.L/ D j det.A/j, hence the name. More generally, if A is an
n � m matrix whose columns form a basis of the (possibly nonfull rank) lattice L,
det.L/ D det.AT A/1=2.

The lattice sphere packing question asks for the densest lattice packing in a given
dimension. Notice that the largest sphere that can be packed with a given lattice has radius
precisely half the length of the shortest nonzero vector in the lattice (typically denoted by
�1). We can therefore phrase the lattice sphere packing question as follows: among all lattices
L � Rn containing asymptotically one lattice point per unit volume (i.e., with det.L/ D 1),
how large can the length of their shortest nonzero vector �1.L/ be? Minkowski’s cele-
brated first theorem [30] bounds this length from above by the radius of a Euclidean ball
of volume 2n, which is roughly

p
2n=.�e/. (This follows immediately from the fact that a

ball of volume greater than 1 cannot pack space with a lattice of determinant 1). More gen-
erally, a theorem of Blichfeldt and van der Corput [39] says that for any integer k � 1, an
n-dimensional lattice with determinant 1 must contain at least 2k nonzero points inside the
closed Euclidean ball around the origin of volume k2n. For example, the ball of radius

p
n,

whose volume is roughly .2�e/n=2 > 4n, must contain at least 2n lattice points.
The lattice packing question is part of a broader set of questions, all asking for lat-

tices that in some sense have few short vectors assuming some fixed determinant, say 1. For
instance, one can ask for the minimum of Epstein’s zeta function or of the theta function [35]

(see below for the definitions). Another classical related question asks for the minimum cov-
ering radius (defined as the maximum distance of a point in Rn from the lattice) [7].

Reverse Minkowski questions. Here we are interested in “reverse Minkowski” questions
that are in some sense dual to the above questions. Specifically, instead of minimizing the
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number of short lattice vectors, we would like to maximize it. At first glance, this seems
nonsensical: the number of short vectors in a lattice can be arbitrarily large, even if we restrict
to determinant 1 lattices. For instance, consider the two-dimensional lattice generated by the
vectors ."; 0/ and .0; 1="/ where " > 0 is arbitrarily small. Its determinant is 1, yet it has at
least 1=" vectors of norm at most 1.

Clearly, assuming that det L D 1 is not enough. We therefore impose the additional
constraint that all sublattices of L have determinant at least 1. Here, by a sublattice of L,
we mean the intersection of L with a lattice subspace, i.e., a subspace spanned by lattice
vectors. (Alternatively, one could define a sublattice as any discrete subgroup of L; in all the
results below, restricting to intersections with subspaces is without loss of generality.) For
instance, in the example above, the 1-dimensional sublattice generated by the vector .";0/ has
determinant ". The set of all determinant-1 lattices whose sublattices all have determinant at
least 1 is known as the set of stable lattices and arises in a number of contexts [16,19,38]. It
will play an important role below.

With this terminology in place, we can phrase the reverse Minkowski question as
asking to bound from above the number of short vectors that a stable lattice can have. A pre-
cise form of this question was originally conjectured by Dadush, who was motivated by
algorithmic problems related to integer programming [22]. Together with the present author,
he went on to analyze variants of the conjecture and identified applications of the conjecture
in computational complexity, cryptography, and mixing of Brownian motion [10]. Another
application to additive combinatorics was shown in [25]. Dadush’s conjecture was proven
in [33]. In this review we give an overview of some of the known reverse Minkowski-style
results, including a high level overview of the proof. We also present several open questions.
For more details, the reader is referred to the original papers, especially [10, 33]. See also
Bost’s lecture notes [2] for a broader perspective.

2. Reverse Minkowski theorem for the Gaussian mass

The main result shown in [33] is a reverse Minkowski theorem for the Gaussian
mass, answering Dadush’s original question. Here and in the rest of this review, constants
are mostly arbitrary and no attempt was made to optimize them.

Theorem 2.1 (Reverse Minkowski theorem for the Gaussian mass). For any stable lattice
L � Rn,

�1=t .L/ �
3

2
; (2.1)

where t WD 10.log n C 2/.

Here, for a lattice L � Rn and s > 0,

�s.L/ WD

X
y2L

e��kyk2=s2

(2.2)

is the Gaussian mass of the lattice with parameter s. It is related to the theta function by
‚L.iy/ WD �1=

p
y.L/. An upper bound on � implies an upper bound on the number of
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short vectors in a lattice. Specifically, Theorem 2.1 immediately implies that jL \ B2.r/j �

3e�t2r2
=2 for any radius r > 0. In contrast to Minkowski-style theorems which provide a

lower bound on the number of short lattice vectors, this theorem provides an upper bound,
justifying the name “reverse Minkowski.”

It is natural to ask how tight Theorem 2.1 is. Consider the lattice Zn, and notice that
it is stable (because det.AT A/ is integer for any A 2 Zn�m and the square root of a positive
integer number is at least 1). A short calculation shows that equation (2.1) holds for t as small
as

p
log.n/=� C o.1/, but not any smaller. It is therefore possible that Theorem 2.1 holds

for t D
p

log.n/=� C o.1/. In fact, one might even conjecture the following much stronger
statement, roughly saying that “Zn has the most short vectors.”

Question 2.2. Is it true that for all s > 0 and stable L � Rn, �s.L/ � �s.Zn/?

We remark that replacing �s.L/ with the point counting function jL \ B2.s/j (i.e.,
the number of points of norm at most s) leads to a false statement, e.g., the hexagonal lattice
(scaled to have determinant 1) has 7 points of norm at most

p
2=

4
p

3, whereas Z2 has only 5.
However, the question is still open for the Gaussian mass �s , which is a smooth version of
the point counting function.

Encouragingly, a positive answer is known for very low or high values of s, specifi-
cally, for s �

p
2�=.n C 2/ or s �

p
.n C 2/=.2�/ [33]. More evidence in favor of a positive

answer comes from the case of the zeta function; see Theorem 3.1 below. Another piece of
evidence is that better bounds are known for an important subset of stable lattices known as
unimodular lattices. A lattice L is said to be unimodular if (1) hx; yi 2 Z for all x; y 2 L

(a property known as integrality); and (2) it has determinant 1. Equivalently, a lattice is uni-
modular if it is self-dual. Then it was shown in [34] that for all unimodular lattices (in fact, for
all integral lattices), the inequality in equation (2.1) holds with t D

p
2.1 C o.1// log.n/=�

for some universal constant c > 0. Up to a constant of
p

2, this matches the behavior of Zn.
While Theorem 2.1 is stated only for stable lattices, it is possible to extend it to

the set of all lattices L � Rn such that det.L0/ � 1 for all sublattices L0 � L (i.e., we can
drop the assumption that det.L/ D 1). This is done using the so-called canonical decompo-
sition (see [33] for details). In other words, it holds that for any L whose sublattices all have
determinant at least 1,

��.L/ � 10.log n C 2/;

where
��.L/ WD inf

®
t > 0 W �1=t .L/ � 3=2

¯
(known as the smoothing parameter of the dual lattice [27]). Since �1=t .L/ is monotonically
decreasing with t , goes to infinity as t goes to 0, and to 1 as t goes to infinity, the infimum
is positive and achieved.

Interestingly, having a small ��.L/ as above approximately characterizes the set
of lattices having no sublattice with determinant less than 1. Indeed, if L0 is a sublattice
of determinant smaller than 1 of some dimension d , then by the Blichfeldt–van der Corput
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theorem (see Introduction), there are at least 2d vectors of norm at most
p

d in L0. A straight-
forward calculation then shows that �3.L/ � �3.L0/ > 3=2 or, equivalently, ��.L/ > 1=3.
(Alternatively, this fact can be shown using the Poisson summation formula.)

There is nothing special about the bound 1 on the determinants, and we can easily
extend the above discussion to other values, leading to a two-sided inequality relating �� to
sublattice determinants. Namely, we claim that for all lattices L,

1

3
� �det.L/ � ��.L/ � 10.log n C 2/ � �det.L/; (2.3)

where
�det.L/ WD max

L0�L
det

�
L0

��1= rank.L0/
:

To prove equation (2.3), note that both �det.L/ and ��.L/ behave identically under scal-
ing of L (homogeneous of degree �1), so we can assume without loss of generality that
�det.L/ D 1, in which case equation (2.3) is precisely the statement we proved above.

3. Reverse Minkowski theorem for the zeta function

Theorem 2.1 establishes a bound on the Gaussian mass of any stable lattice. It would
be interesting to explore other functions in addition to the Gaussian mass. One particularly
appealing choice is the Epstein zeta function.

Definition 1. For a lattice L � Rn and s > n=2, we define the Epstein zeta function as the
function

�.L; s/ WD

X
y2Ln¹0º

kyk
�2s :

Similarly to the Gaussian mass, the Epstein zeta function is a sum over lattice points
of some function depending on the norm of the vector. The function decays quite rapidly,
and therefore is heavily influenced by short vectors. The requirement s > n=2 is needed for
the sum to converge. The Epstein zeta function has an analytic continuation to the complex
plane except for a simple pole at s D n=2 [13], but in this review we only focus on s > n=2.

Using a proof similar to that of Theorem 2.1 (and in fact simpler, as we explain
below), Eisenberg et al. recently showed the following.

Theorem 3.1 ([12]). For any stable lattice L � Rn and s > n=2,

�.L; s/ � �
�
Zn; s

�
;

with equality if and only if L is an orthogonal rotation of Zn.

Notice that unlike the case of Gaussian mass (Theorem 2.1), here we have a tight
statement, showing that “Zn has the most short vectors” (as quantified by the zeta function),
hence answering Question 2.2 for the Epstein zeta function. We remark that a positive answer
to Question 2.2 immediately implies Theorem 3.1 (so in a sense, the former is a harder
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question). This follows by writing the zeta function as a positive combination of Gaussian
functions,

�.L; s/ D
2�s

�.s/

Z 1

0

t�.2sC1/
�
�t .L/ � 1

�
dt:

4. Proof overview

In this section we give a high-level overview of the proofs of Theorems 2.1 and 3.1,
starting with Theorem 3.1. Both proofs follow an approach suggested by Shapira and Weiss
[36].

Recall that a lattice L is stable if det.L/ D 1 and det.L0/ � 1 for all sublattices
L0 � L. The set of stable lattices is a compact subset of the set of determinant-one lat-
tices (under the quotient topology of SLn.R/=SLn.Z/). Therefore, the Epstein zeta function,
being a continuous function, must attain a global maximum over the set of stable lattices.
It can be shown that the Laplacian of the Epstein zeta function is positive everywhere (in
fact, Epstein zeta is an eigenfunction of the Laplacian operator). It immediately follows that
a global maximum L cannot be in the interior of the set of stable lattices. Therefore, L must
be on the boundary of the set, which by definition, implies that there is a sublattice L1 of
L such that det L1 D 1 (see Figure 1). It follows immediately from the definition that L1

is stable. Let L2 WD L=L1 be the projection orthogonally to L1. It can also be shown that
L2 is stable. Crucially, using the Poisson summation formula together with the fact that for
any q > 0, the Fourier transform of the function y 7! .kyk2 C q/�s is positive everywhere,
it can be shown that �.L; s/ � �.L1 ˚ L2; s/. Informally speaking, “aligning the cosets”
of L1 (see Figure 1) cannot decrease the zeta function. At this point we reduced the dimen-
sionality of the problem, and we can continue iteratively in a similar way to split L1 and
L2 into lower-dimensional stable lattices. Eventually, we arrive at the conclusion that the
lattice maximizing �.L; s/ must be a direct sum of n 1-dimensional stable lattices, which
is equivalent to saying that L is an orthogonal rotation of Zn. Notice that in order to con-
tinue iteratively, we need to show that the function L1 7! �.L1 ˚ L2; s/ also has a positive
Laplacian (i.e., when we think of L2 as fixed and only vary L1); this turns out to indeed be
the case [12]. This completes the description of the proof of Theorem 3.1.

We would like to use the same proof strategy to prove Theorem 2.1. Much of the
above proof works if we replace the zeta function with the Gaussian mass. In particular,
“aligning the cosets” cannot decrease the Gaussian mass, i.e., �s.L/ � �s.L1 ˚ L2/, which
is proven in essentially the same way (Poisson summation formula combined with the pos-
itivity of the Fourier transform of �s). Moreover, continuing iteratively is even a bit cleaner
in this case since �s.L1 ˚ L2/ D �s.L1/ � �s.L2/ so once we are at the boundary, the prob-
lem truly reduces to a lower-dimensional problem. However, one serious issue is that the
Gaussian mass function � is known to have local maxima for some parameters s > 0 [21].
We can therefore no longer argue as before that any global maximum must necessarily be on
the boundary. (We note that for very small values of s, the Laplacian of �s can be shown to

4903 Some questions related to the reverse Minkowski theorem



Figure 1

(Left) A two-dimensional stable lattice L (solid disks) is on the boundary of the set of stable lattices and therefore
has a sublattice L1 of determinant 1 (red disks). Projecting L orthogonally to L1 (i.e., on the y axis) gives the
lattice L2 D L=L1, which is also stable (hollow circles). (Right) The lattice L1 ˚ L2.

be positive, and therefore no local maxima can exist, leading to the proof of the statement
below Question 2.2; see [33]).

As a possible way around this issue, we can try to bound � at local maxima. In
other words, we would like to use some property of local maxima (e.g., zero gradient) to
argue that � cannot be too large there. We can then argue that the maximum must either
be a local maximum in the interior (and then bound it as suggested here) or it must be on
the boundary (in which case we can continue iteratively as before). While this approach is
promising, we unfortunately do not know how to bound � at local maxima.

The actual proof of Theorem 2.1 follows the exact strategy described above, how-
ever, instead of working with � directly, it uses as a proxy another function which can be
used to bound � from above. Namely, define the Gaussian measure of the Voronoi cell of the
lattice as


s

�
V.L/

�
WD

Z
V.L/=s

e��kxk2

dx;

where the Voronoi cell is the set of all points that are closer to the origin than to any other
lattice vector,

V.L/ WD
®
x 2 Rn

W 8y 2 L; kxk � ky � xk
¯
:

It is known that �s.L/ � 1=
s.V.L// [5]. Therefore, in order to prove an upper bound on
�s.L/, it suffices to prove a lower bound on 
s.V.L//. This is achieved in [33] following the
strategy suggested above. In particular, “aligning the cosets” cannot increase the Gaussian
measure of the Voronoi cell, i.e., 
s.V.L// � 
s.V.L1 ˚ L2//. This follows from the fact
that V.L/ and V.L1 ˚ L2/ D V.L1/ � V.L2/ are both fundamental bodies for the lat-
tice L, i.e., they both contain exactly one point in each coset of L, but by definition, V.L/

contains the shortest point in each coset, leading to the desired inequality (Figure 2). More-
over, continuing iteratively is again straightforward, since 
s.V.L1 ˚ L2// D 
s.V.L1/ �

V.L2// D 
s.V.L1// � 
s.V.L2// so once we are at the boundary, the problem truly reduces
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Figure 2

Both V.L/ (left, gray) and V.L1 ˚ L2/ D V.L1/ � V.L2/ (right, gray) are fundamental bodies for the
lattice L.

to a lower-dimensional problem. The main technical effort is bounding the value of 
s.V.L//

at local minima L. (We do not know whether these local minima actually exist.) By consid-
ering the gradient of 
s.V.L// and using results from convex geometry [1, 8], we show
that for such an L, the convex body V.L/ must be such that for all volume-preserving
(determinant 1) linear transformations A, 
s.AV.L// � 
s.V.L//. In other words, it is in
a position that maximizes its Gaussian measure. We complete the proof by using the ``�

theorem [14, 24, 31], which implies that any convex body K satisfying the above must have

s.K/ � 2=3 where s D 1=.10.log n C 2//, as in Theorem 2.1.

5. Implications to the geometry of Voronoi cells and

convex bodies

In [10], Dadush observed that Theorem 2.1 implies a certain statement about the
geometry of Voronoi cells of lattices. Roughly speaking, reverse Minkowski shows that if
a Voronoi cell is small (as measured by a certain Gaussian norm expectation) then there is
an “explanation” of that in terms of a projection of low volume. Following [10], here we ask
whether that statement might also hold for all symmetric convex bodies. (A convex body K

is symmetric if K D �K.) We also observe that a somewhat weaker statement (where the
explanation is in the form of a slice of low volume) is known to hold by a theorem of Milman
and Pisier [29].

Definition 2 (K-norm). Let K � Rn be a centrally symmetric convex body. We define
kxkK D min¹s � 0 W x 2 sKº to be the norm on Rn induced by K.

Consider the quantity EŒkXkK � where X � N.0; In/ is a standard Gaussian vector.
We can think of this quantity as measuring the size of a convex body by considering a ray
starting from the origin and going in a random direction until it hits the boundary of K; we
then take the expectation of the reciprocal of the (Euclidean) length of the ray. Notice that
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the higher this expectation, the smaller the body. What are the bodies for which this quantity
is at least 1? Following [32], we now observe that any body of volume at most 1 satisfies this.
By x & y we mean that x � cy for some universal constant c > 0.

Lemma 5.1. Let K � Rn be a symmetric convex body of volume at most 1 and let k � kK be
the induced norm. Then for X � N.0; In/,

E
�
kXkK

�
& 1.

Proof. By integrating in polar coordinates and using Jensen’s inequality,

E
�
kXkK

�
D EŒkXk2�

Z
Sn�1

k�kKd�

� E
�
kXk2

��Z
Sn�1

k�k
�n
K d�

��1=n

.by Jensen/

D EŒkXk2�

�
voln.K/

voln.B2/

��1=n

&
1

voln.K/1=n
.

In fact, more is true: instead of asking for volume at most 1, it is enough to ask for
a slice of volume at most 1.

Corollary 5.2. Let K � Rn be a symmetric convex body and let k � kK be the induced norm.
Then for X � N.0; In/, the following holds:

E
�
kXkK

�
& max

W �Rn

dDdim.W /2Œn�

1

vold .K \ W /1=d
(5.1)

� max
W �Rn

dDdim.W /2Œn�

1

vold .�W .K//1=d
. (5.2)

Proof. For the first inequality, note that

E
�
kXkK

�
D E

�
k�W .X/ C �W ?.X/kK

�
� E

�
k�W .X/kK\W

�
;

by Jensen’s inequality, since �W .X/ and �W ?.X/ are independent and EŒ�W ?.X/� D 0.
We recover the desired lower bound by applying Lemma 5.1 to EŒk�W .X/kK\W � (where
we identify W with Rd for d D dim.W /, and so K \ W is a convex body in Rd and �W .X/

is distributed as N.0; Id /). The second inequality is immediate from the fact that a slice of
a convex body is contained in the corresponding projection.

It is a remarkable and nontrivial fact that follows from a theorem of Milman and
Pisier [29] that, up to logarithmic terms, the right-hand side of equation (5.1) is also an upper
bound on the expectation,

1 . E
�
kXkK

�
min

W �Rn

dDdim.W /2Œn�

vold .K \ W /1=d . poly log n:

In fact, up to a constant, the upper bound can be taken to be log2.n C 1/. Here we ask whether
equation (5.2) is also an upper bound on the expectation, i.e., whether for all symmetric
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convex bodies K it holds that

1 . EŒkXkK � min
W �Rn

dDdim.W /2Œn�

vold
�
�W .K/

�1=d . poly log n: (5.3)

See [15,28] for some related work.
While we do not know if equation (5.3) holds for any symmetric convex body, we

now observe that it does hold for Voronoi cells of lattices. We start with an approximation
of ��.L/ in terms of the Voronoi cell.

Theorem 5.3 ([9]). Let L � Rn be an n-dimensional lattice, and let V D V.L/. Then for
X � N.0; In/, we have that

E
�
kXkV

�
� ��.L/:

The notation x � y means cy � x � Cy for some universal constants c; C > 0.
Therefore, equation (2.3) says that for any lattice L � Rn with Voronoi cell V ,

1 . EŒkXkV � min
W lattice subspace of L

dDdim.W /2Œn�

�
det.L \ W /

�1=d . 1 C log n: (5.4)

To complete the proof, observe that for any lattice L with Voronoi cell V , and any lattice
subspace W of L,

det.L \ W / D vold
�
V.L \ W /

�
� vold

�
�W .V/

�
;

where the inequality follows from the fact

V D

²
x 2 Rn

W hx; yi �
1

2
kyk

2
2; 8y 2 L n ¹0º

³
�

²
x 2 Rn

W hx; yi �
1

2
kyk

2
2; 8y 2 L \ W n ¹0º

³
;

and the orthogonal projection of the latter set on W is precisely V.L \ W /.

6. Covering radius

In Section 4 we described a general strategy to bound functions on the set of stable
lattices, by (1) bounding their values at local extrema and (2) analyzing lattices on the
boundary by induction on dimension. We applied this strategy to two functions: the zeta
function (where local maxima do not exist, making (1) trivial) and the Gaussian measure of
the Voronoi cell (used as a proxy for the Gaussian mass � of the lattice, which we do not
know how to analyze directly). It is natural to ask if there are other functions to which we
can apply this strategy. Here we show one more example related to the covering radius.

The covering radius �.L/ of a lattice L � Rn is the maximal distance from any
point in Rn to the lattice or, equivalently, the minimum radius r such that L C B2.r/ D Rn.
Yet another equivalent definition is maxx2V.L/ kxk2. Notice that �.Zn/ D

p
n=2 and anal-

ogously to Question 2.2, one can ask whether this is the maximum possible � for a stable
lattice.
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Question 6.1. Is it true that for all stable L � Rn, �.L/ � �.Zn/?

Part of the interest in this question comes from a possible connection to integer pro-
gramming, as observed by Kannan and Lovász [22] (see also [10]), as well as the connection
to Minkowski’s conjecture (see below) [36].

We do not know the answer to this question. It is possible, however, to derive a
slightly weaker inequality directly from the statement of Theorem 2.1 using known inequal-
ities between lattice parameters. Namely, for all stable L � Rn it holds that [33]

�.L/ � 4
p

n.log n C 10/: (6.1)

Below we will follow a different route, applying the strategy of Section 4 directly. Assuming
a certain geometric conjecture holds, we would be able to improve on equation (6.1) and
even answer Question 6.1 in the affirmative.

As was the case for the Gaussian mass �, we do not know how to work directly with
�, the main difficulty being bounding its value at local maxima (which were characterized
in [11]). Instead, we work with the lattice parameter

�.L/ WD

s
1

det.L/

Z
V.L/

kxk2dx:

While � considers the point farthest away from L, � looks at the (L2) average distance of
a random point in space from L. (See also [7, 17, 20, 26, 41] for more about �.) Magazinov
showed that these two parameters are quite close to each other [26].

Theorem 6.2 ([26]). For any lattice L � Rn,

�.L/ � �.L/ �
p

3�.L/:

The lower bound is immediate from the definition, and the upper bound is tight for
the lattice Zn. Because of the latter, it is plausible that one could resolve Question 6.1 entirely
by considering � (see more below). We also remark that the natural extension of the upper
bound in Theorem 6.2 to all convex bodies (and not just Voronoi cells) is totally false, as can
be seen by taking the `1 ball (where the maximum `2 norm of a vector is 1, yet the typical
norm is only C=

p
n).

Our goal is therefore to bound �.L/ from above for stable lattices L. As before,
“aligning the cosets” cannot decrease �, i.e., �.L/ � �.L1 ˚ L2/. The proof is also essen-
tially the same, namely that V.L/ and V.L1 ˚ L2/ D V.L1/ � V.L2/ are both funda-
mental bodies for the lattice L, i.e., they both contain exactly one point in each coset of L,
but by definition, V.L/ contains the shortest point in each coset, leading to the desired
inequality. Moreover, continuing iteratively is again straightforward, since �.L1 ˚ L2/2 D

�.L1/2 C �.L2/2 so once we are at the boundary, the problem truly reduces to a lower-
dimensional problem. As before, the key step in the proof is bounding local maxima L of �.
Using a similar proof to the one in the case of the Gaussian measure of the Voronoi cell, it
can be shown that such L must be such that their Voronoi cell V.L/ is isotropic. Recall that
a symmetric convex body K � Rn is said to be isotropic if its covariance matrix is a multi-
ple of identity, i.e.,

R
K

xxT dx D ˛ � In for some scalar ˛ > 0. Intuitively, this says that the
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Voronoi cell is not elongated in any one direction (e.g., a square is isotropic but a rectangle
is not), which one might expect should imply that � is small. To make this precise, define
the (symmetric) isotropic constant Ln as

L2
n WD max

d�n

1

d
� sup

K

Z
K

kxk
2dx;

where the supremum is taken over all isotropic symmetric convex bodies K � Rd of volume
one. Therefore, by following the proof strategy from Section 4 we obtain the following.

Theorem 6.3 ([33]). For any stable lattice L � Rn,

�.L/ �
p

3�.L/ �
p

3nLn:

It is known that 1=.2
p

3/ � Ln � no.1/ [3,4,23], the lower bound being due to the
hypercube Œ�1=2; 1=2�n. This already gives a reasonably tight upper bound on �.L/ for
stable lattices. But perhaps Ln is even smaller? The so-called slicing conjecture implies
that Ln is bounded by a universal constant. In fact, as far as we know, it is entirely possi-
ble that Ln D 1=.2

p
3/, i.e., that the hypercube Œ�1=2; 1=2�n is the worst symmetric body

for the slicing conjecture. If this is true, then we get that for any stable lattice L � Rn,
�.L/ �

p
n=2, which is tight for Zn. That is, a positive answer to Question 6.1.

Apart from being an interesting statement in its own right, it was shown by Shapira
and Weiss [36] that a positive answer to Question 6.1 implies the so-called Minkowski con-
jecture. The conjecture asserts that for every lattice L � Rn (not necessarily stable) with
det.L/ D 1 and vector t D .t1; : : : ; tn/ 2 Rn,

inf
y2L

Y
i

jyi � ti j � 2�n: (6.2)

In order to derive the Minkowski conjecture, use the nontrivial fact that any lattice with deter-
minant 1 can be made stable by multiplying it by a diagonal operator of determinant 1 [36,37].
Since the left-hand side of equation (6.2) is invariant under multiplication by such operators,
it follows that it suffices to prove the inequality for stable lattices. But a positive answer to
Question 6.1 implies that for any t, there exists a y 2 L such that kt � yk2 �

p
n=2. The

AM–GM inequality now implies that
Q

i jyi � ti j � 2�n, as desired.
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