
Chapter 3

Preliminaries on random partitions

This section treats basic properties of random partitions, including measurability
issues that we need for subsequent applications. As such, it is of a technical/founda-
tional nature and it can be skipped on first reading if one is willing to accept the
measurability requirements that are used in the proofs that appear in Section 4 and
Section 5.

Recall that a random partition P of a metric space .M; dM/ was defined in the
Introduction as follows. One is given a probability space .�;Prob/ and a sequence of
set-valued mappings ¹�k W�! 2Mº1

kD1
such that for each fixed k 2N the mapping

�k W �! 2M is strongly measurable relative to the � -algebra of Prob-measurable
subsets of�, i.e., the set .�k/�.E/D ¹! 2� WE \�k.!/¤¿º is Prob-measurable
for every closed E �M. We require that P! D ¹�k.!/º1

kD1
is a partition of M for

every ! 2 �.
Definition 63 and Definition 65 (of separating and padded random partitions,

respectively) assumed implicitly that the quantities that appear in the left-hand sides
of equations (1.92) and (1.95) are well defined, i.e., that the events ¹P.x/ ¤ P.y/º

and ¹BM.x; r/ � P.x/º are Prob-measurable for every x; y 2M and r > 0. This
follows from the above definition, because for every closed subset E �M we have®

! 2 � W P!.x/ ¤ P!.y/
¯

D

[
k;`2N
k¤`

�®
! 2 � W ¹xº \ �k.!/ ¤ ¿

¯
\
®
! 2 � W ¹yº \ �`.!/ ¤ ¿

¯�
and ®

! 2 � W E 6� P!.x/
¯

D

[
k;`2N
k¤`

�®
! 2 � W ¹xº \ �k.!/ ¤ ¿

¯
\
®
! 2 � W E \ �`.!/ ¤ ¿

¯�
:

Another “leftover” from the Introduction is the proof of Lemma 67, which asserts
that the moduli of Definition 63 and Definition 65 are bi-Lipschitz invariants. The
proof of this simple but needed statement is the following direct use of the definition
of a �-bounded random partition.

Proof of Lemma 67. Fix D > c.N;dN/.M; dM/. There is an embedding � WM! N

and a scaling factor �>0 such that (1.16) holds. Fix�>0 and let P be a ��-bounded
random partition of N. Suppose that P is induced by the probability space .�;Prob/,



104 Preliminaries on random partitions

i.e., there are strongly measurable mappings ¹�k W � ! 2Nº1
kD1

such that P! D
¹�k.!/º1

kD1
for every ! 2�. For every k 2N the mapping ! 7! ��1.�k.!// 2 2M

is strongly measurable. Indeed, if E �M is closed then, because M is complete and
� is a homeomorphism, also �.E/ � N is closed. So,

¹! 2 � W �.E/ \ �k.!/ ¤ ¿º D ¹! 2 � W E \ ��1.�k.!// ¤ ¿º

is Prob-measurable, as required. Therefore, if we define Q! D ¹��1.�k.!//º1
kD1

for
! 2 �, then Q is a random partition of M.

Q is�-bounded since for x 2M and u;v 2 Q.x/ we have �.u/;�.v/ 2 P.�.x//,
hence dM.u; v/ 6 dN.�.u/; �.v//=� 6 diamN.P.�.x///=� 6 �, using (1.16) and
that P is ��-bounded. For every x;y 2M the events ¹Q.x/¤Q.y/º and ¹P.�.x//¤
P.�.y//º coincide. So, if P is � -separating for some � > 0,

Prob
�
Q.x/ ¤ Q.y/

�
D Prob

�
P
�
�.x/

�
¤ P

�
�.y/

��
6

�

��
dN

�
�.x/; �.y/

� (1.16)
6

D�

�
dM.x; y/:

This shows that Q is .D�/-separating, thus establishing the first assertion (1.97) of
Lemma 67.

Suppose that P is .p; ı/-padded for some p>0 and 0< ı < 1. Fix x 2M. Assum-
ing that the event ¹BN.�.x/; ��=p/ � P.�.x//º occurs, if z 2 BM.x; �=.Dp//,
then dN.�.z/; �.x// 6 �DdM.z; x/ 6 ��=p by (1.16). Thus,

�.z/ 2 BN

�
�.x/;

��

p

�
and therefore �.z/ 2 P.�.x//, i.e., z 2 Q.x/. This shows the inclusion of events²

BN

�
�.x/;

��

p

�
� P

�
�.x/

�³
�

²
BM

�
x;

�

Dp

�
� Q.x/

³
:

Since P is .p; ı/-padded, it follows from this that also Q is .Dp; ı/-padded, thus
establishing the second assertion (1.98) of Lemma 67.

The final basic “leftover” from the Introduction is the following simple proof of
Lemma 68.

Proof of Lemma 68. Fix�>0 and suppose that �1 > SEP.M1/ and �2 > SEP.M2/.
Define

�1 D �
� �1

�1 C �2

� 1
s

and �2 D �
� �2

�1 C �2

� 1
s

: (3.1)

Let P�1 be a �1-separating �1-bounded random partition of M1. Similarly, let P�2
be a �2-separating �2-bounded random partition of M2. Assume that P�1 and P�2
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are independent random variables. Let P� be the corresponding product random par-
tition of M1 �M2, i.e., its clusters are give by

8.x1; x2/ 2M1 �M2; P�.x1; x2/ D P�1.x1/ � P�2.x2/: (3.2)

By (3.1) we have�s1C�
s
2 D�

s , so P� is a�-bounded random partition of the met-
ric space M1 ˚s M2 (the required measurability is immediate). It therefore remains
to observe that every .x1; x2/; .y1; y2/ 2M1 �M2 satisfy

Prob
�
P�.x1; x2/ ¤ P�.y1; y2/

�
D 1 � Prob

�
P�1.x1/ D P�1.y1/

�
Prob

�
P�2.x2/ D P�2.y2/

�
(3.3)

6 1 �
�
1 �

�1dM1
.x1; y1/

�1

��
1 �

�2dM2
.x2; y2/

�2

�
(3.4)

D
�1dM1

.x1; y1/

�1
C
�2dM2

.x2; y2/

�2
�
�1�2dM1

.x1; y1/dM2
.x2; y2/

�1�2
(3.5)

6
�� �1
�1

� s
s�1

C

� �2
�2

� s
s�1

� s�1
s �
dM1

.x1; y1/
s
C dM2

.x2; y2/
s
� 1
s (3.6)

D
�1 C �2

�
dM1˚sM2

�
.x1; x2/; .y1; y2/

�
; (3.7)

where (3.3) uses (3.2) and the independence of P�1 and P�2 , the bound (3.4) is an
application of the assumption that P�1 is �1-separating and P�2 is �2-separating,
(3.6) is an application of Hölder’s inequality, and (3.7) follows from (1.99) and (3.1).
This proves (1.100). Note that even though we dropped the quadratic additive im-
provement in (3.5), this does not change the final bound in (1.100) due to the need
to work with all possible scales � > 0 and all possible values of dM1

.x1; y1/ and
dM2

.x2; y2/.
To prove (1.101), fix p1 > PADı1.M1/ and p2 > PADı2.M2/ and replace (3.1)

by

�1 D
�p1�

ps1 C ps2
� 1
s

and �2 D
�p2�

ps1 C ps2
� 1
s

:

This time, we choose P�1 to be a .p1; ı1/-padded �1-bounded random partition
of M1. Similarly, let P�2 be a .p2; ı2/-padded �2-bounded random partition of
M2, with P�1 and P�2 independent, and we again combine them as in (3.2) to
give the product partition P� of M1 �M2. By reasoning analogously, P� is a
..ps1 C ps2/

1=s; ı1ı2/-padded �-bounded random partition of M1 ˚s M2.

3.1 Standard set-valued mappings

Recall that a metric space .M; dM/ is said to be Polish if it is separable and complete.
Polish metric spaces are the appropriate setting for Lipschitz extension theorems that
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are based on the assumption that for every � > 0 there is a probability distribution
over �-bounded partitions of M with certain properties. Indeed, a Banach space-
valued Lipschitz function can always be extended to the completion of M while
preserving the Lipschitz constant, and the mere existence of countably many sets
of diameter at most � that cover M for every � > 0 implies that M is separable.

Theorem 66 assumes local compactness. Even though this assumption is more
restrictive than being Polish, it suffices for the applications that we obtain herein
because they deal with finite dimensional normed spaces. It is, however, possible
to treat general Polish metric spaces by working with a notion of measurability of
set-valued mappings that differs from the strong measurability that was assumed in
Section 1.7. We call this notion standard set-valued mappings; see Definition 113.

The requirements for a set-valued mapping to be standard are quite innocuous
and easy to check. In particular, the clusters of the specific random partitions that
we will study are easily seen to be standard set-valued mappings. It is also simple to
verify that the clusters of the random partitions that we construct are strongly mea-
surable. So, we have two approaches, which are both easy to work with. We chose to
work in the Introduction with the requirement that the clusters are strongly measur-
able because this directly makes the quantity SEP.�/ be bi-Lipschitz invariant, and it
is also slightly simpler to describe. Nevertheless, in practice it is straightforward to
check that the clusters are standard, and even though we do not know that this leads to
a bi-Lipschitz invariant (we suspect that it does not), it does lead to an easily imple-
mentable Lipschitz extension criterion that holds in the maximal generality of Polish
spaces.

Definition 113 (Standard set-valued mapping). Suppose that .Z; dZ/ is a Polish met-
ric space and that � � Z is a Borel subset of Z. Given a metric space .M; dM/, a
set-valued mapping � W �! 2M is said to be standard if the following three condi-
tions hold.

• For every x 2M the set ¹! 2 � W x 2 �.!/º is Borel.

• The set G� D ��.M/ D ¹! 2 � W �.!/ ¤ ¿º is Borel.

• For every x 2M the mapping .! 2 G�/ 7! dM.x;�.!// is Borel measurable on
G� .

The following extension criterion is a counterpart to Theorem 66 that works in
the maximal generality of Polish metric spaces; its proof, which is an adaptation of
ideas of [173], appears in Section 5.

Theorem 114. Let .M; dM/ be a Polish metric space and fix another metric d on
M. Suppose that for every � > 0 there is a Polish metric space Z�, a Borel subset
�� � Z�, a Borel probability measure Prob� on �� and a sequence of standard
set-valued mappings ¹�k� W��! 2Mº1

kD1
such that P!�D¹�

k
�.!/º

1
kD1

is a partition
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of M for every ! 2��, for every x 2M and ! 2�� we have diamM.P
!
�.x//6�,

and
8x; y 2M; �Prob�

�
! 2 �� W P

!
�.x/ ¤ P!�.y/

�
6 d.x; y/:

Then, for every Banach space .Z; k � kZ/, every subset C �M and every 1-Lipschitz
mapping f W C! Z, there exists a mapping F WM! Z that extends f and satisfies
kF.x/ � F.y/kZ . d.x; y/ for every x; y 2M (namely, F is Lipschitz on M with
respect to the metric d). Moreover, F depends linearly on f .

3.2 Proximal selectors

For later applications we need to know that set-valued mappings that are either strong-
ly measurable or standard admit certain auxiliary measurable mappings that are (per-
haps approximately) the closest point to a given (but arbitrary) nonempty closed
subset of the metric space in question. We will justify this now using classical descrip-
tive set theory.

Lemma 115. Fix a measurable space .�; F/. Suppose that .M; dM/ is a metric
space and that S �M is nonempty and locally compact. Let � W � ! 2M be a
strongly measurable set-valued mapping such that �.!/ is a bounded subset of M

for every ! 2 �. Then there exists an F-to-Borel measurable mapping  W �! S

that satisfies dM..!/;�.!//D dM.S;�.!// for every ! 2� for which �.!/¤¿.

Proof. For every ! 2 � define a subset ˆ.!/ � S as follows:

ˆ.!/
def
D

8<: ¹s 2 S W dM.s; �.!// D dM.S; �.!//º if �.!/ ¤ ¿;

S if �.!/ D ¿:

The goal of Lemma 115 is to show the existence of an F-to-Borel measurable map-
ping  W � ! S that satisfies .!/ 2 ˆ.!/ for every ! 2 �. Since .S; dM/ is
locally compact, it is in particular Polish, so by the measurable selection theorem
of Kuratowski and Ryll-Nardzewski [161] (see also [309] or [291, Chapter 5.2]) it
suffices to check that ˆ.!/ is nonempty and closed for every ! 2 �, and that we
have ¹! 2 � W E \ ˆ.!/ D ¿º 2 F for every closed E � S . Since S is locally
compact, every closed subset of S is a countable union of compact subsets, so it
suffices to check the latter requirement for compact subsets of S , i.e., to show that
¹! 2 � W K \ˆ.!/ D ¿º 2 F for every compact K � S .

Fix ! 2 �. If �.!/ D ¿ then ˆ.!/ D S is closed (since S is locally compact)
and nonempty by assumption. If �.!/ ¤ ¿ then the continuity of s 7! dM.s; �.!//

on S implies that ˆ.!/ is closed. Moreover, in this case since �.!/ is bounded and
S is locally compact, the continuous mapping s 7! dM.s; �.!// attains its minimum
on S , so that ˆ.!/ ¤ ¿.
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It therefore remains to check that ¹!2� WK\ˆ.!/D¿º 2F for every nonempty
compact K ¨ S . Fixing such a K, since S is locally compact and hence separable,
there exist ¹�iº1iD1 � K and ¹�j º1jD1 � S that are dense in K and S , respectively.
Denote G� D ¹! 2� W �.!/¤ ¿º. Then G� 2 F, because � is strongly measurable.
Observe that the following identity holds:®

! 2 � W K \ˆ.!/ D ¿
¯

D
®
! 2 G� W 8� 2 K; dM.�; �.!// > dM.S; �.!//

¯
D

1[
mD1

1\
iD1

1[
jD1

²
! 2 G� W dM.�i ; �.!// > dM.�j ; �.!//C

1

m

³
: (3.8)

The verification of (3.8) proceeds as follows. Since ˆ.!/ ¤ ¿ for every ! 2 � and
K ¤ ¿, if K \ ˆ.!/ D ¿ then ! 2 G� (otherwise ˆ.!/ D S ). This explains the
first equality (3.8). For the second equality in (3.8), note that since �.!/ is bounded
and K is compact, inf�2K dM.�; �.!// is attained. Therefore, the second set in (3.8)
is equal to A D ¹! 2 G� W dM.K; �.!// > dM.S; �.!//º. If ! 2 A, then there is
m 2 N such that dM.K; �.!// > dM.S; �.!//C 2=m, implying in particular that
dM.�i ; �.!// > dM.S;�.!//C 2=m for every i 2N. As ¹�j º1jD1 is dense in S , for
every i 2 N there is j 2 N such that dM.�i ; �.!// > dM.�j ; �.!//C 1=m. Hence,
the second set in (3.8) is contained in the third set in (3.8). For the reverse inclusion,
if ! is in third set in (3.8) then

dM.K; �.!// D inf
i2N

dM.�i ; �.!// > inf
j2N

dM.�j ; �.!// D dM.S; �.!//:

By (3.8), it suffices to show that ¹! 2 G� W dM.x;�.!// > dM.y;�.!//C rº 2F

for every fixed x; y 2 S and r > 0. For this, it suffices to show that for every z 2M

the mapping ! 7! dM.z; �.!// is F-to-Borel measurable on G� . Since G� 2 F, this
is a consequence of the strong measurability of � , because for every t > 0 we have

¹! 2 G� W dM.z; �.!// > tº

D

1[
kD1

G� \

²
! 2 � W BM

�
z; t C

1

k

�
\ �.!/ D ¿

³
:

Lemma 115 is a satisfactory treatment of measurable nearest point selectors for
strongly measurable set-valued mappings, though under an assumption of local com-
pactness. We did not investigate the minimal assumptions that are required for the
conclusion of Lemma 115 to hold. We will next treat the setting of standard set-valued
mappings without assuming local compactness.

Let .Z; dZ/ be a Polish metric space. Recall that a subset A of Z is said to be uni-
versally measurable if it is measurable with respect to every complete � -finite Borel
measure � on Z (see, e.g., [154, p. 155]). If .M; dM/ is another metric space and
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� � Z is Borel, then a mapping  W �!M is said to be universally measurable
if  �1.E/ is a universally measurable subset of � for every Borel subset E of M.
Finally, recall that A �M is said to be analytic if it is an image under a continu-
ous mapping of a Borel subset of a Polish metric space (see, e.g., [154, Chapter 14]
or [136, Chapter 11]). By Lusin’s theorem [189, 192] (see also, e.g., [154, Theo-
rem 21.10]), analytic subsets of Polish metric spaces are universally measurable.

Lemma 116. Let .M; dM/ and .Z; dZ/ be Polish metric spaces and fix a Borel
subset � � Z. Fix also � > 0 such that diam.M/ > �. Suppose that � W �! 2M

satisfies the following two properties.

(1) For every ! 2 � such that �.!/ ¤ ¿ we have diamM.�.!// < �.

(2) For every x 2M and t 2 R the set ¹! 2� W �.!/¤ ¿^ dM.x;�.!// > tº

is analytic.

Then, for every closed subset ¿ ¤ S �M there exists a universally measurable
mapping  W �! S such that

8.!; x/ 2 � �M; x 2 �.!/ H) dM.x; .!// 6 dM.x; S/C�:

Proof. For every ! 2 �, define a subset ‰.!/ � S as follows:

‰.!/

def
D

8<:
T
x2M¹s 2 S W dM.x; s/62dM.x; �.!//C dM.x; S/C�º if �.!/ ¤ ¿;

S if �.!/ D ¿:
(3.9)

We will show that there exists a universally measurable mapping  W �! S such
that .!/ 2 ‰.!/ for every ! 2 �. Since S is a closed subset of M, it is Pol-
ish. Hence, by the Kuratowski–Ryll-Nardzewski measurable selection theorem [161],
it suffices to prove that ‰.!/ is nonempty and closed for every ! 2 �, and that
‰�.E/D¹! 2� WE \‰.!/¤¿º is universally measurable for every closedE �S .

By design, ‰.!/ D S is nonempty and closed if �.!/ D ¿. So, fix ! 2 � such
that �.!/ ¤ ¿. Then ‰.!/ is closed because if ¹skº1kD1 � ‰.!/ and s 2M satisfy
limk!1 dM.sk; s/ D 0, then for every k 2 N and x 2M, since sk 2 ‰.!/ we have
dM.sk; x/ 6 2dM.x; �.!//C dM.x; S/C�. Hence, by continuity also

dM.s; x/ 6 2dM.x; �.!//C dM.x; S/C�

for every x 2M, i.e., s 2 ‰.!/.
We will next check that ‰.!/¤ ¿ for every ! 2� such that �.!/¤ ¿. Denote

"! D � � diamM.�.!//. By assumption (1) of Lemma 116 we have "! > 0, so we
may choose s! 2 S and y! 2 �.!/ that satisfy dM.y! ; s!/ 6 dM.�.!/; S/C "! .
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We claim that s! 2 ‰.!/. Indeed, for every x 2M and z 2 �.!/ we have

dM.x; s!/ 6 dM.x; z/C dM.z; y!/C dM.y! ; s!/

6 dM.x; z/C diamM.�.!//C dM.�.!/; S/C "!

6 dM.x; z/C dM.z; S/C�

6 dM.x; z/C dM.x; S/C dM.x; z/C�; (3.10)

where in the penultimate step of (3.10) we used the fact that dM.�.!/;S/6dM.z;S/,
since z 2 �.!/, and in the final step of (3.10) we used the fact that p 7! dM.p; S/ is
1-Lipschitz on M. Since (3.10) holds for every z 2 �.!/, it follows that

dM.x; s!/ 6 2dM.x; �.!//C dM.x; S/C�:

Because this holds for every x 2M, it follows that s! 2 ‰.!/.
Having checked that ‰ takes values in closed and nonempty subsets of S , it

remains to show that ‰�.E/ is universally measurable for every closed E � S . To
this end, since M is separable, we may fix from now on a sequence ¹xj º1jD1 that is
dense in M. Note that by the case t D 0 of assumption (2) of Lemma 116, for every
j 2 N the following set is analytic:

¹! 2 � W �.!/ ¤ ¿ ^ dM.xj ; �.!// > 0º D
®
! 2 � W �.!/ ¤ ¿ ^ xj … �.!/

¯
:

Countable unions and intersections of analytic sets are analytic (see, e.g., [154, Propo-
sition 14.4]), so we deduce that the following set is analytic:
1[
jD1

®
! 2 � W �.!/ ¤ ¿ ^ xj … �.!/

¯
D
®
! 2 � W �.!/ ¤ ¿ ^ ¹xj º1jD1 6� �.!/

¯
D
®
! 2 � W �.!/ ¤ ¿

¯
; (3.11)

where for the final step of (3.11) observe that, since ¹xj º1jD1 is dense in M, if ¹xj º1jD1
were a subset of �.!/ then it would follow that �.!/ is dense in M. This would
imply that diamM.�.!// D diam.M/ > �, in contradiction to assumption (1) of
Lemma 116. We have thus checked that the set G� D ¹! 2� W �.!/¤¿º is analytic,
and hence by Lusin’s theorem [189, 192] it is universally measurable. Now,

‰�.E/
(3.9)
D .� X G�/

[ ¹! 2 G� W 9 s 2 E 8x 2M; dM.x; s/ 6 2dM.x; �.!//C dM.x; S/C�º:

Hence, it remains to prove that the following set is universally measurable:®
! 2 G� W 9 s 2 E 8x 2M; dM.x; s/ 6 2dM.x; �.!//C dM.x; S/C�

¯
D
®
! 2 G� W 9 s 2 E 8j 2 N; dM.xj ; s/ 6 2dM.xj ; �.!//C dM.xj ; S/C�

¯
;

(3.12)

where we used the fact that ¹xj º1jD1 is dense in M.
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Consider the following subset C of � �E:

C
def
D
®
.!; s/ 2 G� �E W 8j 2 N; dM.xj ; s/ 6 2dM.xj ; �.!//C dM.xj ; S/C�

¯
:

The set in (3.12) is �1.C/, where �1 W � �E ! � is the projection to the first coor-
dinate, i.e., �1.!; s/ D ! for every .!; s/ 2 � � E. Since continuous images and
preimages of analytic sets are analytic (see, e.g., [154, Proposition 14.4]), by another
application of Lusin’s theorem it suffices to show that C is analytic. We already
proved that G� � � is analytic, so there is a Borel subset L of a Polish space Y

and a continuous mapping � W L! � such that �.L/ D G� . Denoting the identity
mapping onE by IdE WE!E, since � mapsL onto G� , the set C is the image under
the continuous mapping � � IdE of the following subset of Y �E:®

.y; s/ 2 L �E W 8j 2 N; dM.xj ; s/ 6 2dM

�
xj ; �.�.y//

�
C dM.xj ; S/C�

¯
D

1\
jD1

®
.y; s/ 2 L �E W dM.xj ; s/ 6 2dM

�
xj ; �.�.y//

�
C dM.xj ; S/C�

¯
:

Hence, since continuous images and countable intersections of analytic sets are ana-
lytic, by yet another application of Lusin’s theorem we see that it suffices to show that
for every fixed x 2M the following set is analytic, where for every q 2Q we denote
Aq D ¹.y; s/ 2 L �E W q < dM.x; s/º D L � ¹s 2 E W q < dM.x; s/º:®

.y; s/ 2 L �E W dM.x; s/ 6 2dM

�
x; �.�.y//

�
C dM.x; S/C�

¯
D

\
q2Q

��
.L �E/ X Aq

�
[
�
Aq \

®
.y; s/ 2 L �E W 2dM

�
x; �.�.y//

�
> q � dM.x; S/ ��

¯��
;

Since Aq is Borel for all q 2 Q, it suffices to show that the following set is analytic
for every t 2 R:®
.y; s/ 2 L �E W dM

�
x;�.�.y//

�
> t

¯
D ��1

�®
! 2 G� W dM.x; �.!// > t

¯�
�E:

Since a preimage under a continuous mapping of an analytic set is analytic, the above
set is indeed analytic due to assumption (2) of Lemma 116 and the fact that E is
closed.

Remark 117. The proof of Lemma 116 used the assumption diam.M/ > � only to
deduce that the set

G� D ¹! 2 � W �.!/ ¤ ¿º

is analytic from (the case t D 0 of) assumption (2) of Lemma 116. Hence, if we add
the assumption that G� is analytic to Lemma 116, then we can drop the restriction



112 Preliminaries on random partitions

diam.M/ > � altogether. Alternatively, recalling equation (3.11) and the paragraph
immediately after it, for the above proof of Lemma 116 to go through it suffices to
assume that �.!/ is not dense in M for any ! 2 �.

Recalling Definition 113, Lemma 116 and Remark 117 imply the following corol-
lary. Indeed, by Remark 117 we know that we can drop the assumption diam.M/>�
of Lemma 116, and when � is a standard set-valued mapping the sets that appears in
assumption (2) of Lemma 116 are Borel.

Corollary 118. Fix�> 0. Let .M; dM/ and .Z; dZ/ be Polish metric spaces and fix
a Borel subset � � Z. Suppose that � W �! 2M is a standard set-valued mapping
such that diamM.�.!// < � for every ! 2 G� . Then for every closed ¿ ¤ S �M

there exists a universally measurable mapping  W �! S that satisfies

8.!; x/ 2 � �M; x 2 �.!/ H) dM.x; .!// 6 dM.x; S/C�:

3.3 Measurability of iterative ball partitioning

The following set-valued mapping is a building block of much of the literature on
random partitions, including the present investigation. Fix a metric space .M; dM/

and k 2 N. Define a set-valued mapping � WMk � Œ0;1/k ! 2M by setting

�
�
Ex; Er

� def
D BM.xk; rk/ X

k�1[
jD1

BM.xj ; rj / (3.13)

for .Ex; Er/ D .x1; : : : ; xk; r1; : : : ; rk/ 2Mk � Œ0;1/k . We can think of � as a ran-
dom subset of M if we are given a probability measure Prob on Mk � Œ0;1/k .
The measure Prob can encode the geometry of .M; dM/; for example, if .M; dM/

is a complete doubling metric space, then in [173] this measure arises from a dou-
bling measure on M (see [191,308]). The measure Prob can also have a “smoothing
effect” through the randomness of the radii (see, e.g., [1,30,71,96,173,208,238,239];
choosing a suitable distribution over the random radii is sometimes an important
and quite delicate matter, but this intricacy will not arise in the present work. For
finite dimensional normed spaces, a random subset as in (3.13) was used in [76,152].
Note that given � > 0, if the measure Prob is supported on the set of those .Ex; Er/ 2
Mk � Œ0;1/k for which rk 6 �=2, then the mapping � takes values in subsets of
M of diameter at most �.

While the definition (3.13) is very simple and natural, in order to use it in the ensu-
ing reasoning we need to know that it satisfies certain measurability requirements.
Note first that the set-valued mapping � in (3.13) has the following basic measurabil-
ity property: for every fixed y 2M the set ¹.Ex; Er/ 2Mk � Œ0;1/k W y 2 �.Ex; Er/º is
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Borel. Indeed, by definition we have®�
Ex; Er

�
2Mk

� Œ0;1/k W y 2 �
�
Ex; Er

�¯
D

k�1\
jD1

®�
Ex; Er

�
2Mk

� Œ0;1/k W dM.y; xj / > rj
¯

\
®�
Ex; Er

�
2Mk

� Œ0;1/k W dM.y; xk/ 6 rk
¯
:

In other words, the indicator mapping .Ex; Er/ 7! 1�.Ex;Er/.y/ is Borel measurable for
every fixed y 2M.

Lemma 119. Fix k 2 N. Let .M; dM/ be a Polish metric space and suppose that
� WMk � Œ0;1/k ! 2M be given in (3.13). Then

��.S/ D
®
.Ex; Er/ 2Mk

� Œ0;1/k W S \ �.Ex; Er/ ¤ ¿
¯

is analytic for every analytic subset S �M. Consequently, for every complete � -finite
Borel measure � on Mk � Œ0;1/k , if F� denotes the � -algebra of �-measurable
subsets of Mk � Œ0;1/k , then � is a strongly measurable set-valued mapping from
the measurable space .Mk � Œ0;1/k;F�/ to 2M.

Proof. Since S is analytic, there exists a Borel subset T of a Polish metric space Z

and a continuous mapping  W T !M such that  .T / D S . Consider the following
Borel subset B of the Polish space Mk � Œ0;1/k �Z (B is Borel because it is defined
using finitely many continuous inequalities)

B
def
D
®
.Ex; Er; t/ 2Mk

� Œ0;1/k � T W dM. .t/; xk/ 6 rk
^ 8j 2 ¹1; : : : ; k � 1º; dM. .t/; xj / > rj

¯
:

Then ��.S/ D �.B/, where

� WMk
� Œ0;1/k �Z!Mk

� Œ0;1/k

is the projection onto the first two coordinates, i.e., �.Ex; Er; z/ D .Ex; Er/ for .Ex; Er; z/ 2
Mk � Œ0;1/k � Z. Since � is continuous, it follows that ��.S/ is analytic. By
Lusin’s theorem [189, 192], it follows that ��.S/ is universally measurable. In par-
ticular, if � is a complete � -finite Borel measure on Mk � Œ0;1/k and F� is the
� -algebra of �-measurable subsets of Mk � Œ0;1/k , then ��.E/ 2 F� for every
closed subset E �M. Recalling (1.91), this means that � is a strongly measurable
set-valued mapping from the measurable space .Mk � Œ0;1/k;F�/ to 2M.

Lemma 120 below contains additional Borel measurability assertions that will be
used later. Its assumptions are satisfied, for example, when M is a separable normed
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space, which is the case of interest here. We did not investigate the maximal generality
under which the conclusion of Lemma 120 holds.

In what follows, given a metric space .M; dM/, for every x 2M and r > 0 the
open ball of radius r centered at x is denoted Bo

M.x; r/ D ¹y 2M W dM.x; y/ < rº.

Lemma 120. Suppose that .M; dM/ is a separable metric space such that

8.x; r/ 2M � .0;1/; BM.x; r/ D B
o
M.x; r/: (3.14)

Fix k 2 N and let � WMk � .0;1/k ! 2M be given in (3.13). Then the following
set is Borel measurable:

G� D
®
.Ex; Er/ 2Mk

� .0;1/k W �.Ex; Er/ ¤ ¿
¯
:

Also, for each y 2M the mapping from G� to R that is given by

.Ex; Er/ 7! dM.y; �.x; r//

is Borel measurable.

Proof. Let D�M be a countable dense subset of M. The assumption (3.14) implies
that D \ �.Ex; Er/ is dense in �.Ex; Er/ for every .Ex; Er/ 2 Mk � .0;1/k . This is
straightforward to check as follows. Fix y 2 �.Ex; Er/ and ı > 0. We need to find
q 2 D \ �.Ex; Er/ with dM.q; y/ < ı. Recalling (3.13), since y 2 �.Ex; Er/ we know
that dM.y;xk/6 rk , and also dM.y;xj / > rj for every j 2 ¹1; : : : ; k � 1º, i.e., � > 0
where

�
def
D min

®
ı; dM.y; x1/ � r1; : : : ; dM.y; xk�1/ � rk�1

¯
:

By (3.14) there is z 2 Bo
M.xk; rk/ with dM.z; y/ < �=2. Denote

�
def
D min

²
rk � dM.z; xk/;

1

2
�

³
:

Then � > 0, so the density of D in M implies that there is q 2D with dM.q; z/ < �.
Consequently,

dM.q; y/ 6 dM.q; z/C dM.z; y/ < �C
�

2
6 ı:

It remains to observe that q 2 �.Ex; Er/, because

dM.q; xk/ 6 dM.q; z/C dM.z; xk/ < �C dM.z; xk/ 6 rk;

and also for every j 2 ¹1; : : : ; k � 1º we have

dM.q; xj / > dM.y; xj / � dM.y; z/ � dM.z; q/

> dM.y; xj / �
�

2
� � > dM.y; xj / � � > rj :
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For every .Ex; Er/ 2 Mk � .0;1/k , we have �.Ex; Er/ ¤ ¿ if and only if D \

�.Ex; Er/ ¤ ¿. Consequently,

G� D
®�
Ex; Er

�
2Mk

� .0;1/k W �
�
Ex; Er

�
¤ ¿

¯
D

[
q2D

®�
Ex; Er

�
2Mk

� .0;1/k W q 2 �
�
Ex; Er

�¯
:

Since D is countable and we already checked in the paragraph immediately preceding
Lemma 119 that ¹.Ex; Er/ 2Mk � .0;1/k W y 2 �.Ex; Er/º is Borel measurable for every
y 2M, we get that G� is Borel measurable.

Next, dM.y; �.Ex; Er// D dM.y;D \ �.Ex; Er// for every .Ex; Er/ 2 G� and y 2M.
So, for every t > 0 we have®�

Ex; Er
�
2 G� W dM

�
y; �

�
Ex; Er

��
< t

¯
D

[
q2D\Bo

M.y;t/

®�
Ex; Er

�
2Mk

� .0;1/k W q 2 �
�
Ex; Er

�¯
:

It follows that ¹.Ex; Er/ 2 G� W dM.y; �.Ex; Er// < tº is Borel measurable for every
t 2 R.

Corollary 121 below follows directly from the definition of a standard set-valued
mapping due to Lemma 120 and the discussion in the paragraph immediately preced-
ing Lemma 119.

Corollary 121. Let .M; dM/ be a Polish metric space satisfying (3.14). Then, for
every k 2 N the set-valued mapping � WMk � .0;1/k ! 2M in (3.13) is standard.


