
Chapter 6

Invariant Gibbs dynamics

6.1 Overview of the chapter

In this chapter, we present the proof of Theorem 1.3.2. In the remaining part of this
chapter, we work in the weakly nonlinear regime. Namely, we fix � ¤ 0 such that
j� j � �0, where �0 is as in Theorem 1.2.1 (i). We also fix sufficiently large A� 1

as in Theorem 1.2.1 (i) such that the ˆ33-measure � is constructed as the limit of the
truncated ˆ33-measures �N in (1.2.11). With these parameters, consider the truncated
Gibbs measure E�N :

E�N D �N ˝ �0 (6.1.1)

for N 2 N, where �0 is the white noise measure; see (1.2.1) with s D 0. A standard
argument [37, 54, 59] shows that the truncated Gibbs measure E�N is invariant under
the truncated hyperbolic ˆ33-model (1.3.6):

@2t uN C @tuN C .1 ��/uN

� ��N
�
W .�NuN /

2
W
�
CM.W .�NuN /

2
W/�NuN D

p
2�; (6.1.2)

where W .�NuN /2 WD .�NuN /2 � �N and �N and �N are as in (1.2.5) and (1.2.8),
respectively. See Lemma 6.2.3 below. Moreover, as a corollary to Theorem 1.2.1 (i),
the truncated Gibbs measure E�N in (6.1.1) converges weakly to the Gibbs measure
E� D �˝ �0 in (1.2.18).

Our main goal is to construct global-in-time dynamics for the limiting hyper-
bolic ˆ33-model (1.3.1) almost surely with respect to the Gibbs measure E�, and prove
invariance of the Gibbs measure E� under the limiting hyperbolic ˆ33-dynamics. A
naive approach would be to apply Bourgain’s invariant measure argument [9, 10],
by exploiting the invariance of the truncated Gibbs measure E�N under the truncated
hyperbolicˆ33-dynamics, and to try to construct global-in-time limiting dynamics for
the limiting process u D limN!1 uN . There are, however, two issues in the cur-
rent situation: (i) the truncated Gibbs measure E�N converges to the limiting Gibbs
measure E� only weakly and (ii) the Gibbs measure E� and the base Gaussian measure
E� D � ˝ �0 in (1.2.2) are mutually singular. Moreover, our local theory relies on
the paracontrolled approach, which gives additional difficulty. As a result, Bourgain’s
invariant measure argument [9, 10] is not directly applicable to our problem. In [14],
Bringmann encountered a similar problem in the context of the defocusing Hartree
NLW on T3, where he overcame this issue by introducing a new globalization argu-
ment, by using the fact that the (truncated) Gibbs measure is absolutely continuous
with respect to a shifted measure (as in Appendix A below) [13, 54] in a uniform
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manner and establishing a (rather involved) large time stability theory, where sets of
large probabilities are characterized via the shifted measures.

In the following, we introduce a new alternative globalization argument. This
new argument has the advantage of being conceptually simple and straightforward.
Our approach consists of several steps:

Step 1. In the first step, we establish a uniform (in N ) exponential integrability of
the truncated enhanced data set „N (see (6.1.10) below) with respect to the trun-
cated measure E�N ˝P2 (Proposition 6.2.4). Here, P2 is the measure for the stochastic
forcing defined in (6.1.4) below. By combining the variational approach with space-
time estimates, we prove this uniform exponential integrability without any reference
to (the truncated version of) the shifted measure Law.Y.1/C �Z.1/CW.1// con-
structed in Appendix A. As a corollary, we construct the limiting enhanced data set
„ associated with the Gibbs measure E� (see (6.1.11) below) by establishing conver-
gence of the truncated enhanced data set„N almost surely with respect to the limiting
measure E�˝ P2.

Step 2. In the second step, we establish a stability result (Proposition 6.3.1). We
prove this stability result by a simple contraction argument, where we use a norm
with an exponentially decaying weight in time. As a result, the proof follows from a
small modification of that of the local well-posedness (Theorem 5.2.1). As compared
to [14], our stability argument is very simple (both in terms of the statements and the
proofs).

Step 3. In the third step, we establish a uniform (in N ) control on the solution
.XN ; YN ;RN / to the truncated system (see (6.3.2) below) with respect to the trun-
cated measure E�N ˝ P2 (Proposition 6.3.2). The proof is based on the invariance of
the truncated Gibbs measure E�N and a discrete Gronwall argument.

Step 4. In the fourth step, we study the pushforward measures .„N /#.E�N ˝ P2/ and
.„/#.E�˝P2/. In particular, by using ideas from theory of optimal transport (the Kan-
torovich duality) and the Boué–Dupuis variational formula, we prove that the push-
forward measure .„N /#.E�N ˝ P2/ converges to .„/#.E� ˝ P2/ in the Wasserstein-1
distance, as N !1; see Proposition 6.3.3 below.

Once we establish Steps 1–4, the proof of Theorem 1.3.2 follows in a straightfor-
ward manner. In Section 6.2, we first study the truncated dynamics (6.1.2) and briefly
go over almost sure global well-posedness of (6.1.2) and invariance of the truncated
Gibbs measure E�N (Lemma 6.2.3). We then discuss the details of Step 1 above. In
Section 6.3, we first go over the details of Steps 2, 3, and 4 and then present the proof
of Theorem 1.3.2.

Notations. By assumption, the Gaussian field E� D �˝ �0 in (1.2.2) and hence the
(truncated) Gibbs measure are independent of (the distribution of) the space-time
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white noise � in (1.3.1) and (6.1.2). Hence, we can write the probability space � as

� D �1 ��2 (6.1.3)

such that the random Fourier series in (1.2.4) depend only on !1 2 �1, while the
cylindrical Wiener processW in (3.1.1) depends only on !2 2�2. In view of (6.1.3),
we also write the underlying probability measure P on � as

P D P1 ˝ P2; (6.1.4)

where Pj is the marginal probability measure on �j , j D 1; 2.
With the decomposition (6.1.3) in mind, we set

.t I Eu0; !2/ D S.t/Eu0 C
p
2

Z t

0

D.t � t 0/dW.t 0; !2/ (6.1.5)

for Eu0 D .u0; u1/ 2H�
1
2�".T3/ and !2 2�2, where S.t/ and D.t/ are as in (5.2.4)

and (5.2.2), respectively. When it is clear from the context, we may suppress the
dependence on Eu0 and/or !2. Given N 2 N, we set

N .Eu0; !2/ D �N .Eu0; !2/; (6.1.6)

where �N is as in (1.2.5). We also set

N .Eu0; !2/ D
2
N .Eu0; !2/ � �N ;

N .Eu0; !2/ D �N	. N .Eu0; !2//;

D

N
.Eu0; !2/ D N .Eu0; !2/ = N .Eu0; !2/;

(6.1.7)

and define AN .Eu0; !2/ as in (5.4.9) by replacing N with N .Eu0; !2/. We define the
paracontrolled operator zIN< ; = D

zIN< ; = .Eu0; !2/ in a manner analogous to IN< ; = in
Lemma 5.4.6, but with an extra frequency cutoff �N . Namely, instead of (5.2.19), we
first define zIN< by

zIN< .w/.t/ D 	.�N .w < N //.t/; (6.1.8)

where N D N .Eu0; !2/ is as in (6.1.6). We then define zI .1/;N< and zI .2/;N< as in
(5.2.20) and (5.2.21) with an extra frequency cutoff �N .n/, depending on jn1j &
jn2j

� or jn1j � jn2j� . Note that the conclusion of Lemma 5.4.5 (in particular the
estimate (5.4.5)) holds for zI .1/;N< , uniformly in N 2 N. Finally, we define zIN< ; = by

zIN< ; = .w/.t/ D
zI .2/;N< .w/ = N .t/; (6.1.9)

namely, by inserting a frequency cutoff �N .n1 C n2/ and replacing by N D

N .Eu0; !2/ in (5.2.23). We then define the truncated enhanced data set „N .Eu0; !2/
by

„N .Eu0; !2/ D
�
N ; N ; N ; D

N
;AN ; zI

N
< ; =

�
; (6.1.10)
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where, on the right-hand side, we suppressed the dependence on .Eu0; !2/ for nota-
tional simplicity. Note that, given Eu02H�

1
2�".T3/, the enhanced data set„N .Eu0;!2/

does not converge in general. Nonetheless, for the notational purpose, let us formally
define the (untruncated) enhanced data set „.Eu0; !2/ by setting

„.Eu0; !2/ D
�
; ; ;

D
;A;I < ; =

�
; (6.1.11)

where each term on the right-hand side is a limit of the corresponding term in (6.1.10)
(if it exists). In Corollary 6.2.6, we will construct the enhanced data set „.Eu0; !2/
in (6.1.11) as a limit of the truncated enhanced data set„N .Eu0;!2/ in (6.1.10) almost
surely with respect to E�˝ P2.

In the remaining part of this chapter, we fix s1; s2; s3 2 R satisfying

1

4
< s1 <

1

2
< s2 < s1 C

1

4
and s2 � 1 < s3 < 0: (6.1.12)

Furthermore, we take both s1 and s2 to be sufficiently close to 1
2

(such that the con-
ditions in (6.3.26) are satisfied, say with r1 D r2 D 3).

Remark 6.1.1. (i) In view of (6.1.6) with (1.2.5) we have N .Eu0;!2/D N .�N Eu0;!2/

and thus
„N .Eu0; !2/ D „N .�N Eu0; !2/:

Namely, the truncated enhanced data set „N .Eu0; !2/ in (6.1.10) depends only on the
low frequency part �N Eu0 of the initial data.

(ii) Note that the terms N ,
D

N
, and zIN< ; = in (6.1.10) come with an extra

frequency cutoff as compared to the corresponding terms studied in Chapter 5. When
Law.Eu0/ D E�, the results in Lemmas 5.4.3, 5.4.4, and 5.4.6, and Remark 5.4.2 from
Section 5.4 also apply to N .Eu0; !2/, D

N
.Eu0; !2/, and zIN< ; = .Eu0; !2/.

(iii) Note that the X"
T -norm for enhanced data sets defined in (5.5.3) also meas-

ures the time derivatives of N and N in appropriate space-time norms. In view
of (6.1.7) and (5.2.5), the time derivative of N .Eu0; !2/ is given by

@t N .t I Eu0; !2/ D �N

Z t

0

@tD.t � t 0/ N .t
0
I Eu0; !2/dt

0:

As for the stochastic convolution, recall that, unlike the heat or Schrödinger case, the
stochastic convolution for the damped wave equation is differentiable in time and the
time derivative of N .Eu0; !2/ is given by

@t N .t I Eu0; !2/ D �N @tS.t/Eu0 C
p
2�N

Z t

0

@tD.t � t 0/dW.t 0; !2/: (6.1.13)

The formula (6.1.13) easily follows from viewing the stochastic integral in (6.1.5)
(with an extra frequency cutoff �N ) as a Paley–Wiener–Zygmund integral and taking
a time derivative.
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6.2 On the truncated dynamics

In this section, we study the truncated hyperbolic ˆ33-model (6.1.2). We first go over
local well-posedness of the truncated equation (6.1.2) and then almost sure global
well-posedness and invariance of the truncated Gibbs measure E�N ; see Lemmas 6.2.1
and 6.2.3. Then, by combining the Boué–Dupuis variational formula (Lemma 3.1.1)
and space-time estimates, we prove uniform (in N ) exponential integrability of the
truncated enhanced data set „N .Eu0; !2/ with respect to E�N ˝ P2 on .Eu0; !2/; see
Proposition 6.2.4. As a corollary, we prove that the truncated enhanced data set
„N .Eu0; !2/ in (6.1.10) converges to the limiting enhanced data set „.Eu0; !2/ in
(6.1.11) almost surely with respect to the limiting measure E�˝ P2 (Corollary 6.2.6).

Given N 2 N, let Eu0 D .u0; u1/ be a pair of random distributions such that
Law..u0; u1// D E�N D �N ˝ �0. Let uN be a solution to the truncated equation
(6.1.2) with .uN ; @tuN /jtD0 D Eu0. With W .�NuN /2 WD .�NuN /

2 � �N , we write
(6.1.2) as8̂̂<̂
:̂
@2t uN C @tuN C .1 ��/uN

���N
�
.�NuN /

2 � �N
�
CM

�
.�NuN /

2 � �N
�
�NuN D

p
2�

.uN ; @tuN /jtD0 D Eu0;

(6.2.1)

whereM is as in (1.3.2). Note that, due to the presence of the frequency projector �N ,
the dynamics (6.2.1) on high frequencies ¹jnj & N º and low frequencies ¹jnj . N º

are decoupled. The high frequency part of the dynamics (6.2.1) is given by´
@2t�

?
NuN C @t�

?
NuN C .1 ��/�

?
NuN D

p
2�?N �

.�?NuN ; @t�
?
NuN /jtD0 D �

?
N Eu0:

(6.2.2)

The solution �?NuN to (6.2.2) is given by

�?NuN D �
?
N .Eu0/; (6.2.3)

where .Eu0/ is as in (6.1.5) with the !2-dependence suppressed. With vN D �NuN ,
the low frequency part of the dynamics (6.2.1) is given by8̂̂<̂
:̂
@2t vN C @tvN C .1 ��/vN

���N
�
.�N vN /

2 � �N
�
CM

�
.�N vN /

2 � �N
�
�N vN D

p
2�N �

.vN ; @tvN /jtD0 D �N Eu0;

(6.2.4)

where we kept �N in several places to emphasize that (6.2.4) depends only on finite
many frequencies ¹n 2 NQº with Q as in (1.2.7). By writing (6.2.4) in the Duhamel
formulation, we have

vN .t/ D �NS.t/Eu0 C

Z t

0

D.t � t 0/NN .vN /.t
0/dt 0 C N .t I 0/; (6.2.5)
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where the truncated nonlinearity NN .vN / is given by

NN .vN / D ��N
�
.�N vN /

2
� �N

�
�M

�
.�N vN /

2
� �N

�
�N vN ; (6.2.6)

and N .t I 0/ is as in (6.1.6) with Eu0 D 0:

N .t I 0; !2/ D
p
2

Z t

0

D.t � t 0/�NdW.t
0; !2/:

For each fixed N 2 N, we have N .t I 0/ D �N .t I 0/ 2 C 1.RCI C1.T3//; see
Remark 6.1.1. By viewing N .t I0/ in (6.2.5) as a perturbation, it suffices to study the
following damped NLW with a deterministic perturbation:

vN .t/ D �NS.t/.v0; v1/C

Z t

0

D.t � t 0/NN .vN /.t
0/dt 0 C F; (6.2.7)

where .v0; v1/ 2 H1.T3/, �N is as in (1.2.8), and F 2 C 1.RCIC1.T3// is a given
deterministic function.

A standard contraction argument with the one degree of smoothing from the
Duhamel integral operator 	 in (5.2.5) and Sobolev’s inequality yields the follow-
ing local well-posedness of (6.2.7). Since the argument is standard, we omit details.
See, for example, the proof of [54, Lemma 9.1].

Lemma 6.2.1. LetN 2N. Given any .v0; v1/2H1.T3/ and F 2C 1.Œ0; 1�IH 1.T3//

with
k.v0; v1/kH1 � R and kF kC1.Œ0;1�IH1/ � K

for someR;K � 1, there exist � D �.R;K;N /> 0 and a unique solution vN to (6.2.7)
on Œ0; ��, satisfying the bound:

kvN k zX1.�/ . RCK;

where
zX1.�/ D C.Œ0; ��IH 1.T3// \ C 1.Œ0; ��IL2.T3//:

Moreover, the solution vN is unique in zX1.�/.

Remark 6.2.2. (i) A standard contraction argument gives � D �.R;K;N / � .R C
K CN/�� for some � > 0, in particular the local existence depends on N 2 N.

(ii) We also point out that the uniqueness statement for vN in Lemma 6.2.1 is
unconditional, namely, the uniqueness of the solution vN holds in the entire class
zX1.�/. Then, from (6.2.3) and the unconditional uniqueness of the solution vN D
vN .�N Eu0/ to (6.2.4), we obtain the unique representation of uN :

uN D �
?
N .Eu0/C vN .�N Eu0/:

See for example (6.3.73) below, where we use a different representation of uN .
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Before proceeding further, let us introduce some notations. Given the cylindrical
Wiener process W in (3.1.1), by possibly enlarging the probability space �2, there
exists a family of translations �t0 W �2 ! �2 such that

W.t; �t0.!2// D W.t C t0; !2/ �W.t0; !2/

for t; t0 � 0 and !2 2 �2. Denote by ˆN .t/ the stochastic flow map to the truncated
hyperbolic ˆ33-model (6.1.2) constructed in Lemma 6.2.1 (which is not necessarily
global at this point). Namely,

EuN .t/ D .uN .t/; @tuN .t// D ˆ
N .t/.Eu0; !2/

D
�
ˆN1 .t/.Eu0; !2/; ˆ

N
2 .t/.Eu0; !2/

�
(6.2.8)

is the solution to (6.1.2) with EuN jtD0 D Eu0, satisfying Law.Eu0/ D E�N , and the noise
�.!2/. We now extend ˆN .t/ as

ŷN .t/.Eu0; !2/ D
�
ˆN .t/.Eu0; !2/; �t .!2/

�
: (6.2.9)

Note that by the uniqueness of the solution to (6.1.2), we have

ˆN .t1 C t2/.Eu0; !2/ D ˆ
N .t2/

�
ˆN .t1/.Eu0; !2/; �t1.!2/

�
D ˆN .t2/

�
ŷN .t1/.Eu0; !2/

�
for t1; t2 � 0 as long as the flow is well defined.

By writing the truncated dynamics (6.1.2) as a superposition of the deterministic
NLW:

@2t uN C .1 ��/uN �NN .uN / D 0; (6.2.10)

where NN .uN / is as in (6.2.6), and the Ornstein–Uhlenbeck process (for @tuN ):

@t .@tuN / D �@tuN C
p
2�; (6.2.11)

we see that the truncated Gibbs measure E�N in (6.1.1) is formally1 invariant under the
dynamics of (6.1.2), since E�N is invariant under the NLW dynamics (6.2.10), while
the white noise measure �0 on @tuN (and hence E�N D �N ˝ �0 on .uN ; @tuN /) is
invariant under the Ornstein–Uhlenbeck dynamics (6.2.11). Then, by exploiting the
formal invariance of the truncated Gibbs measure E�N , Bourgain’s invariant measure
argument [9] yields the following result on almost sure global well-posedness of the
truncated hyperbolicˆ33-model (6.1.2) and invariance of the truncated Gibbs measure
E�N . Since the argument is standard (for fixed N 2 N), we omit details. See the proof
of [54, Lemma 9.3] for details.

1Namely, as long as the dynamics is well defined.
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Lemma 6.2.3. LetN 2N. Then, the truncated hyperbolicˆ33-model (6.1.2) is almost
surely globally well-posed with respect to the random initial data distributed by the
truncated Gibbs measure E�N in (6.1.1). Furthermore, E�N is invariant under the res-
ulting dynamics and, as a consequence, the measure E�N ˝ P2 is invariant under the
extended stochastic flow map ŷN .t/ defined in (6.2.9). More precisely, there exists
†N ��D�1 ��2 with E�N ˝P2.†N /D 1 such that the solution uN D uN .Eu0;!2/
to (6.1.2) exists globally in time and Law.uN .t/; @tuN .t// D E�N for any t 2 RC.

Next, we establish uniform exponential integrability of the truncated enhanced
data set „N .Eu0; !2/ in (6.1.10) with respect to the truncated measure E�N ˝ P2. We
also establish uniform exponential integrability for the difference of the truncated
enhanced data sets.

Proposition 6.2.4. Let T > 0. Then, we haveZ
EP2

�
exp

�
k„N .Eu0; !2/k

˛
X"
T

��
d E�N .Eu0/ � C.T; "; ˛/ <1 (6.2.12)

for 0 < ˛ < 1
3

, uniformly inN 2N, where the X"
T -norm and the truncated enhanced

data set„N .Eu0;!2/ are as in (5.5.3) and (6.1.10), respectively. Here, EP2 denotes an
expectation with respect to the probability measure P2 on !2 2�2 defined in (6.1.4).

Moreover, there exists small ˇ > 0 such thatZ
EP2

�
exp

�
N
ˇ
2 k„N1.Eu0; !2/ �„N2.Eu0; !2/k

˛
X"
T

��
d E�N .Eu0/

� C.T; "; ˛/ <1 (6.2.13)

for 0 < ˛ < 1
3

, uniformly in N;N1; N2 2 N with N � N1 � N2.

Proof. For simplicity, we only prove (6.2.12) and (6.2.13) for the random operator
zIN< ; = defined in (6.1.9). The other terms in „N .Eu0; !2/ can be estimated in an
analogous manner. See Remark 6.2.5.

We break the proof into two parts.

Part 1. We first prove the following uniform exponential integrability:Z
EP2

h
exp

�zIN< ; =

˛
L2.q;T /

�i
d E�N .Eu0/ � C.T; "; ˛/ <1 (6.2.14)

for any T > 0, any finite q > 1, and 0 < ˛ < 1
2

, uniformly in N 2 N. Note that the
range 0< ˛ < 1

2
of the exponent in (6.2.14) comes from the presence of kZN k2W 1�";1

in (6.2.28) and (6.2.32), since ZN defined in one line below (3.2.3) belongs to H�2.
Similarly, the overall restriction 0 < ˛ < 1

3
in this proposition comes from the terms

involving  1 in (6.2.38), where  1 is defined in (6.2.23) with (6.2.21). Namely,
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the worst contribution in (6.2.38) behaves like kZN k3˛W 1�";1 which is exponentially
integrable only for ˛ < 1

3
; see (6.2.39).

From (6.1.8) and (6.1.9), we see that zIN< ; = depends on two entries of N D

�N .Eu0; !2/. We now generalize the definition of zIN< ; = to allow general entries.

Given  j 2 C.RCID 0.T3//, j D 1; 2, we first define zIN< Œ 1� by

zIN< Œ 1�.w/ D 	
�
�N .w < .�N 1//

�
: (6.2.15)

As in (5.2.20) and (5.2.21), define zI .2/;N< Œ 1� to be the restriction of zIN< Œ 1� onto
¹jn1j � jn2j

�º:

zI .2/;N< Œ 1�.w/ D 	
�
�N .K

� .w; �N 1//
�
; (6.2.16)

where K� is the bilinear Fourier multiplier operator with the multiplier 1¹jn1j�jn2j� º.
More precisely, we have

zI .2/;N< Œ 1�.w/.t/

D

X
n2Z3

�N .n/en
X

nDn1Cn2

X
0�j<�kCc0

'j .n1/'k.n2/�N .n2/

�

Z t

0

e�
t�t0

2
sin..t � t 0/ŒŒn��/

ŒŒn��
Ow.n1; t

0/ y 1.n2; t
0/dt 0; (6.2.17)

where �N is as in (1.2.6) and c0 2 R is as in (5.4.4). Then, we define zIN< ; = Œ 1;  2�

by
zIN< ; = Œ 1;  2�.w/ D

zI .2/;N< Œ 1�.w/ = .�N 2/: (6.2.18)

Note that zIN< ; = Œ 1;  2� is bilinear in  1 and  2. We also set

zIN< ; = Œ � D
zIN< ; = Œ ;  � (6.2.19)

for simplicity. With this notation, we can write zIN< ; = in (6.2.14) as zIN< ; = Œ .Eu0; !2/�,
where Eu0 D .u0; u1/. Note that we have

zIN< ; = Œ�N � D
zIN< ; = Œ �:

Before proceeding further, we record the following boundedness of K� defined in
(6.2.16) and (6.2.17); a slight modification of the proof of (2.1.7) in Lemma 2.1.2
yields

kK� .f; g/k
B
s2
p;q

. kf kLp1kgkBs2p2;q
(6.2.20)

for any s2 2 R and 1 � p; p1; p2; q � 1 such that 1
p
D

1
p1
C

1
p2

.
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By the Boué–Dupuis variational formula (Lemma 3.1.1) with the change of vari-
ables (3.2.4), we have

� log
Z

exp
�zIN< ; = Œ .Eu0; !2/�

˛
L2.q;T /

�
d�N .u0/

D inf
P‡N2H1a

E

�
�
zIN< ; = Œ .Y C‚;u1; !2/�

˛
L2.q;T /

C yR˘N .Y C ‡
N
C �ZN /C

1

2

Z 1

0

k P‡N .t/k2
H1x
dt

�
C logZN ;

where yR˘N is as in (3.2.25) and

‚ D ‡N C �ZN : (6.2.21)

Recall the notation YND�NY and‡ND�N‡N . Then, from Lemmas 3.2.2 and 3.2.3
with Lemma 3.1.2 and (3.2.17), there exists "0; C0 > 0 such that

� log
Z

exp
�zIN< ; = Œ .Eu0; !2/�

˛
L2.q;T /

�
d�N .u0/

� inf
P‡N2H1a

E
h
�
zIN< ; = Œ .Y C‚;u1; !2/�

˛
L2.q;T /

C "0
�
k‡N k2

H1
C k‡N k

6
L2

�i
� C0; (6.2.22)

uniformly in u1 and !2.
In view of (6.1.5), we write .Y C‚;u1; !2/ as

.Y C‚;u1; !2/ D .Y; u1; !2/C S.t/.‚; 0/ DW  0 C  1; (6.2.23)

where S.t/ is as in (5.2.4). By (6.2.19), we havezIN< ; = Œ .Y C‚;u1; !2/�


L2.q;T /

�
zIN< ; = Œ 0;  0�


L2.q;T /

C
zIN< ; = Œ 0;  1�


L2.q;T /

C
zIN< ; = Œ 1;  0�


L2.q;T /

C
zIN< ; = Œ 1;  1�


L2.q;T /

: (6.2.24)

Under the truncated Gibbs measure E�N , we have Law.u1/ D �0 and thus we have
Law.Y;u1/D E�D�˝�0. Then, from the uniform exponential tail estimates in Lem-
mas 5.4.1 and 5.4.6 (see also Remark 6.1.1) with (3.2.3), there exists K.Y; u1; !2/
such thatzIN< ; = Œ 0�


L2.q;T /

C k 0k
2

L1
T
W
� 1
2
�";1

x

C kZN kW 1�";1

� K.Y; u1; !2/

(6.2.25)

and
E E�˝P2

�
exp.ıK.Y; u1; !2//

�
<1 (6.2.26)

for sufficiently small ı > 0.
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We now estimate the last three terms on the right-hand side of (6.2.24). Let s3 < 0.
By Sobolev’s inequality, (6.2.18), Hölder’s inequality,2 (6.2.16), Sobolev’s inequality,
Lemma 5.3.1, and (6.2.20) with (6.2.23), we havezIN< ; = Œ 0;  1�.w/


L1
T
H
s3
x

.
zI .2/;N< Œ 0�.w/ = .�N 1/


L1
T
L

6
3�2s3
x

.
zI .2/;N< Œ 0�.w/


L1
T
L

3
1�s3�"
x

k�N 1k
L1
T
L

6
1C2"
x

. k	.K� .w; �N 0//k
L1
T
H
s3C

1
2
C"

x

k 1kL1
T
H1�"x

. kK� .w; �N 0/k
L1
T
H
s3�

1
2
C"

x

k‚kH1�"

. kwkL1
T
L2x
k 0k

L1
T
W
� 1
2
�2";1

x

k‚kH1�" ; (6.2.27)

for " > 0 sufficiently small such that 4" � �s3. Hence, by the definition (5.2.30) of
the L.q; T /-norm, Cauchy’s inequality, and (6.2.21), we obtainzIN< ; = Œ 0;  1�


L2.q;T /

. T
q�1
q k 0k

L1
T
W
� 1
2
�2";1

x

k‚kH1�"

. T
q�1
q
�
k 0k

2

L1
T
W
� 1
2
�";1

x

C k‡N k2
H1
C kZN k

2
W 1�";1

�
: (6.2.28)

Proceeding as in (6.2.27) and applying Sobolev’s embedding theorem with (6.2.21)
and (6.2.23), we havezIN< ; = Œ 1;  1�


L2.q;T /

. T
q�1
q k 1k

L1
T
W
� 1
2
�2";1

x

k‚kH1�" . T
q�1
q k‚k2

H1�"

. T
q�1
q
�
k‡N k2

H1
C kZN k

2
W 1�";1

�
: (6.2.29)

2To be more precise, this is the Coifman–Meyer theorem on T3 to estimate a resonant
product. The Coifman–Meyer theorem on T3 follows from the Coifman–Meyer theorem for
functions on Rd [31, Theorem 7.5.3] and the transference principle [26, Theorem 3]. We may
equally proceed with (2.1.9) in Lemma 2.1.2 with a slight loss of derivative which does not
affect the estimate.
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Finally, from Lemmas 2.1.2, 5.3.1, Sobolev’s inequality, and (6.2.20), we havezIN< ; = Œ 1;  0�.w/

L1
T
H
s3
x

�
zI .2/;N< Œ 1�.w/ = .�N 0/


L1
T
L2x

. k	.K� .w; �N 1//k
L1
T
H
1
2
C2"

x
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T
W
� 1
2
�";1

x

. kK� .w; �N 1/k
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T
H
� 1
2
C2"

x

k 0k
L1
1
W
� 1
2
�";1

x

. kK� .w; �N 1/k
L1
T
L

3
2�2"
x

k 0k
L1
T
W
� 1
2
�";1

x

. kwkLq
T
L2x
k 1kLq

0

T
B0

6
1�4"

;2

k 0k
L1
T
W
� 1
2
�";1

x

: (6.2.30)

Note that . 1
3"
; 6
1�4"

/ is .1 � "/-admissible. Since q > 1, we can choose " > 0 suffi-
ciently small such that q0 � 1

3"
. Then, by Minkowski’s integral inequality, (6.2.23),

and Lemma 5.3.1, we have

k 1kLq
0

T
B0

6
1�4"

;2

�

 
1X
jD0

kS.t/.Pj‚; 0/k2
L
q0

T
L

6
1�4"
x

! 1
2

. k‚kH1�" ; (6.2.31)

where Pj is the Littlewood–Paley projector onto the frequencies ¹jnj � 2j º. Hence,
from (5.2.30), (6.2.30), (6.2.31), and Cauchy’s inequality with (6.2.21), we obtainzIN< ; = Œ 1;  0�


L2.q;T /

� C.T /k 0k
L1
T
W
� 1
2
�";1

x

k‚kH1�"

� C.T /
�
k 0k

2

L1
T
W
� 1
2
�";1

x

C k‡N k2
H1
C kZN k

2
W 1�";1

�
: (6.2.32)

By (6.2.24), (6.2.25), (6.2.28), (6.2.29), (6.2.32), and Young’s inequality (with
˛ < 1) we have

inf
P‡N2H1a

E
h
�
zIN< ; = Œ .Y C‚;u1; !2/�

˛
L2.q;T /

C "0
�
k‡N k2

H1
C k‡N k
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L2

�i
� �cE

�
K.Y; u1; !2/

2˛
�
C inf
P‡N2H1a

�
�ck‡N k2˛

H1
C "0k‡

N
k
2
H1

�
� C1

& �E
�
K.Y; u1; !2/

2˛
�
� C2: (6.2.33)
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Therefore, from (6.2.22), (6.2.33), Young’s inequality, and Jensen’s inequality, we
obtain Z

exp
�IN< ; = Œ .Eu0; !2/�

˛
L2.q;1/

�
d�N .u0/

. exp
�
CE

�
K.Y; u1; !2/

2˛
��

� exp
�
ıE
�
K.Y; u1; !2/

��
�

Z
exp

�
ıK.Y; u1; !2/

�
d�.Y /

for 0 < ˛ < 1
2

. Finally, by integrating in .u1; !2/ with respect to �2 ˝ P2, we obtain
the desired bound (6.2.14) from (6.2.26).

Part 2. Next, we briefly discuss how to prove (6.2.13) for the random operator zIN< ; = .
For N � N1 � N2 � 1, proceeding as in Part 1, we arrive at

� log
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�
N
ˇ
2

zIN1< ; = Œ .Eu0; !2/� �
zIN2< ; = Œ .Eu0; !2/�

˛
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d�N .u0/

� inf
P‡N2H1a

E
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ˇ
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zIN1< ; = Œ .Y C‚;u1; !2/�

� zIN2< ; = Œ .Y C‚;u1; !2/�
˛

L2.q;T /

C "0
�
k‡N k2

H1
C k‡N k

6
L2

�i
� C0;

uniformly in u1 and !2. See (6.2.22). With  0 and  1 as in (6.2.23), we write

N
ˇ
˛

2

zIN1< ; = Œ .Y C‚;u1; !2/� �
zIN2< ; = Œ .Y C‚;u1; !2/�


L2.q;T /

� N
ˇ
˛

2

zIN1< ; = Œ 0;  0� �
zIN2< ; = Œ 0;  0�


L2.q;T /

CN
ˇ
˛

2

zIN1< ; = Œ 0;  1� �
zIN2< ; = Œ 0;  1�


L2.q;T /

CN
ˇ
˛

2

zIN1< ; = Œ 1;  0� �
zIN2< ; = Œ 1;  0�


L2.q;T /

CN
ˇ
˛

2

zIN1< ; = Œ 0;  1� �
zIN2< ; = Œ 1;  1�


L2.q;T /

: (6.2.34)

In view of Remark 6.1.1 (see also Lemma 5.4.6 and Remark 5.4.2), we see that there
exists K.Y; u1; !2/ such that

N
ˇ
˛

2

zIN1< ; = Œ 0;  0� �
zIN2< ; = Œ 0;  0�


L2.q;T /

C k 0k
2

L1
T
W
� 1
2
�";1

x

C kZN kW 1�";1 � zK.Y; u1; !2/ (6.2.35)

and
E E�˝P2

�
exp.ı zK.Y; u1; !2//

�
<1 (6.2.36)
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for sufficiently small ı > 0, provided that ˇ > 0 is sufficiently small. The last three
terms on the right-hand side of (6.2.34) can be handled as in (6.2.28), (6.2.29),
and (6.2.32). By noting that one of the factors comes with �N1 ��N2 , we gain a small
negative power of N2 by losing small regularity in (6.2.28), (6.2.29), and (6.2.32),
while keeping the resulting regularities on the right-hand sides unchanged. This allows

us to hide N
ˇ
˛

2 in (6.2.34). The rest of the argument follows precisely as in Part 1.

Remark 6.2.5. In the proof of Proposition 6.2.4, we only treated zIN< ; = from the
truncated enhanced data set„N .Eu0;!2/ in (6.1.10). Let us briefly discuss how to treat
the other terms in „N .Eu0; !2/ to get the exponential integrability bound (6.2.12).
The second bound (6.2.13) follows in a similar manner. The terms N , N , N ,
and AN can be estimated in a similar manner since they are (at most) quadratic in
.Y C ‚; u1; !2/ and the product  0 1 is well defined, where  j , j D 0; 1, is as

in (6.2.23).
As for

D

N
, with the notation above and (6.2.23), we have

D

N
Œ .Y C‚;u1; !2/�

D
D

N
Œ 0 C  1�

D N Œ 0 C  1� = .�N 0/C N Œ 0 C  1� = .�N 1/: (6.2.37)

Let 0 < ˛ < 1
3

. Then, by Lemma 2.1.2 and Young’s inequality, we can estimate the
second term on the right-hand side as

k N Œ 0 C  1� = .�N 1/k
˛
CTH

�"
x

. k N Œ 0 C  1�k
˛

CTW
1
2
�";1

x

k 1k
˛

CTH
1�"
x

. k N Œ 0 C  1�k
3
2˛

CTW
1
2
�";1

x

C k 1k
3˛

CTH
1�"
x
: (6.2.38)

Noting that 3
2
˛ < 1

2
and 3˛ < 1, we can control the first term on the right-hand side

of (6.2.38) by the exponential integrability bound for N under E�N ˝ P2, while by
Young’s inequality with (6.2.23) and (6.2.21), we can bound the second term by

ı
�
k‡N kH1 C kZN kW 1�";1

�
C Cı ; (6.2.39)

for any small ı > 0.
Let us consider the first term on the right-hand side of (6.2.37). In view of (6.1.7),

by writing

N Œ 0 C  1� = .�N 0/ D N Œ 0� = .�N 0/

C 2
�
�N	

�
.�N 0/.�N 1/

��
= .�N 0/

C
�
�N	

�
.�N 1/

2
��

= .�N 0/: (6.2.40)
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Note that we have N Œ 0� = .�N 0/ D D

N
..Y; u1/; !2/, where the latter term

is as in (6.1.7). While there is an extra frequency cutoff as compared to
D

N
in

Lemma 5.4.4, the conclusion of Lemma 5.4.4 also holds for N Œ 0� = .�N 0/ D

D

N
..Y; u1/; !2/. Hence, we can control the first term on the right-hand side of

(6.2.40) by the exponential tail estimate in Lemma 5.4.4 with 0 < ˛ < 1
3

. The third
term on the right-hand side of (6.2.40) causes no issue since the resonant product of
�N	..�N 1/

2/ and �N 0 is well defined.
Lastly, let us consider the second term on the right-hand side of (6.2.40). In view

of (6.2.15), (6.2.16), and (6.2.18), we have�
�N	

�
.�N 0/.�N 1/

��
= .�N 0/

D
�
�N	

�
.�N 1/ > .�N 0/

��
= .�N 0/

C zI .1/;N< Œ 0�.�N 1/ = .�N 0/C zI
N
< ; = Œ 0�.�N 1/; (6.2.41)

where zI .1/;N< Œ 0� is defined by

zI .1/;N< Œ 0� WD zI
N
< Œ 0� �

zI .2/;N< Œ 0�: (6.2.42)

From Lemma 2.1.2 and the one degree of smoothing from the Duhamel integral oper-
ator 	, we see that 	..�N 1/ > .�N 0// 2 C.Œ0; T �IH

3
2�3".T3//, which allows us

to handle the first term on the right-hand side of (6.2.41).
Next, we estimate the second term on the right-hand side of (6.2.41). Recall

from (6.2.23) that  0 D .Y; u1; !2/ with Law.Y; u1/ D E�. Namely, zI .1/;N< Œ 0�

defined in (6.2.42) is nothing but I
.1/;N
< in Lemma 5.4.5 with an extra frequency

cutoff �N .n/. Hence, the conclusion of Lemma 5.4.5 (in particular (5.4.5)) holds true
for zI .1/;N< Œ 0�. Then, from Lemmas 2.1.2 and 5.4.5, we havezI .1/;N< Œ 0�.�N 1/ = .�N 0/

˛
CTH
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x
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zI .1/;N< Œ 0�.�N 1/

˛
CTH
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CTW
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:

Then, Young’s inequality allows us to handle this term.
Finally, we treat the third term on the right-hand side of (6.2.41). From (5.2.30)

and Young’s inequality, we havezIN< ; = Œ 0�.�N 1/
˛
CTH

�"
x
�
zIN< ; = Œ 0�

˛
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 32˛
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;
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which can be controlled by (6.2.14) and (6.2.39).
Therefore, Proposition 6.2.4 holds for all the elements in the truncated enhanced

data set „N .Eu0; !2/ in (6.1.10).

We conclude this section by constructing the full enhanced data set „.Eu0; !2/
in (6.1.11) under E� ˝ P2 as a limit of the truncated enhanced data set „N .Eu0; !2/
in (6.1.10).

Corollary 6.2.6. Let T > 0. Then, the truncated enhanced data set „N .Eu0; !2/
in (6.1.10) converges to the enhanced data set „.Eu0; !2/ in (6.1.11), with respect
to the X"

T -norm defined in (5.5.3), almost surely and in measure with respect to the
limiting measure E�˝ P2.

Proof. Let 0 < ˛ < 1
3

and ˇ > 0 be as in Proposition 6.2.4. Then, by Fatou’s lemma,
the weak convergence of E�N ˝ P2 to E�˝ P2, and Proposition 6.2.4, we haveZ
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˛
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d.E�˝ P2/.Eu0; !2/
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Z
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�
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2 k„N1.Eu0; !2/�„N2.Eu0; !2/k

˛
X"
T
; L
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L!1
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N!1

Z
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�
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N
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�„N2.Eu0; !2/k
˛
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T
; L
��
d.E�N ˝ P2/.Eu0; !2/
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N!1

Z
exp
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N
ˇ
2 k„N1.Eu0; !2/ �„N2.Eu0; !2/k

˛
X"
T

�
d.E�N ˝ P2/.Eu0; !2/

. 1; (6.2.43)

uniformly in N1 � N2 � 1. Then, by Chebyshev’s inequality, we have

E�˝ P2
�
k„N1.Eu0; !2/ �„N2.Eu0; !2/k

˛
X"
T
> �

�
� Ce�cN

ˇ
2
�˛

for any � > 0 and N1 � N2 � 1. This shows that ¹„N .Eu0; !2/ºN2N is Cauchy in
measure with respect to E� ˝ P2 and thus converges in measure to the full enhanced
data set „.Eu0; !2/ in (6.1.11). By Fatou’s lemma and (6.2.43), we also haveZ

exp
�
N
ˇ
2 k„.Eu0; !2/ �„N2.Eu0; !2/k

˛
X"
T

�
d.E�˝ P2/.Eu0; !2/ . 1;

uniformly in N1 � N2 � 1, which in turn implies

E�˝ P2
�
k„.Eu0; !2/ �„N2.Eu0; !2/k

˛
X"
T
> �

�
� Ce�cN

ˇ
2
�˛

for any � > 0 and N2 2 N. By summing in N2 2 N and invoking the Borel–Cantelli
lemma, we also conclude almost sure convergence „N .Eu0; !2/ to „.Eu0; !2/ with
respect to E�˝ P2.
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6.3 Proof of Theorem 1.3.2

In this section, we present the proof of Theorem 1.3.2. The main task is to prove con-
vergence of the solution .uN ; @tuN / to the truncated hyperbolic ˆ33-model (6.1.2).
We first carry out Steps 2, 3, and 4 described at the beginning of this chapter. Namely,
we first establish a stability result (Proposition 6.3.1) as a slight modification of the
local well-posedness argument (Theorem 5.2.1). Next, we establish a uniform (in N )
control on the solution .XN ;YN ;RN / to the truncated system (see (6.3.1) below) with
respect to the truncated measure �N � P2 (Proposition 6.3.2). Then, by using ideas
from theory of optimal transport, we study the convergence property of the pushfor-
ward measure .„N /#.E�N ˝ P2/ to .„/#.E� ˝ P2/ with respect to the Wasserstein-1
distance (Proposition 6.3.3).

Let ˆN1 .t/.Eu0; !2/ be the first component of ˆN .t/.Eu0; !2/ in (6.2.8). Then, by
decomposing ˆN1 .t/.Eu0; !2/ as in (5.2.10):

ˆN1 .t/.Eu0; !2/ D .t I Eu0; !2/C � N .t I Eu0; !2/CXN .t/C YN .t/; (6.3.1)

we see that XN , YN , and RN WD XN = N .Eu0; !2/ satisfy the following system:

.@2t C @t C 1 ��/XN

D 2��N
��
XN C YN C � N

�
< N

�
�M.QXN ;YN C 2RN C �

2 2
N C 2� N C N / N ;

.@2t C @t C 1 ��/YN

D ��N
��
XN C YN C � N

�2
C 2

�
RN C YN = N C � D

N

�
C 2

�
XN C YN C � N

�
> N

�
(6.3.2)

�M
�
QXN ;YN C 2RN C �

2 2
N C 2� N C N

�
.XN C YN C � N /;

RN D 2� zI
.1/;N
<

�
XN C YN C � N

�
= N

C 2� zIN< ; =

�
XN C YN C � N

�
�

Z t

0

M
�
QXN ;YN C 2RN C �

2 2
N C 2� N C N

�
.t 0/AN .t; t

0/dt 0;

.XN ; @tXN ; YN ; @tYN /jtD0 D .0; 0; 0; 0/;

whereM is as in (1.3.2),QXN ;YN is as in (5.2.15) with replaced by ND N .Eu0;!2/

as in (6.1.6), and the enhanced data set is given by „N .Eu0; !2/ in (6.1.10).
We first establish the following stability result. The main idea is that by intro-

ducing a norm with an exponential decaying weight in time (see (6.3.7)), the proof
essentially follows from a straightforward modification of the local well-posedness
argument (Theorem 5.2.1). A simple, but key observation is (6.3.9) below.
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Proposition 6.3.1. Let T � 1,K� 1, and C0� 1. Then, there existN0.T;K;C0/ 2
N and small �0 D �0.T;K;C0/ > 0 such that the following statements hold. Suppose
that for some N � N0, we have

k„N .Eu
0
0; !

0
2/kX"

T
� K (6.3.3)

and
k.XN ; YN ;RN /kZs1;s2;s3 .T / � C0 (6.3.4)

for the solution to .XN ; YN ;RN / to the truncated system (6.3.2) on Œ0; T � with the
truncated enhanced data set „N .Eu00; !

0
2/. Furthermore, suppose that we have

k„.Eu0; !2/ �„N .Eu
0
0; !

0
2/kX"

T
� � (6.3.5)

for some 0 < � � �0 and some .Eu0; !2/, where„.Eu0; !2/ denotes the enhanced data
set in (6.1.11). Then, there exists a solution .X; Y;R/ to the full system (5.2.27) on
Œ0; T � with the zero initial data and the enhanced data set „.Eu0; !2/, satisfying the
bound

k.X; Y;R/kZs1;s2;s3 .T / � C0 C 1:

Conversely, suppose that

k„.Eu0; !2/kX"
T
� K

and that the full system (5.2.27) with the zero initial data and the enhanced data set
„.Eu0; !2/ has a solution .X; Y;R/ on Œ0; T �, satisfying

k.X; Y;R/kZs1;s2;s3 .T / � C0:

Then, if (6.3.5) holds for some N � N0, 0 < � � �0, and .Eu00; !
0
2/, then there exists

a solution .XN ; YN ;RN / to the truncated system (6.3.2) on Œ0; T � with the enhanced
data set „N .Eu00; !

0
2/, satisfying

k.XN ; YN ;RN / � .X; Y;R/kZs1;s2;s3 .T / � A.T;K;C0/.� CN
�ı/ (6.3.6)

for some A.T;K;C0/ > 0 and some small ı > 0.

Proof. Fix T � 1. Given � � 1 (to be determined later), we define Z
s1;s2;s3
�

.T / by

k.X; Y;R/k
Z
s1;s2;s3
�

.T /
D k.e��tX; e��tY; e��tR/kZs1;s2;s3 .T /: (6.3.7)

For notational simplicity, we setZD.X;Y;Z/,ZND.XN ;YN ;RN /,„D„.Eu0;!2/,
and „N D „N .Eu00; !

0
2/.

In the following, given N 2 N, we assume that (6.3.3), (6.3.4), and (6.3.5) hold.
Without loss of generality, assume that � � 1. Then, from (6.3.3) and (6.3.5), we have

k„.Eu0; !2/kX"
T
� K C � � K C 1 DW K0: (6.3.8)
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In the following, we study the difference of the Duhamel formulation3 (5.5.2) of the
system (5.2.27) with the zero initial data (i.e. .X0; X1; Y0; Y1/ D .0; 0; 0; 0/) and the
Duhamel formulation of the truncated system (6.3.2) with respect to the Z

s1;s2;s3
�

.T /-
norm by choosing appropriate � D �.T;K0; R/� 1. See (6.3.16) below.

The main observation is the following bound:

e��tke�t
0

kLq
t0
.Œ0;t�/ . ��

1
q : (6.3.9)

Let 	 be the Duhamel integral operator defined in (5.2.5). Then, using (6.3.9), we
have

ke��t	.F /kCTH sx �

e��t Z t

0

e�t
0

ke��t
0

F.t 0/kH s�1x
dt 0

L1
T

. ��
1
q ke��t

0

F.t 0/k
L
q0

T
H s�1x

(6.3.10)

for any 1 � q �1. Let .q1; r1/ be an s1-admissible pair with 0 < s1 < 1. Then, there
exists an s2-admissible pair .q2; r2/ with 0 < s1 < s2 < 1 such that

1

q1
D

�

1
C
1 � �

q2
;

1

r1
D
�

2
C
1 � �

r2
; and s1 D � � 0C .1 � �/s2

for some 0 < � < 1. By the homogeneous Strichartz estimate ((5.3.2) with F D 0),
we have

ke��t	.F /k
L
q2
T
L
r2
x
�

Z t

0

e��.t�t
0/D.t � t 0/.e��t

0

F.t 0//dt 0

L
q2
T
L
r2
x

�

Z T

0

kD.t � t 0/.e��t
0

F.t 0//k
L
q2
t .Œ0;T �IL

r2
x /
dt 0

. ke��t 0F.t 0/k
L1
T
H
s2�1
x

: (6.3.11)

Thus, given any ı > 0, it follows from interpolating (6.3.10) with large q � 1 and
(6.3.11) that there exists small � D �.ı/ > 0 such that

ke��t	.F /k
L
q1
T
L
r1
x
� C.T /���ke��t

0

F.t 0/k
L
1Cı
T

H
s1�1
x

: (6.3.12)

Recalling that .4; 4/ is 1
2

-admissible, it follows from (6.3.10), (6.3.12), and Sobolev’s
inequality that

ke��t	.F /k
CTH

1
2
x \L

4
T
L4x

� C.T /���ke��t
0

F.t 0/k
L
1Cı
T

H
� 1
2

x

� C.T /���ke��t
0

F.t 0/k
L
1Cı
T

L
3
2
x

: (6.3.13)

3Recall that we set � D 1 in Chapter 5 for simplicity and thus need to insert � in appropriate
locations of (5.5.2).
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By writing (6.3.2) in the Duhamel formulation, we have

XN D ˆ1;N .XN ; YN ;RN /

WD 2��N	
��
XN C YN C � N

�
< N

�
� 	

�
M
�
QXN ;YN C 2RN C �

2 2
N C 2� N C N

�
N

�
;

YN D ˆ2;N .XN ; YN ;RN /

WD ��N	
��
XN C YN C � N

�2�
C 2��N	

�
RN C YN = N C � D

N

�
C 2��N	

��
XN C YN C � N

�
> N

�
(6.3.14)

� 	
�
M
�
QXN ;YN C 2RN C �

2 2
N

C 2� N C N

�
.XN C YN C � N /

�
;

RN D ˆ3;N .XN ; YN ;RN /;

WD 2� zI .1/;N<

�
XN C YN C � N

�
= N

C 2� zIN< ; =

�
XN C YN C � N

�
�

Z t

0

M
�
QXN ;YN C 2RN C �

2 2
N C 2� N C N

�
.t 0/AN .t; t

0/dt 0:

Then, Z �ZN D .X �XN ; Y � YN ;R �RN / satisfies the system

X �XN D ˆ1.X; Y;R/ �ˆ1;N .XN ; YN ;RN /;

Y � YN D ˆ2.X; Y;R/ �ˆ2;N .XN ; YN ;RN /;

R �RN D ˆ3.X; Y;R/ �ˆ3;N .XN ; YN ;RN /:

(6.3.15)

By setting

ıXN D X �XN ; ıYN D Y � YN ; and ıRN D R �RN ;

we have

X D ıXN CXN ; Y D ıYN C YN ; and R D ıRN CRN :

Then, we can view the system (6.3.15) for the system for the unknown

ıZN D .ıXN ; ıYN ; ıRN /

with given source terms ZN D .XN ; YN ; ZN /, „N , and „. We thus rewrite (6.3.15)
as

ıXN D ‰1.ıXN ; ıYN ; ıRN /;

ıYN D ‰2.ıXN ; ıYN ; ıRN /;

ıRN D ‰3.ıXN ; ıYN ; ıRN /;

(6.3.16)



Proof of Theorem 1.3.2 113

where ‰j , j D 1; 2; 3, is given by

‰j .ıXN ; ıYN ; ıRN /

D ĵ .ıXN CXN ; ıYN C YN ; ıRN CRN / � ĵ;N .XN ; YN ;RN /: (6.3.17)

We now study the system (6.3.16). We basically repeat the computations in Sec-
tion 5.5 by first multiplying the Duhamel formulation by e��t and using (6.3.10),
(6.3.12), and (6.3.13) as a replacement of the Strichartz estimates (Lemma 5.3.1).
This allows us to place e��t

0

on one of the factors of ıXN .t 0/, ıYN .t 0/, or ıRN .t
0/

appearing on the right-hand side of (6.3.16) under some integral operator (with integ-
ration in the variable t 0). Our main goal is to prove that

E‰ D .‰1; ‰2; ‰3/ (6.3.18)

is a contraction on a small ball in Z
s1;s2;s3
�

.T /. In the following, however, we first
establish bounds on ‰j in (6.3.17) for ıZN 2 B1, where B1 � Zs1;s2;s3.T / denotes
the closed ball of radius 1 (with respect to the Zs1;s2;s3.T /-norm) centered at the
origin. For ıZN 2 B1, it follows from (6.3.4) that

kZkZs1;s2;s3 .T / � kıZN kZs1;s2;s3 .T / C kZN kZs1;s2;s3 .T /

� 1C C0 DW R: (6.3.19)

We first study the first equation in (6.3.16). From (6.3.17) with (5.5.2), (6.3.14),
and (6.3.17), we have

e��t‰1.ıXN ; ıYN ; ıRN /.t/ D e
��t I1.t/C e��t I2.t/C e��t I3.t/; (6.3.20)

where (i) I1 contains the difference of one of the elements in the enhanced data sets„
and „N , (ii) I2 contains the terms with the high frequency projection �?N D Id��N
onto the frequencies ¹jnj&N º, and (iii) I3 consists of the rest, which contains at least
one of the differences ıXN , ıYN , or ıRN (other than those in Z D ıZN CZN ).

In view of (6.3.5), the contribution from I1 gives a small number �, while the
contribution from I2 with �?N gives a small negative power of N by losing a small
amount of regularity.4 Proceeding as in (5.5.7) with (6.3.3), (6.3.4), (6.3.5), (6.3.8),
and (6.3.19), we have

ke��t I1 C e��t I2kXs1 .T / � C.T /.� CN�ıK0/.R4 CK40 /

� C.T /.� CN�ı/K0.R
4
CK40 / (6.3.21)

4We have sharp inequalities in (6.1.12) as compared to the regularity condition in The-
orem 5.2.1. This allows us to gain a small negative power of N , by losing a small amount of
regularity and using �?

N
.
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for any ıZN 2 B1 and some small ı > 0. As for the last term on the right-hand side
of (6.3.20), we use (6.3.10) and (6.3.12) in place of Lemma 5.3.1. Then, a slight
modification of (5.5.7) yields

ke��t I3kXs1 .T / � C.T /���K0
�
R3kıZN kZs1;s2;s3

�
.T /
CK40

�
(6.3.22)

for any ıZN 2 B1.
Next, we study the second equation in (6.3.16). As in (6.3.20), we can write

e��t‰2.ıXN ; ıYN ; ıRN /.t/ D e
��t II1.t/C e��t II2.t/C e��t II3.t/; (6.3.23)

where (i) II1 contains the difference of one of the elements in the enhanced data sets„
and „N , (ii) II2 contains the terms with the high frequency projection �?N D Id��N
onto the frequencies ¹jnj&N º, and (iii) II3 consists of the rest, which contains at least
one of the differences ıXN , ıYN , or ıRN (other than those in Z D ıZN CZN ). As
for the first two terms on the right-hand side of (6.3.23), we can proceed as in (5.5.9)
with (6.3.3), (6.3.4), (6.3.5), (6.3.8), and (6.3.19), and obtain

ke��t II1 C e��t II2kY s2 .T / � C.T /.� CN�ı/.R5 CK50 / (6.3.24)

for any ıZN 2 B1 and some small ı > 0. Before we proceed to study the last term
e��t II3.t/, let us make a preliminary computation. By the fractional Leibniz rule
(Lemma 2.1.3 (i)) and Sobolev’s inequality, we have

khri
s2�

1
2 .fg/k

L
3
2

. khris2�
1
2f kLr1kgkLr2 C kf kLr2khri

s2�
1
2gkLr1

. khris1�
1
4f k

L
8
3
khri

s1�
1
4gk

L
8
3
; (6.3.25)

provided that 1
r1
C

1
r2
D

2
3

with 1 < r1; r2 � 1,

s1 � s2 C
1
4

3
�
3

8
�
1

r1
and

s1 �
1
4

3
�
3

8
�
1

r2
: (6.3.26)

This condition is easily satisfied by taking s1 < 1
2
< s2 both sufficiently close to 1

2

and r1 D r2 D 3. By (6.3.13), (6.3.25), and Lemma 2.1.3 (i), we havee��t	�.X1 C Y1 C„0/.X2 C Y2 C„0/�Y s2 .T /
� C.T /���

e��t hris2� 12 �.X1 C Y1 C„0/.X2 C Y2 C„0/�
L
1Cı
T

L
3
2
x

� C.T /���
�
khri

s1�
1
4X1k

L8
T
L
8
3
x

C khri
s2�

1
2Y1kL4

T;x
C khri

s2�
1
2„0kL1

T;x

�
�
�
ke��t hris1�

1
4X2k

L8
T
L
8
3
x

C ke��t hris2�
1
2Y2kL4

T;x
C khri

s2�
1
2„0kL1

T;x

�
;

(6.3.27)
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provided that s1 < 1
2
< s2 are both sufficiently close to 1

2
. Compare this with (5.5.8).

Then, from (6.3.10), (6.3.12), and (6.3.27) with (6.3.3), (6.3.4), (6.3.8), and (6.3.19),
a slight modification of (5.5.9) yields

ke��t II3kY s2 .T / � C.T /���
�
R4kıZN kZs1;s2;s3

�
.T /
CK50

�
(6.3.28)

for any ıZN 2 B1.
Finally, we study the third equation in (6.3.16). As in (6.3.20) and (6.3.23), we

can write

e��t‰3.ıXN ; ıYN ; ıRN /.t/ D e
��t III1.t/C e��t III2.t/C e��t III3.t/; (6.3.29)

where (i) III1 contains the difference of one of the elements in the enhanced data sets
„ and „N , (ii) III2 contains the terms with the high frequency projection �?N D
Id ��N onto the frequencies ¹jnj & N º, and (iii) III3 consists of the rest, which
contains at least one of the differences ıXN , ıYN , or ıRN (other than those in
Z D ıZN C ZN ). Proceeding as in (5.5.10) with (6.3.3), (6.3.4), (6.3.5), (6.3.8),
and (6.3.19), we have

ke��t III1 C e��t III2kL3
T
H
s3
x
� C.T /.� CN�ı/K0.R

4
CK40 / (6.3.30)

for any ıZN 2 B1 and some small ı > 0. As for the last term on the right-hand side
of (6.3.29), let us fist consider the terms with the random operator I < ; = . By (6.3.8)
and (6.3.9), we havee��tI < ; =

�
X1 C Y1 C„0

�
.t/ � e��tI < ; =

�
X2 C Y2 C„0

�
.t/

L3
T
H
s3
x

� K0

e��te�t 0.e��t 0.X1 C Y1 �X2 � Y2//
L
3
2
t0
.Œ0;t�IL2x/


L3
T

� C.T /���K0
�
ke��t .X1 �X2/kL1

T
H
s1
x
C ke��t .Y1 � Y2/kL1

T
H
s2
x

�
for some � > 0. The other terms can be estimated in a similar manner and thus we
obtain

ke��t III3kL3
T
H
s3
x
� C.T /���K0

�
R3kıZN kZs1;s2;s3

�
.T /
CK40

�
(6.3.31)

for any ıZN 2 B1.
Hence, putting (6.3.21), (6.3.22), (6.3.24), (6.3.28), (6.3.30), and (6.3.31) together,

we obtain

k E‰.ıZN /kZs1;s2;s3
�

.T /
� C.T;K0; R/�

��
kıZN kZs1;s2;s3

�
.T /

C C.T;K0; R/.� CN
�ı/ (6.3.32)
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for any ıZN 2B1, where E‰ is as in (6.3.18). By a similar computation, we also obtain
the difference estimate: E‰.ıZ.1/N / � E‰.ıZ

.2/
N /


Z
s1;s2;s3
�

.T /

� C.T;K0; R/�
��
ıZ.1/N � ıZ.2/N 

Z
s1;s2;s3
�

.T /
(6.3.33)

for any ıZ.1/N ; ıZ
.2/
N 2 B1. We now introduce small r D r.T; �/ > 0 such that, in

view of (6.3.7), we have

kıZN kZs1;s2;s3 .T / � e
�T
kıZN kZs1;s2;s3

�
.T /
� e�T r � 1 (6.3.34)

for any ıZN 2 B�r , where B�r � Z
s1;s2;s3
�

.T / is the closed ball of radius r (with
respect to the Z

s1;s2;s3
�

.T /-norm) centered at the origin. From (6.3.34), we see that
both (6.3.32), (6.3.33) hold onB�r . Therefore, by choosing large �D�.T;K0;R/�1,
small � D �.T;K0;R/ > 0, and largeN0 DN0.T;K0;R/ 2N, we conclude that E‰ is
a contraction onB�r for anyN �N0. Hence, there exists a unique solution ıZN 2B�r
to the fixed point problem ıZN D E‰.ıZN /. We need to check that by setting Z D
ıZN C ZN , Z satisfies the Duhamel formulation (5.5.2) of the full system (5.2.27)
with the zero initial data and the enhanced data set „ D „.Eu0; !2/. From (6.3.16)
and (6.3.14), we have

Z D ıZN CZN D E‰.ıZN /C ÊN .ZN /

D Ê .ıZN CZN / D Ê .Z/;

where ÊN D .ˆ1;N ; ˆ2;N ; ˆ3;N /. This shows that Z indeed satisfies the Duhamel
formulation (5.5.2) with the zero initial data and the enhanced data set„D„.Eu0;!2/.
Lastly, we point out that from (6.3.8) and (6.3.19), we have K0 D K C 1 and R D
C0 C 1 and thus the parameters �, �, and N0 depend on T , K, and C0.

As for the second claim in this proposition, we write ZN D Z � .Z �ZN / and
study the system for ıZN D Z �ZN :

ıZN D E‰
N .ıZN /

where E‰N D .‰N1 ; ‰
N
2 ; ‰

N
3 / and ‰Nj , j D 1; 2; 3, is given by

‰Nj .ıXN ; ıYN ; ıRN /

D ĵ .X; Y;R/ � ĵ;N .X � ıXN ; Y � ıYN ;R � ıRN /:

Here, we view Z D .X; Y; Z/, „N , and „ as given source terms. By a slight modi-
fication of the computation presented above, we obtain

k E‰N .ıZN /kZs1;s2;s3
�

.T /
� C.T;K0; R/�

��
kıZN kZs1;s2;s3

�
.T /

C C.T;K0; R/.� CN
�ı/ (6.3.35)
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and  E‰N .ıZ.1/N / � E‰N .ıZ
.2/
N /


Z
s1;s2;s3
�

.T /

� C.T;K0; R/�
��
ıZ.1/N � ıZ.2/N 

Z
s1;s2;s3
�

.T /

for any ıZN ; ıZ
.1/
N ; ıZ

.2/
N 2 B1. This shows that there exists a solution

ZN D Z � ıZN D ˆ.Z/ � E‰
N .ıZN / D ÊN .ZN /

to the truncated system (6.3.2) on Œ0; T �. Furthermore, from equation (6.3.35) with
� D �.T;K0; R/� 1, we have

kZ �ZN kZs1;s2;s3 .T / � e
�T
k E‰N .ıZN /kZs1;s2;s3

�
.T /

� C.T;K0; R/e
�T .� CN�ı/! 0;

as N ! 1 and � ! 0. This proves (6.3.6). This concludes the proof of Proposi-
tion 6.3.1.

Next, we prove that the solution .XN ; YN ;RN / to the truncated system (6.3.2)
has a uniform bound with a large probability. The proof is based on the invariance
of the truncated Gibbs measure E�N under the truncated hyperbolic ˆ33-model (6.1.2)
(Lemma 6.2.3) and a discrete Gronwall argument.

Proposition 6.3.2. Let T > 0. Then, given any ı > 0, there exists C0 D C0.T; ı/� 1

such that
E�N ˝ P2

�
k.XN ; YN ;RN /kZs1;s2;s3 .T / > C0

�
< ı; (6.3.36)

uniformly in N 2 N, where .XN ; YN ;RN / is the solution to the truncated sys-
tem (6.3.2) on Œ0; T � with the truncated enhanced data set „N .Eu0; !2/ in (6.1.10).

Proof. Let .uN ; @tu/ D ˆN .t/.Eu0; !2/ be a global solution to (6.1.2) constructed in
Lemma 6.2.3, where ˆN .t/.Eu0; !2/ is as in (6.2.8). Then, by the invariance of the
truncated Gibbs measure E�N (Lemma 6.2.3), we haveZ

F.ˆN .t/.Eu0; !2//d.E�N ˝ P2/.Eu0; !2/ D

Z
F.Eu0/d�N .Eu0/ (6.3.37)

for any bounded continuous function F W C�100.T3/�C�100.T3/!R and t 2RC.
By Minkowski’s integral inequality, (6.3.37), (1.3.2), and Proposition 6.2.4, we have,
for any finite p � 1,Z T

0

jM. W.�NuN /
2
W /.t/jdt


L
p

Eu0;!2
.E�N˝P2/

�

Z T

0

kM. W.�Nu0/
2
W /kLp

Eu0;!2
.E�N˝P2/

dt

� C.T; p/ <1; (6.3.38)
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for any 0 � t � T and p � 1, uniformly in N 2 N. By defining

vN WD uN � ;

we see that vN satisfies the equation

.@2t C @t C 1 ��/vN D ��N
�
W.�NuN /

2
W
�
�M

�
W.�NuN /

2
W
�
�NuN

with the zero initial data, or equivalently

vN .t/ D

Z t

0

e�
t�t0

2
sin..t � t 0/ŒŒr��/

ŒŒr��

�
�
��N . W.�NuN /

2
W / �M. W.�NuN /

2
W /�NuN

�
.t 0/dt 0:

Thus, we have

kvN .t/kW�";1x
�

Z t

0

�sin..t � t 0/ŒŒr��/
ŒŒr��

��N . W.�NuN /
2
W /.t 0/


W
�";1
x

C

M. W.�NuN /2 W /.t 0/sin..t � t 0/ŒŒr��/
ŒŒr��

�NuN .t
0/


W
�";1
x

�
dt 0

for any t > 0. Then, by using Minkowski’s integral inequality, (6.3.37), and Proposi-
tion 6.2.4 once again, we havekvN .t/kW�";1x


L
p

Eu0;!2
.E�N˝P2/

.
Z t

0

�sin.�ŒŒr��/
ŒŒr��

�N . W.�Nu0/
2
W /


L
p

Eu0;!2
.E�N˝P2IW

�";1
x /

C

M. W.�Nu0/2 W /sin.�ŒŒr��/
ŒŒr��

�Nu0


L
p

Eu0;!2
.E�N˝P2IW

�";1
x /

�
d�

� C.T; p/ <1 (6.3.39)

for any 0 � t � T , p � 1, and " > 0, uniformly in N 2 N.
We rewrite the system (6.3.2) as

.@2t C @t C 1 ��/XN D 2��N .vN < N / �M. W.�NuN /
2
W / N ;

.@2t C @t C 1 ��/YN

D ��N
�
vN
�
XN C YN C � N

�
C 2

�
RN C YN = N C � D

N

�
C 2.XN C YN C � N / > N

�
(6.3.40)

�M. W.�NuN /
2
W /.XN C YN C � N /;

RN D 2� zI
.1/;N
<

�
XN C YN C � N

�
= N C 2� zI

N
< ; =

�
XN C YN C � N

�
�

Z t

0

M. W.�NuN /
2
W /.t 0/AN .t; t

0/dt 0;
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where we used (5.2.16) (with the frequency truncations and extra � ’s in appropriate
places) and vN D� CXNCYN so the right-hand side is linear in .XN ; YN ;RN /.

Let ı > 0. In view of Proposition 6.2.4, we choose K D K.T; ı/� 1 such that

E�N ˝ P2
�
k„N .Eu0; !2/kX"

T
> K

�
<
ı

3
; (6.3.41)

uniformly in N 2 N. We also define L.t/ by

L.t/ D 1C kvN .t/kW�";1x
C jM. W.�NuN /

2
W /.t/j: (6.3.42)

In view of (6.3.38) and (6.3.39), we choose L1 D L1.T; ı/� 1 such that

E�N ˝ P2
�
kLkL3

T
> L1

�
<
ı

3
: (6.3.43)

In the following, we work on the set

k„N .Eu0; !2/kX"
T
� K and kLkL3

T
� L1: (6.3.44)

By applying Lemma 5.3.1 with (5.5.1) and Lemma 2.1.2 to (6.3.40) and using
(5.5.3), (6.3.42), and (6.3.44), we have

kXN kXs1 .T / .
Z T

0

�
kvN < N .t/kH s1�1x

C jM. W.�NuN /
2
W /.t/j � k N .t/kH s1�1x

�
dt

. K

Z T

0

L.t/dt: (6.3.45)

Since s2 < 1, we can choose sufficiently small " > 0 such that Lemma 2.1.3 (ii)
yields

kvN .XN C YN C N /kH s2�1x

. kvN kW�";1x
kXN C YN C N kH"x

. kvN kW�";1x

�
kXN kH s1x

C kYN kH s2x
C k„N .Eu0; !2/kX"

T

�
:

Hence, by (6.3.40), Lemma 5.3.1 with (5.5.1), Lemma 2.1.2 (see also (5.5.9)),
(6.3.42), and (6.3.44), we have

kYN kY s2 .T / .
Z T

0

�
kvN .t/.XN .t/C YN .t/C N .t//kH s2�1x

C kRN .t/C YN .t/ = N .t/C � D

N
.t/k

H
s2�1
x

C k.XN .t/C YN .t/C � N .t// > N .t/kH s2�1x

C jM. W.�NuN /
2
W /.t/j

� kXN .t/C YN .t/C � N .t/kH s2�1x

�
dt
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� C.T /K2 CK

Z T

0

L.t/
�
1C kXN kXs1 .T / C kYN kY s2 .t/

�
dt

C

Z T

0

kRN .t/kH s3x
dt: (6.3.46)

Fix 0 < � < 1 and set

L
q
Ik
D Lq.Ik/; where Ik D Œk�; .k C 1/��:

By a computation analogous to that in (5.5.10), we obtain

kRN kL3
Ik
H
s3
x

.
zI .1/;N<

�
XN C YN C � N

�
= N


L3
Ik
H
s3
x

C
zIN< ; =

�
XN C YN C � N

�
L3
Ik
H
s3
x

C

Z T

0

jM. W.�NuN /
2
W /.t 0/j � kAN .t; t

0/k
L3t .Œt

0;T �IH
s3
x /
dt 0

� C.T /K2
�
K C kXN kXs1 .T / C kYN kY s2 ..kC1/�/

�
CK

Z T

0

L.t/dt: (6.3.47)

Given 0 < t � T , let k�.t/ be the largest integer such that k�.t/� � t . Then, from
(6.3.46) and (6.3.47), we have

kYN kY s2 .t/ � kYN kY s2 ..k�.t/C1/�/

� C.T /K2 C C1.T /K
3

k�.t/X
kD0

�
2
3

�
1C kL.t/kL3

Ik

��
1C kXN .t/kXs1 .T /

�
C C2KT

k�.t/X
kD0

�
1
3 kL.t/kL3

Ik

C C3K
2

k�.t/X
kD0

�
2
3

�
1C kL.t/kL3

Ik

�
kYN kY s2 ..kC1/�/: (6.3.48)

Now, choose � D �.K;L1/ D �.T; ı/ > 0 sufficiently small such that

C3K
2�

2
3L1 � 1: (6.3.49)

In view of (6.3.38) and (6.3.39), and define L2 D L2.T; ı/� 1 such that

E�N ˝ P2

 
k�.T /X
kD0

�
1
3

�
1C kL.t/kL3

Ik

�
> L2

!
<
ı

3
: (6.3.50)
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In the following, we work on the set

k�.T /X
kD0

�
1
3

�
1C kL.t/kL3

Ik

�
� L2: (6.3.51)

It follows from (6.3.48) with (6.3.44), (6.3.45), (6.3.49), and (6.3.51) that

kYN kY s2 ..k�.t/C1/�/

� C.T /K4L1L2 C C4K
2

k�.t/�1X
kD0

�
2
3 kL.t/kL3

Ik

kYN kY s2 ..kC1/�/:

By applying the discrete Gronwall inequality with (6.3.51), we then obtain

kYN kY s2 .t/ � kYN kY s2 ..k�.t/C1/�/

� C.T /K4L1L2 exp

 
C4K

2

k�.t/�1X
kD0

�
2
3 kL.t/kL3

Ik

!
� C.T /K4L1L2 exp

�
C4K

2L2
�
: (6.3.52)

Therefore, from (6.3.45) and (6.3.52), we have

kXN kXs1 .T / C kYN kY s2 .T / � C.T /KL1 C C.T /K
4L1L2 exp

�
C4K

2L2
�
:

Together with (6.3.47), we then obtain

k.XN ; YN ;RN /kZs1;s2;s3 .T / � C5.T;K;L1; L2/

under the conditions (6.3.44) and (6.3.51). Hence, by choosing C0 D C0.T; ı/ > 0

in (6.3.36) such that C0 > C5.T;K;L1; L2/, we have

E�N ˝ P2

 ®
k.XN ; YN ;RN /kZs1;s2;s3 .T / > C0

¯
\
®
k„N .Eu0; !2/kX"

T
� K

¯
\
®
kLkL3

T
� L1

¯
\

´
k�.T /X
kD0

�
1
3 kL.t/kL3

Ik

� L2

µ!
D 0: (6.3.53)

Finally, the bound (6.3.36) follows from (6.3.41), (6.3.43) (6.3.50), and (6.3.53).

Given a map S from a measure space .X; �/ to a space Y , we use S#� to denote
the image measure (the pushforward) of � under S . Fix T > 0 and we set

�N D .„N /#.E�N ˝ P2/ and � D „#.E�˝ P2/; (6.3.54)

where we view„N D„N .Eu0;!2/ in (6.1.10) and„D„.Eu0;!2/ in (6.1.11) as maps
from H�

1
2�".T3/ ��2 to X"

T defined in (5.5.3). In view of the weak convergence
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of E�N ˝ P2 to E� ˝ P2 (Theorem 1.2.1 (i)) and the E� ˝ P2-almost sure convergence
of „N .Eu0; !2/ to „.Eu0; !2/ (Corollary 6.2.6), we see that �N converges weakly
to �. Indeed, given a bounded continuous function F W X"

T ! R, by the dominated
convergence theorem, we haveˇ̌̌̌Z

F.„/d�N �

Z
F.„/d�

ˇ̌̌̌
D

ˇ̌̌̌Z
F.„N .Eu0; !2//d.E�N ˝ P2/ �

Z
F.„.Eu0; !2//d.E�˝ P2/

ˇ̌̌̌
� kF kL1

ˇ̌̌̌Z
1d
�
.E�N ˝ P2/ � .E�˝ P2/

�ˇ̌̌̌
C

ˇ̌̌̌Z �
F.„N .Eu0; !2// � F.„.Eu0; !2//

�
d.E�˝ P2/

ˇ̌̌̌
! 0;

as N !1.
Next, we prove that �N D .„N /#.E�N ˝ P2/ converges to � D „#.E� ˝ P2/ in

the Wasserstein-1 metric. We view this problem as of Kantorovich’s mass optimal
transport problem and study the dual problem under the Kantorovich duality, using
the Boué–Dupuis variational formula. This proposition plays a crucial role in the
proof of almost sure global well-posedness and invariance of the Gibbs measure E�
presented at the end of this chapter.

Proposition 6.3.3. Fix T > 0. Then, there exists a sequence ¹pN ºN2N of probab-
ility measures on X"

T �X"
T with the first and second marginals � and �N on X"

T ,
respectively, namely,Z

„22X"
T

dpN .„
1; „2/ D d�.„1/ and

Z
„12X"

T

dpN .„
1; „2/ D d�N .„

2/;

(6.3.55)
such that Z

X"
T
�X"

T

min.k„1 �„2kX"
T
; 1/dpN .„

1; „2/! 0;

as N ! 1. Namely, the total transportation cost associated to pN tends to 0 as
N !1.

Remark 6.3.4. In view of the weak convergence of the truncated Gibbs measure E�N
to E� (Theorem 1.2.1) and the almost sure convergence of the truncated enhanced
data set „N to „ with respect to E� ˝ P2 (Corollary 6.2.6), it suffices to define
pN D .„; „N /#.E� ˝ P2/. In the following, however, we present the full proof of
Proposition 6.3.3, using the Kantorovich duality and the variational approach since
we believe that such an argument is of general interest.
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Proof of Proposition 6.3.3. Define a cost function c.„1;„2/ on X"
T �X"

T by setting

c.„1; „2/ D min.k„1 �„2kX"
T
; 1/:

Then, define the Lipschitz norm for a function F W X"
T ! R by

kF kLip D sup
„1;„22X"

T

„1¤„2

jF.„1/ � F.„2/j

c.„1; „2/
:

Note that kF kLip � 1 implies that F is bounded and Lipschitz continuous. From the
Kantorovich duality (the Kantorovich–Rubinstein theorem [78, Theorem 1.14]), we
have

inf
p2�.�;�N /

Z
X"
T
�X"

T

c.„1; „2/dp.„1; „2/

D sup
kF kLip�1

�Z
F.„/d�N .„/ �

Z
F.„/d�.„/

�
; (6.3.56)

where �.�; �N / is the set of probability measures on X"
T �X"

T with the first and
second marginals � and �N on X"

T , respectively.
For a function F with kF kLip � 1, let

G WD F � infF C 1:

Then, we haveZ
F.„/d�N .„/�

Z
F.„/d�.„/D

Z
G.„/d�N .„/�

Z
G.„/d�.„/: (6.3.57)

Note that kGkLip D kF kLip � 1 and 1 � G � 2. Moreover, the mean value theorem
yields that

1

e
�

log x � logy
x � y

� 1 (6.3.58)

for any x; y 2 Œ1; e� with x ¤ y. Set ¹aºC D max.a; 0/ for any a 2 R. By (6.3.57)
and (6.3.58), we obtainZ

F.„/d�N .„/ �

Z
F.„/d�.„/

.
²
� log

�Z
G.„/d�.„/

�
C log

�Z
G.„/d�N .„/

�³
C

(6.3.59)

for any N 2 N.
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Finally, defineHDlogG. Then, from (6.3.58) and 1�G�2, we have kHkLip .1.
Hence, it follows from (6.3.56), (6.3.57), and (6.3.59) that

inf
p2�.�;�N /

Z
X"
T
�X"

T

c.„1; „2/dp.„1; „2/

. sup
0�H�1
kHkLip.1

²
� log

�Z
exp.H.„//d�.„/

�
C log

�Z
exp.H.„//d�N .„/

�³
C

:

Our goal is to show that the right-hand side tends 0 asN !1. Since kHkLip . 1,H
is bounded and Lipschitz continuous. Then, by the weak convergence of ¹�N ºN2N to
�, it suffices to show that

lim sup
N!1

sup
0�H�1
kHkLip.1

sup
M�N

²
� log

�Z
exp.H.„//d�M .„/

�

C log
�Z

exp.H.„//d�N .„/
�³
C

� 0: (6.3.60)

From (6.3.54), (6.1.1), and (6.3.58) with 0 � H � 1, we have²
� log

�Z
exp.H.„//d�M .„/

�
C log

�Z
exp.H.„//d�N .„/

�³
C

D

²
� log

�•
exp.H.„M .Eu0; !2///d�M .u0/d�0.u1/dP2.!2/

�
C log

�•
exp.H.„N .Eu0; !2///d�N .u0/d�0.u1/dP2.!2/

�³
C

.
²
�

•
exp.H.„M .Eu0; !2///d�M .u0/d�0.u1/dP2.!2/

C

•
exp.H.„N .Eu0; !2///d�N .u0/d�0.u1/dP2.!2/

³
C

.
“ �²

�

Z
exp.H.„M .Eu0; !2///d�M .u0/

C

Z
exp.H.„N .Eu0; !2///d�N .u0/

³
C

�
d�0.u1/dP2.!2/

.
“ �²

� log
�Z

exp.H.„M .Eu0; !2///d�M .u0/
�

C log
�Z

exp.H.„N .Eu0; !2///d�N .u0/
�³
C

�
d�0.u1/dP2.!2/:

(6.3.61)

In the following, we study the integrand of the .u1; !2/-integral. Thus, we fix
u1 and !2 and write „N .Eu0; !2/ D „N .u0; u1; !2/ as „N .u0/ for simplicity of
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notation. By the Boué–Dupuis variational formula (Lemma 3.1.1) with the change of
variables (3.2.4), we have

� log
�Z

exp.H.„M .u0///d�M .u0/
�
C log

�Z
exp.H.„N .u0///d�N .u0/

�
D inf
P‡M2H1a

E

�
�H.„M .Y C ‡

M
C �ZM //C yR

˘
M .Y C ‡

M
C �ZM /

C
1

2

Z 1

0

k P‡M .t/k2
H1x
dt

�
� inf
P‡N2H1a

E

�
�H.„N .Y C ‡

N
C �ZN //C yR

˘
N .Y C ‡

N
C �ZN /

C
1

2

Z 1

0

k P‡N .t/k2
H1x
dt

�
C logZM � logZN ; (6.3.62)

where yR˘N is as in (3.2.25). Given ı > 0, let ‡N be an almost optimizer, namely,

inf
P‡N2H1a

E

�
�H.„N .Y C ‡

N
C �ZN //

C yR˘N .Y C ‡
N
C �ZN /C

1

2

Z 1

0

k P‡N .t/k2
H1x
dt

�
� E

�
�H.„N .Y C ‡

N
C �ZN //

C yR˘N .Y C ‡
N
C �ZN /C

1

2

Z 1

0

k P‡
N
.t/k2

H1x
dt

�
� ı:

Then, by choosing ‡M D ‡N and the Lipschitz continuity of H , we have

inf
P‡M2H1a

E

�
�H.„M .Y C ‡

M
C �ZM //

C yR˘M .Y C ‡
M
C �ZM /C

1

2

Z 1

0

k P‡M .t/k2
H1x
dt

�
� inf
P‡N2H1a

E

�
�H.„N .Y C ‡

N
C �ZN //

C yR˘N .Y C ‡
N
C �ZN /C

1

2

Z 1

0

k P‡N .t/k2
H1x
dt

�
� ı C E

�
H.„N .Y C ‡

N
C �ZN // �H.„M .Y C ‡

N
C �ZM //

C yR˘M .Y C ‡
N
C �ZM / � yR

˘
N .Y C ‡

N
C �ZN /

�
� ı C kHkLip � E

�
k„M .Y C ‡

N
C �ZN / �„N .Y C ‡

N
C �ZM /kX"

T

�
C E

�
yR˘M .Y C ‡

N
C �ZM / � yR

˘
N .Y C ‡

N
C �ZN /

�
: (6.3.63)
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Proceeding as in Section 3.3 with 0 � H � 1, we have (3.3.16). Then, using the
computations from (3.3.7) to (3.3.18) we obtain

E
�
yR˘M .Y C ‡

N
C �ZM / � yR

˘
N .Y C ‡

N
C �ZN /

�
! 0; (6.3.64)

as M � N !1. We also note that as a consequence of (3.3.16) with (3.2.16) and
Lemma 3.1.2, we have

E
�
k‡N k2

H1

�
. 1; (6.3.65)

uniformly in N 2 N.
Moreover, by slightly modifying (part of) the proof of Proposition 6.2.4, we can

show that

E
�„M .Y C ‡N C �ZN / �„N .Y C ‡

N
C �ZM /


X"
T

�
! 0; (6.3.66)

as M � N !1. Here, we only consider the contribution from zIN< ; = . The other
terms in the truncated enhanced data sets can be handled in a similar manner. With
the notations (6.2.18) and (6.2.19) (recall that we suppress the dependence on u1 and
!2), we have

zIM< ; = Œ .Y C ‡
N
C �ZM /� � zI

N
< ; = Œ .Y C ‡

N
C �ZN /�

D zIM< ; = Œ .Y C ‡
N
C �ZM /; .�.ZM � ZN //�

C zIM< ; = Œ .�.ZM � ZN //; .Y C ‡
N
C �ZN /�

C
�
zIM< ; = Œ .Y C ‡

N
C �ZN /� � zI

N
< ; = Œ .Y C ‡

N
C �ZN /�

�
DW I C IIC III: (6.3.67)

It follows from (6.2.28), (6.2.29), and (6.2.32) together with Remark 5.4.2 that there
exists small ı0 > 0 such that

kIkL2.q;T / C kIIkL2.q;T /

� C.T /
�
kY k

L1
T
W
� 1
2
�";1

x

C k‡N kH1 C kZN kW 1�";1

�
kZN � ZMkW 1�";1

� C.T /N�ı0
�
kY k

L1
T
W
� 1
2
�";1

x

C k‡N kH1 C kZN kW 1�";1

�2
CN ı0kZN � ZMk

2
W 1�";1 (6.3.68)

and
E
�
N ı0kZN � ZMk

2
W 1�";1

�
! 0; (6.3.69)

as M � N !1. From (6.2.16) and (6.2.18), we have

zIN< ; = Œ 1;  2�.w/ D 	
�
�N .K

� .w; �N 1//
�

= .�N 2/:
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Hence, when we consider the difference in III, we see that one of the factors comes
with �M � �N , from which we can gain a small negative power of N . Hence, by
repeating the calculation above with this observation, we obtainIII � .zIN< ; = Œ .Y /� �

zIM< ; = Œ .Y /�/


L2.q;T /

. N�ı0
�
kY k

L1
T
W
� 1
2
�";1

x

C k‡N kH1 C kZN kW 1�";1

�2 (6.3.70)

for any M � N � 1. Lastly, from (6.2.35) and (6.2.23), there exists ı > 0 such thatzIN< ; = Œ .Y /� �
zIM< ; = Œ .Y /�


L2.q;T /

� N�ı0 zK.Y; u1; !2/ (6.3.71)

for any M � N � 1, where, in view of (6.2.36), EŒ zK.Y; u1; !2/� � C.u1; !2/ <1
for almost every u1 and !2. Therefore, from (6.3.67), (6.3.68), (6.3.69), (6.3.70),
and (6.3.71) with the bound (6.3.65), we obtain

E
hzIM< ; = ŒY C ‡

N
ı C �ZM � � zI

N
< ; = ŒY C ‡

N
ı C �ZN �


L2.q;T /

i
! 0;

as M � N !1.
Note that ¹ZN ºN2N is a convergent sequence and ı > 0 was arbitrary. Hence, it

follows from (6.3.62), (6.3.63), (6.3.64), and (6.3.66) that

lim sup
N!1

sup
0�H�1
kHkLip.1

sup
M�N

²
� log

�Z
exp.H.„M .u0; u1; !2///d�M .u0/

�

C log
�Z

exp.H.„N .u0; u1; !2///d�N .u0/
�³
C

� 0;

(6.3.72)

for almost every u1 and !2, where the supremum in H was trivially dropped in
the last step of (6.3.63). Therefore, (6.3.60) follows from (6.3.61) and (6.3.72) with
Fatou’s lemma. This concludes the proof of Proposition 6.3.3.

Finally, we present the proof of Theorem 1.3.2.

Proof of Theorem 1.3.2. We break the proof into two parts.

Part 1. We first prove almost sure global well-posedness of the hyperbolicˆ33-model.
As in [5,9,19], it suffices to prove “almost” almost sure global well-posedness. More
precisely, it suffices to prove that given any T > 0 and small ı > 0, there exists
†T;ı �H�

1
2�".T3/��2 with E�˝P2.†cT;ı/ < ı such that for each .Eu0;!2/ 2†T;ı ,

the solution .X; Y;R/ to (5.2.27), with the zero initial data and the enhanced data
„.Eu0; !/ in (6.1.11), exists on the time interval Œ0; T �.
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We assume this “almost” almost sure global well-posedness claim for the moment.
Denote by .XN ; YN ;RN / the solution to the truncated system (6.3.2) with the trun-
cated enhanced data „N .Eu0; !/ in (6.1.10) and set

uN .Eu0; !2/ D .Eu0; !2/C � N .Eu0; !2/CXN C YN ; (6.3.73)

which is the solution to the truncated hyperbolic ˆ33-model (6.1.2) with the initial
data .uN ; @tuN /jtD0 D Eu0 D .u0; u1/ and the noise � D �.!2/. Here, we used the
uniqueness of the solution uN to (6.1.2); see Remark 6.2.2. Then, we conclude from
Corollary 6.2.6 (on the almost sure convergence of „N .Eu0; !/ to „.Eu0; !/) and
the second part of Proposition 6.3.1 that .uN ; @tuN /.Eu0; !2/ in (6.3.73) converges to
.u;@tu/.Eu0;!2/ in C.Œ0;T �IH�

1
2�".T3// for each .Eu0;!2/ 2†T;ı , where u.Eu0;!2/

is defined by
u.Eu0; !2/ D .Eu0; !2/C � .Eu0; !2/CX C Y: (6.3.74)

Now, we define

† D

1[
kD1

1\
jD1

†2j ;2�j k�1 :

Then, we have E�˝ P2.†/ D 1 and, for each .Eu0; !2/ 2 †, the solution .uN ; @tuN /
.Eu0; !2/ to the truncated hyperbolic ˆ33-model (6.1.2) converges to .u; @tu/.Eu0; !2/
in (6.3.74) in C.RCIH�

1
2�".T3// (endowed with the compact-open topology in

time). This proves the almost sure global well-posedness claim in Theorem 1.3.2,
assuming “almost” almost sure global well-posedness.

We now prove “almost” almost sure global well-posedness. Fix T > 0 and small
ı > 0. Given „ D .„1; : : : ; „6/ 2 X"

T , let Z.„/ D .X; Y;R/.„/ be the solution
to (5.2.27) with the zero initial data and the enhanced data set given by „, namely,
„j replacing the j th element in (5.2.28). Note that„ here denotes a general element
in X"

T and is not associated with any specific .Eu0;!2/2H�
1
2�".T3/��2. Similarly,

givenN 2N and„ 2X"
T , letZN .„/D .XN ;YN ;RN /.„/ be the solution to (6.3.2)

with the enhanced data set „, namely, „j replacing the j th element of „N .Eu0; !2/
in (6.1.10).

Given C0 > 0, define the set†C0 �X"
T such that, for each„ 2†C0 , the solution

Z.„/ to (5.2.27), with the zero initial data and the enhanced data„, exists on the time
interval Œ0; T �, satisfying the bound

kZ.„/kZs1;s2;s3 .T / � C0 C 1: (6.3.75)

Let N 2 N. Given K;C0 > 0, we set

AN;K;C0 D
®
„0 2 X"

T W k„
0
kX"

T
� K; kZN .„

0/kZs1;s2;s3 .T / � C0
¯

(6.3.76)

and

BN;K;C0 D
®
.„;„0/ 2 X"

T �X"
T W k„ �„

0
kX"

T
� �; „0 2 AN;K;C0

¯
; (6.3.77)
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where � > 0 is a small number to be chosen later. Then, from the stability result (the
first claim in Proposition 6.3.1) with (6.3.75), (6.3.76), and (6.3.77), there exists small
�.T;K;C0/ 2 .0; 1/ and N0 D N0.T;K;C0/ 2 N such that

†C0 �X"
T � BN;K;C0 (6.3.78)

for any N � N0.
Let C0 D C0.T; ı/� 1 be as in Proposition 6.3.2 and let pN , N 2 N, be as in

Proposition 6.3.3. Then, from (6.3.54), (6.3.55), and (6.3.78), we have

E�˝ P2
�
„.Eu0; !2/ 2 †C0

�
D

Z
1„2†C0 .„;„

0/dpN .„;„
0/

�

Z
1BN;K;C0 .„;„

0/dpN .„;„
0/

� 1 �

Z
1¹k„�„0kX"

T
>�ºdpN .„;„

0/ �

Z
1Ac
N;K;C0

.„0/dpN .„;„
0/

� 1 �
1

�

Z
min.k„ �„0kX"

T
; 1/dpN .„;„

0/

� E�N ˝ P2.¹„N .Eu
0
0; !

0
2/ 2 A

c
N;K;C0

º/

> 1 �
1

�

Z
min.k„ �„0kX"

T
; 1/dpN .„;„

0/ � 2ı; (6.3.79)

where the last step follows from Proposition 6.2.4 by choosing K D K.ı/ � 1,
together with Proposition 6.3.2. By Proposition 6.3.3, we have

1

�

Z
min.k„ �„0N kX"

T
; 1/dpN .„;„

0
N /! 0; (6.3.80)

as N !1. Therefore, we conclude from (6.3.79) and (6.3.80) that

E�˝ P2
�
„.Eu0; !2/ 2 †C0

�
> 1 � 2ı:

This proves “almost” almost sure global well-posedness with

†T;ı D ¹.Eu0; !2/ 2 H�
1
2�".T3/ ��2 W „.Eu0; !2/ 2 †C0º;

and hence almost sure global well-posedness of the hyperbolic ˆ33-model, namely,
the unique limit u D u.Eu0; !2/ in (6.3.74) exists globally in time almost surely with
respect to E�˝ P2.

Part 2. Next, we prove invariance of the Gibbs measure E� D �˝ �0 under the limit-
ing hyperbolic ˆ33-dynamics. In the following, we proveZ

F.ˆ.t/.Eu0; !2//d.E�˝ P2/.Eu0; !2/ D

Z
F.Eu0/d E�.Eu0/ (6.3.81)



Invariant Gibbs dynamics 130

for any bounded Lipschitz functional F W C�100.T3/ � C�100.T3/ ! R and t 2
RC, where ˆ.Eu0; !2/ is the limit of the solution .uN ; @tuN / D ˆN .Eu0; !2/ to the
truncated hyperbolic ˆ33-model defined in (6.2.8).

As in Part 1, we use the notation .X; Y;R/ D .X; Y;R/.„/, etc. Also, let pN ,
N 2 N, be as in Proposition 6.3.3. Then, by the decomposition (6.3.1) (also for N D
1), (6.3.54), (6.3.55), and the invariance of E�N under the truncated hyperbolic ˆ33-
model (6.1.2) (Lemma 6.2.3), we haveZ

F.ˆ.t/.Eu0; !2//d.E�˝ P2/.Eu0; !2/

D

Z
F.ˆ.t/.„//dpN .„;„

0/

D

Z
F.ˆN .t/.„0//dpN .„;„

0/

C

Z �
F.ˆ.t/.„// � F.ˆN .t/.„0//

�
dpN .„;„

0/

D

Z
F.Eu0/d E�N .Eu0/C

Z �
F.ˆ.t/.„// � F.ˆN .t/.„0//

�
dpN .„;„

0/:

By the weak convergence of E�N to E�, we have

lim
N!1

Z
F.Eu0/d E�N .Eu0/ D

Z
F.Eu0/d E�.Eu0/:

Hence, since F is bounded and Lipschitz, (6.3.81) is reduced to showing thatZ
min

�
kˆ.t/.„/ �ˆN .t/.„0/kC�100�C�100 ; 1

�
dpN .„;„

0/! 0; (6.3.82)

as N !1.
As in (6.2.8), we write

ˆ.t/.„/ D
�
ˆ1.t/.„/;ˆ2.t/.„/

�
and ˆN .t/.„0/ D

�
ˆN1 .t/.„

0/; ˆN2 .t/.„
0/
�
;

where „ D .„1; : : : ; „6/ and „0 D .„01; : : : ; „
0
6/ (see also (6.1.10) and (6.1.11)).

With the decomposition as in (6.3.1), we have

ˆ1.t/.„/ D „1 C �„3 CX.„/C Y.„/;

ˆN1 .t/.„
0/ D „01 C �„

0
3 CXN .„

0/C YN .„
0/;

(6.3.83)

and ˆ2.t/.„/ D @tˆ1.t/.„/ and ˆN2 .t/.„
0/ D @tˆ

N
1 .t/.„

0/ are given by term-
by-term differentiation of the terms on the right-hand sides of (6.3.83). From the
definition (5.5.3) of the X"

T -norm, we clearly have

k.„1 C �„3/.t/ � .„
0
1 C �„

0
3/.t/kC�100

C k.@t„1 C �@t„3/.t/ � .@t„
0
1 C �@t„

0
3/.t/kC�100 . k„ �„0kX"

T
:
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Hence, in view of (5.2.31) with (5.5.1), (6.3.82) is reduced to showing thatZ
min

�
kZ.„/ �ZN .„

0/kZs1;s2;s3 .T /; 1
�
dpN .„;„

0/! 0; (6.3.84)

as N !1, where Z.„/ D .X; Y;R/.„/ and ZN .„0/ D .XN ; YN ;RN /.„
0/ as in

Part 1.
It follows from the second part of Proposition 6.3.1 (with � D k„�„0kX"

T
) and

Proposition 6.3.3 thatZ
min

�
kZ.„/ �ZN .„

0/kZs1;s2;s3 .T /; 1
�
dpN .„;„

0/

� A
�
T; k„kX"

T
; kZ.„/kZs1;s2;s3 .T /

�
�

Z
min

�
k„ �„0kX"

T
CN�ı ; 1

�
dpN .„;„

0/! 0;

as N !1. This proves (6.3.84) and therefore, we conclude (6.3.81), which proves
invariance of the Gibbs measure E� under the limiting hyperbolic ˆ33-model.


