
Chapter 2

Finite-dimensional approximation on 3-manifolds

2.1 Spectral sections

In order to define Seiberg–Witten Floer spectra, we will make use of spectral sections
of a family of Dirac operators introduced by Melrose–Piazza [40]. We will recall
definitions and basic things on spectral sections in this section.

Suppose that we have a closed, oriented .2n � 1/-manifold Y and that we have a
fiber bundle

Y ! B

with fiber Y . Here, B is a compact Hausdorff space. Also suppose that we are given
a finite-dimensional vector bundle

FY ! Y

with metric. We consider an infinite-dimensional vector bundle on B defined by

EY;1´
[
z2B

�.FY jYz /:

Let
DY WEY;1 ! EY;1

be a family of first-order elliptic, self-adjoint differential operators. That is, DY pre-
serves the fibers of EY;1 and for each z 2 B ,

DY;z WEY;1;z ! EY;1;z

is a first-order, elliptic, self-adjoint differential operator. Here, EY;1;z is the fiber of
EY;1 over z.

We assume that for each z 2 B , there is an open neighborhood U of z such that
we have a trivialization

FY jYU Š U � FY;z; (2.1.1)

where YU is the restriction of the bundle Y to U , and we can write

DY;w D DY;z C AY;w

forw 2U through the isomorphism EY;1;z Š EY;1;w induced by (2.1.1). Here,AY;w
is the operator acting on EY;1;w induced by a fiberwise linear bundle map FY jYw !
FY jYw which continuously depends on w.
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For k � 0, define the L2
k

-inner product on EY;1 by

h�1; �2ik D

Z
Yz

h�1; �2i C hjDY;zj
k�1; jDY;zj

k�2i d�:

Here, jDY;zj denotes the absolute value of DY;z defined as in [46, Chapter VIII, §9].
We write EY;k for the completions with respect to the L2

k
-norm. The operator DY

extends to a bounded operator

DY WEY;k ! EY;k�1:

For w 2 U , the algebraic operator AY;w extends to a bounded operator EY;k;w !

EY;k;w which continuously depends on w with respect to the operator norm, and
DY;w DDY;z CAY;w as operators EY;k;w! EY;k�1;w through the local trivialization
(2.1.1).

We now recall the definition of a spectral section from [40].

Definition 2.1.1 ([40]). A spectral section for DY W EY;k ! EY;k�1 over a compact
baseB is a family of self-adjoint projectionsP WEY;0!EY;0 so that there is a constant
C > 0 such that the following holds. Suppose that z 2 B , u 2 EY;1;z , DY;zu D �u
for some � 2 R. Then Pzu D u if � > C and Pzu D 0 if � < �C . Here, a family
is meant to be a continuous family in the L2-operator norm topology, parameterized
by B .

We note that the condition that P be continuous families in theL2-norm topology
is equivalent to P being continuous families in any L2

k
-norm topology with k > 0,

using the interaction of P with the spectrum of DY . Also note that since P is self-
adjoint, P is an orthogonal projection onto its image with respect to the L2-inner
product. In fact, for �1; �2 2 EY;1;z , we have

hP�1; .1 � P /�2i0 D h�1; P.1 � P /�2i0 D 0:

Here we have used the fact that P is self-adjoint and P 2 D P .
Melrose and Piazza proved the following about the existence of a spectral section.

Theorem 2.1.2 ([40, Proposition 1]). There exists a spectral section of DY if and
only if the index indDY is zero in K1.B/. Here, indDY is the index defined in [6].

Using a spectral section, we can define the Atiyah–Patodi–Singer index for a
family of differential operators on a manifold with boundary. Let X be a compact,
oriented 2n-manifold with boundary Y . Suppose that we have a fiber bundle

X ! B

with fiber X , such that the family obtained by taking the boundary of each fiber of X

is Y. Also suppose that we have finite-dimensional vector bundles

F 0X ; F
1
X ! X
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and that isomorphisms
F 0X jY Š F

1
X jY Š FY

are given. Define infinite-dimensional vector bundles over B by

E0X;1 D
[
z2B

�.F 0X jXz /; E1X;1 D
[
z2B

�.F 1X jXz /:

We consider a family of first-order elliptic differential operators

DX WE
0
X;1 ! E1X;1

such that

DX D
@

@t
CDY

near the boundary Y. Here, t is the coordinate of the first component of a neighbor-
hood of Y in X which is diffeomorphic to Œ0; 1� � Y. As before, we assume that for
z 2 B , there is an open neighborhood U of z and we can writeDX;w DDX;z CAX;w
forw 2U through local trivializations of F 0X , F 1X . Here,AX;w is an algebraic operator
induced by a linear bundle map F 0X jXw ! F 1X jXw depending on w continuously.

We define Hilbert bundles E0
X;k

, E1
X;k

over B for k � 0 using DX as before. Note
that indDY D 0 in K1.B/ because of the cobordism invariance of the index. Hence
there is a spectral section of DY .

Let .EY;k� 12 /
0
�1 be the subspace spanned by nonpositive eigenvectors ofDY and

p0 be the L2
k� 12

-orthogonal projection onto .EY;k� 12 /
0
�1. Let us consider the family

of operators with the APS boundary condition. That is, we consider the family of
operators

.DX ; p
0
ı r/WE0X;k ! E1X;k�1 ˚ .EY;k� 12

/0�1:

Here, r is the restriction to Y. Note that this family is not continuous because of the
spectral flow of DY . Hence we cannot use this family to define the index. A spectral
section enables us to avoid this issue. Since our sign convention is different from that
of [40], taking a spectral section of �DY rather than DY is more convenient for us.

Proposition 2.1.3. Fix k � 1. Let P be a spectral section of �DY . We also denote
by P the image of P in EY;0, which is a Hilbert subbundle. Let �P be the L2

k� 12
-

projection onto P \ EY;k� 12
. Then

.DX ; �P ı r/WE
0
X;k ! E1X;k�1 ˚ .P \ EY;k� 12

/

is a continuous family of Fredholm operators and we can define the index ind.DX ;P /
2 K.B/. The index ind.DX ; P / is independent of the choice of k.
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Let P be a spectral section of �DY . We write P for the image of P in EY;0 too.
Then we can take other spectral sections Q, R of �DY such that

Q � P � R:

See our construction of spectral sections in Section 2.4. Define a family of operators

D0Y ´ QDYQC .1 �R/DY .1 �R/ � .1 �Q/P CR.1 � P /:

We can see that D0Y is injective and that P is equal to the subspace spanned by
negative eigenvectors ofD0Y . Also we see that the operator ADD0Y �DY is a family
of smoothing operators acting on EY;k . In fact, the image of A is included in the
subspace spanned by finitely many eigenvectors of DY .

Take a smooth function f WX ! Œ0; 1� such that

f .x/ D

´
1 for x 2 Œ1

2
; 1� � Y;

0 for x 2 X n .Œ0; 1� � Y/:

Define D0X WE
0
X;k
! E1

X;k�1
by

D0X D DX C f A:

Then

D0X D
@

@t
CD0Y

near Y and there is no spectral flow of D0Y . Therefore, the family of operators D0X
with the APS boundary condition defines the index indD0X 2 K.B/, and

indD0X D ind.DX ; P /:

2.2 Connections on Hilbert bundles

Since we will consider a connection on a Hilbert bundle later, we give the definition
of a connection on a Hilbert bundle.

Let M be a connected, smooth n-manifold and H be a Hilbert space. We write
AutH and EndH for the group of bounded linear isomorphisms H ! H and the
ring of bounded operators H ! H respectively.

Take a coordinate chart .U; '/ of M . For a map

f WU ! H;

we define the partial derivative @f

@xi
.x/ at x 2 U by

@f

@xi
.x/ D lim

h!0

1

h

�
f ı '�1.'.x/C hei / � f .x/

�
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if the limit exists inH . Here, ei is the i th standard basis of Rn. For ˛D .˛1; : : : ;˛n/2
.Z�0/n, we define @˛f

@x˛
to be

�
@
@x1

�˛1
� � �
�
@
@xn

�˛n
f . We say that f is smooth if the

derivatives @
˛f
@x˛

exist and are continuous on U for all ˛ 2 .Z�0/n.
Let pW E ! M be a smooth Hilbert bundle on M with fiber H . By a smooth

Hilbert bundle we mean that for each small open set U in M , we have a local trivial-
ization

 WEjU ! U �H

such that if  0WEjU 0 ! U 0 �H is another local trivialization with U \ U 0 6D ;, we
can write

 0 ı  �1.x; v/ D .x; g.x/v/

for x 2 U \ U 0 and v 2 H , and g is a map U \ U 0 ! AutH which is smooth with
respect to the operator norm. We always assume that Hilbert bundles are smooth.

A section sWM ! E is said to be smooth if for each local trivialization  WEjU !
U �H , the map

 ı sjU WU ! U �H

is smooth. We denote by �.E/ the space of smooth sections of E .
A connection r on E is defined to be a map

rW�.E/! �.T �M ˝ E/

having the following properties:

(i) For any sections s1; s2 2 �.E/,

r.s1 C s2/ D rs1 Crs2:

(ii) For any section s 2 �.E/, vector fields X1; X2 2 �.TM/ and smooth func-
tions f1; f2 2 C1.M/,

rf1X1Cf2X2s D f1rX1s C f2rX2s:

(iii) For any section s 2 �.E/ and function f 2 C1.M/,

r.f s/ D df ˝ s C f rs:

We define a connection r on the dual Hilbert bundle E� by

.rX˛/.s/´ X.˛.s// � ˛.rXs/:

Here, s 2 �.E/, ˛ 2 �.E�/, X 2 �.TM/.
For connections r1, r2 on Hilbert bundles E1, E2 overM , we define connections

r1 ˚r2, r1 ˝r2 on E1 ˚ E2, E1 ˝ E2 by

.r1 ˚r2/.s1 ˚ s2/´ .r1s1/˚ .r2s2/;

.r1 ˝r2/.s1 ˝ s2/´ .r1s1/˝ s2 C s1 ˝ .r2s2/:
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Write �i .M IE/ for the space of i -forms on M with values in E:

�i .M IE/´ �.ƒiT �M ˝ E/:

For a connection r on E , we have the exterior derivative

dr W�
i .M IE/! �iC1.M IE/

defined by
dr.�s/ D .d�/s C � ^ .rs/;

dr.�1 C �2/ D dr�1 C dr�2:

Here, s 2 �.E/, � 2 �i .M/, �1; �2 2 �i .M IE/.
We will make an assumption on the smoothness of r. Take a local trivialization

 WEjU ! U �H . We can write

 rXs D X. s/C !.X/. s/ (2.2.1)

for s 2�.EjU / andX 2�.T U /. Here, for each x 2U andX 2 TxU , !.X/ is a linear
mapH !H . The assumption is that !.X/ is bounded and the map !WT U ! EndH
is smooth with respect to the operator norm. In particular, for a compact set K in U ,
the restriction !.X/jK is a Lipschitz continuous map K ! EndH .

Under the above assumption, for any smooth curve cW Œ�"; "�! U and e 2 Ec.0/,
where " > 0, we have a unique smooth section s of E along c which solves the
ordinary differential equation in the Hilbert space:

d

dt
 .s.t//C !

�dc
dt
.t/
�
. s.t// D 0; s.0/ D e:

We call s a parallel section of E along c or a horizontal lift of c. See [18] for the
existence and uniqueness of solutions to the equation.

Take x 2 U and let x1; : : : ; xn be local coordinates around x. For i D 1; : : : ; n,
let ci be a smooth curve Œ�"; "�! U such that

ci .0/ D x;
dci

dt
.0/ D

@

@xi
:

For e 2 Ex , we define the horizontal component .TeE/H of TeE to be the sub-
space spanned by ¹dsi . @@t /ºiD1;:::;n. Here, si is the parallel section of E along ci
with si .0/ D e. We can show that .TeE/H is independent of the choice of the local
coordinates x1; : : : ; xn. The connection r defines a decomposition

T E D .T E/H ˚ p
�E:

Note that we have a natural isomorphism

.T E/H Š p
�TM:
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As usual, there is a unique 2-form Fr 2 �
2.M IEnd E/ such that

dr ı dr� D Fr ^ �

for � 2 �i .M IE/. We can write

 Fr D d! C ! ^ !

onU , where ! is the 1-form with values in EndH in (2.2.1). We call Fr the curvature
of r. We say that r is flat if Fr D 0.

We can associate a flat connection to a representation

�W�1.M/! Aut.H/

in the usual way. Let E be the Hilbert bundle on M defined by

E ´ zM �� H;

where zM is the universal cover of M . A smooth section sWM ! E corresponds to a
smooth map QsW zM ! H such that

Qs. � x/ D �./Qs.x/

for x 2 zM ,  2 �1.M/. Taking the exterior derivative, we have

d Qs. � x/ D �./ d Qs.x/

and hence d Qs descends to a section of T �M ˝ E , which we denote by rs. We can
show that the map

rW�.E/! �.T �M ˝ E/

is a flat connection on E .

2.3 Notation and main statements

Let Y be a connected, closed, oriented 3-manifold and take a Riemannian metric g
and spinc structure s with c1.s/ torsion on Y . We denote the spinor bundle over Y
by S. Fix a spinc connection A0 on Y with FA0 D 0. For a 1-form a 2 �1.Y /, we
write Da for the Dirac operator DA0Cia which acts on the space C1.S/ of smooth
sections of S. The family ¹Daºa2H1.Y / parameterized by the harmonic 1-forms on Y
induces an operator D acting on the vector bundle

E1 D H1.Y / �H1.Y IZ/ C
1.S/
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over the Picard torus Pic.Y / D H 1.Y IR/=H 1.Y IZ/. The action of H 1.Y IZ/ is
defined by

h.a; �/ D .a � h; uh�/

for h 2 H 1.Y IZ/, a 2 H1.Y /, � 2 C1.S/, where uh is the harmonic gauge trans-
formation Y ! U.1/ with �iu�1

h
duh D h in H1.Y /.

For k 2 R�0, define a Hilbert bundle on Pic.Y / by

Ek ´ H1.Y / �H1.Y IZ/ L
2
k.S/:

For k � 1, the operator D on E1 extends to a bounded operator

DWEk ! Ek�1:

We have a canonical flat connection r on Ek corresponding to the representation

�1.B/ D H
1.Y IZ/! Aut.L2k.S//;

h 7! uh;

where B D Pic.Y /, Aut.L2
k
.S// is the group of bounded linear automorphisms on

L2
k
.S/. See Section 2.2.
A smooth section sWB ! Ek can be considered to be a smooth map

QsWH1.Y /! L2k.S/

such that

Qs.a � h/ D uh Qs.a/

for h 2 im.H 1.Y IZ/ ! H1.Y //. The covariant derivative rs corresponds to the
usual exterior derivative d Qs of Qs.

Denote by h�; �ia;k the L2
k

-inner product with respect to Da:

h�1; �2ia;k D h�1; �2i0 C hjDaj
k�1; jDaj

k�2i0;

where h�; �i0 is the L2.Y /-inner product. Here we write jDaj for the absolute value
of the Dirac operator Da, defined using the spectral theorem (see e.g. [46, Chap-
ter VIII, §9]). Then the family ¹h�; �ia;kºa2H1.Y / of L2

k
-inner products induces a

fiberwise inner product h�; �ik on Ek . To see this, take sections s1; s2WB ! Ek and
h 2 im.H 1.Y IZ/!H1.Y //. Let Qs1; Qs2WH1.Y /! L2

k
.S/ be the maps correspond-

ing to s1, s2. Note that

Qsi .a � h/ D uh Qsi .a/; Da�h D uhDau
�1
h :
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Therefore,

hQs1.a � h/; Qs2.a � h/ia�h;k

D hQs1.a � h/; Qs2.a � h/i0 C hjDa�hj
k
Qs1.a � h/; jDa�hj

k
Qs2.a � h/i0

D huh Qs1.a/; uh Qs2.a/i0 C h.uhjDaj
ku�1h /uh Qs1.a/; .uhjDaj

ku�1h /uh Qs2.a/i0

D huh Qs1.a/; uh Qs2.a/i0 C huhjDaj
k
Qs1.a/; uhjDaj

k
Qs2.a/i0

D hQs1.a/; Qs2.a/ia;k :

This implies that the family ¹h�; �ia;kºa2H1.Y / descends to a fiberwise inner product
h�; �ik on Ek . We write k � kk for the fiberwise norm on Ek induced by h�; �ik .

The flat connection r, with respect to k D 0, defines a decomposition

T E0 D p
�TB ˚ p�E0; (2.3.1)

where pW E0 ! B is the projection, p�TB is the horizontal component and p�E0
is the vertical component. See Section 2.2. Note that the flat connection r is not
compatible with the inner product h�; �ik on Ek for k > 0.

Put
Wk D B � L

2
k.im d�/;

where d�W i�2.Y /! i�1.Y / is the adjoint of the exterior derivative. We consider
Wk to be a trivial Hilbert bundle on B . The Seiberg–Witten equations on Y � R are
equations for  D .�; a; !/WR! L2

k
.S/ �H1.Y / � L2

k
.im d�/, written as

d�

dt
D �Da�.t/ � c1..t//;

da

dt
D �XH .�/;

d!

dt
D � � d! � c2..t//:

(2.3.2)

The terms XH .�/, c1..t//, c2..t// are defined by

q.�/ D ��1
�
� ˝ �� �

1

2
j�j2id

�
2 �1.Y /;

XH .�/ D q.�/H 2 H1.Y /;

c1..t// D
�
�.!.t// � i�.�.t//

�
�.t/;

c2..t// D �imd�
�
q.�.t//

�
;

(2.3.3)

where � is the Clifford multiplication which defines an isomorphism

T �Y ˝C ! sl.S/;
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q.�/H is the harmonic component of q.�/, �imd� is the L2-projection on Wk and
�.�/ is the function Y ! R satisfying

d�.�/ D i�imd .q.�//;

Z
Y

�.�/ vol D 0:

The equations (2.3.2) do not correspond to the Seiberg–Witten equations in Cou-
lomb gauge in Y � R (that is, solutions of the equations are not Seiberg–Witten
trajectories in Coulomb gauge). Instead, we use the pseudo-temporal gauge of [32,
Definition 5.2.1] (see also [35, Section 3]). The correspondence between solutions
of (2.3.2) and the Seiberg–Witten equations modulo gauge is given by [32, Proposi-
tion 5.4.2]. Note that Lidman–Manolescu work in the setting of b1 D 0; however, the
argument is local in the configuration space and passes over without change to the
b1 > 0 case. We will, however, call solutions of (2.3.2) Seiberg–Witten trajectories.

The equations descend to equations for  D .�; !/WR! Ek ˚Wk:�d�
dt
.t/
�
V
D �D�.t/ � c1..t//;�d�

dt
.t/
�
H
D �XH .�.t//;

d!

dt
.t/ D � � d!.t/ � c2..t//:

(2.3.4)

Here,
�
d�
dt

�
V

,
�
d�
dt

�
H

are the vertical component and horizontal component of d�
dt

respectively, and we have suppressed the subscript from D.
Assume that the family index of the family of Dirac operators D over Pic.Y /

vanishes, that is,
indD D 0 2 K1.B/:

Then we can choose a spectral section P0 of �D, and using P0, we can define a
self-adjoint (with respect to the L2) operator

AWC1.S/! C1.S/

such that the image of A is included in a subspace spanned by finitely many eigen-
vectors of D, and so that ker.D C A/ D 0. Put D0 D D C A. The L2-closure of
the subspace spanned by the negative eigenvectors of D0 is exactly the image of P0,
acting on L2 (see [40] and Section 2.1 for all of these assertions). In the future, for a
spectral section P , we will also often write P to refer to the image of P . We have a
decomposition

E1 D EC1 ˚ E�1;

where EC1 and E�1 are the subbundles of E spanned by positive eigenvectors and
negative eigenvectors of D0.
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For positive numbers kC, k� and s1; s2 2 C1.S/, we define an inner product
hs1; s2ia;kC;k� by

hs1; s2ia;kC;k� ´ hjD
0
aj
kCsC1 ; jD

0
aj
kCsC2 i0 C hjD

0
aj
k�s�1 ; jD

0
aj
k�s�2 i0; (2.3.5)

where sj D sCj C s
�
j and sCj 2 EC1, s�j 2 E�1. Note that we do not need the term

hs1; s2i0, since the kernel of D0a is zero. We call this inner product the L2
kC;k�

-inner
product.

As before, the family ¹h�; �ia;kC;k�ºa2H1.Y / induces a fiberwise inner product
on E1 and we denote by EkC;k� the completion of E1 with respect to the norm
k � kkC;k� .

On the space im d� \�1.Y /, we define an inner product h�; �ikC;k� by

h!1; !2ikC;k� D hj � d j
kC!C1 ; j � d j

kC!C2 i0 C hj � d j
k�!�1 ; j � d j

k�!�2 i0;

where !j D !Cj C !
�
j and !Cj is in the subspace spanned by positive eigenvectors

of the operator �d and !�j is in the negative one. We denote by WkC;k� the com-
pletion of the vector bundle B � im d� over B with respect to k � kkC;k� . We will
use the L2

k� 12 ;k
-norm in Chapter 5 to define the relative Bauer–Furuta invariant. See

Remark 5.1.4 for the reason why we use the L2
k� 12 ;k

-norm.

We recall the definition of finite-type trajectories (from e.g. [35, Definition 1]).

Definition 2.3.1. A Seiberg–Witten trajectory .t/ D .�.t/; a.t/; !.t// is finite-type
if CSD..t// and k�.t/kC0 are bounded functions of t , where CSD is the Chern–
Simons–Dirac functional.

The following is a direct consequence of a standard argument in Seiberg–Witten
theory; see e.g. [35, Proposition 1].

Proposition 2.3.2. For positive numbers kC; k� > 0, there is a positive constant
RkC;k� > 0 such that for any finite-type solution  WR ! E2 �W2 to (2.3.4), we
have

k.t/kkC;k� � RkC;k�

for all t 2 R.

Write E0.D/
b
b0

for the span of eigenvectors of D with eigenvalue in .b0; b�, as a
space over H1.Y / (note that it will not usually be a bundle). For a spectral section P
of D, we also write P for the image of the projection P . By Theorem 2.4.1 below,
we can take sequences of smooth spectral sections Pn, Qn, of �D, D, respectively,
such that

.E0.D//
�n;�
�1 � Pn � .E0.D//

�n;C
�1 ;

.E0.D//
1
�n;C
� Qn � .E0.D//

1
�n;�

;
(2.3.6)
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with
�n;� C 10 < �n;C < �n;C C 10 < �nC1;�;

�nC1;C < �n;� � 10 < �n;� < �n;C � 10;

�n;C � �n;� < ı;

�n;C � �n;� < ı:

(2.3.7)

Here, ı > 0 is a positive constant independent of n, and a smooth spectral section
means a spectral section which depends smoothly on the base space B .

We define a finite rank subbundle Fn in E1 by

Fn D Pn \Qn:

Define a connection rFn on Fn by

rFn D �Fnr;

where �Fn is the L2
kC;k�

-projection on Fn. The connection rFn defines a decompo-
sition

TFn D .TFn/H;rFn ˚ .TFn/V Š p
�TB ˚ p�Fn: (2.3.8)

A calculation shows that the horizontal component .T�Fn/H;rFn of TFn at � 2 Fn
is given by®

.v; .rv�Fn/�/ W v 2 TaB
¯
� .p�TB ˚ p�E0/� D T�E0: (2.3.9)

Here, a D p.�/ 2 B .
LetWn be the finite-dimensional subbundle of the Hilbert bundle Wk spanned by

the eigenvectors of the operator �d whose eigenvalues are in the interval .�n;�;�n;C�:

Wn D .Wk/
�n;C
�n;�

D B � L2k.im d�/
�n;C
�n;�

:

Fix a positive number R0 with R0 � 100RkC;k� and a smooth function

�WEkC;k� ˚WkC;k� ! Œ0; 1�

with compact support such that �.�; !/ D 1 if k.�; !/kkC;k� � R
0. We consider

the following equations for  D .�; !/WR ! Fn ˚ Wn, which we call the finite-
dimensional approximation of (2.3.4):�d�

dt
.t/
�
V
D ��

®
.rXH�Fn/�.t/C �Fn

�
D�.t/C c1..t//

�¯
;�d�

dt
.t/
�
H
D ��XH .�.t//;

d!

dt
.t/ D ��

®
�d!.t/C �Wnc2..t//

¯
:

(2.3.10)
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Here,
�
d�
dt

�
V
;
�
d�
dt

�
H

are the vertical component and the horizontal component with
respect to the fixed decomposition (2.3.1) rather than (2.3.8). It follows from (2.3.9)
that the right-hand side of (2.3.10) is a tangent vector on Fn ˚Wn. Hence, equations
(2.3.10) define a flow

'n D 'n;kC;k� W .Fn ˚Wn/ �R! Fn ˚Wn:

(This flow depends on kC, k� because �Fn does.)
We have decompositions

Fn D F
C
n ˚ F

�
n ; Wn D W

C
n ˚W

�
n ;

where FCn , W Cn are the positive eigenvalue components of D0, �d , and F �n , W �n are
the negative eigenvalue components. In the remainder of Chapter 2, we will prove the
following.

Theorem 2.3.3. Let kC, k� be half-integers (that is, kC; k� 2 1
2
Z) with kC; k� > 5

and with jkC � k�j � 1
2

. Fix a positive number R with RkC;k� < R <
1
10
R0, where

RkC;k� is the constant of Proposition 2.3.2. Then

.BkC.F
C
n IR/ �B Bk�.F

�
n IR// �B .BkC.W

C
n IR/ �B Bk�.W

�
n IR//

is an isolating neighborhood of the flow 'n;kC;k� for n� 0. Here, Bk˙.F
˙
n IR/ are

the disk bundle of F˙n of radius R in L2
k˙

and BkC.F
C
n IR/ �B Bk�.F

�
n IR/ is the

fiberwise product. Similarly for Bk˙.W
˙
n IR/.

The general strategy to prove Theorem 2.3.3 is as follows: once we have The-
orem 2.4.1 in hand, we must control the gradient term .rXH�Fn/�.t/ appearing in
the approximate Seiberg–Witten equations (2.3.10); a number of bounds for this are
obtained in Sections 2.5 and 2.6. The proof proper is in Section 2.7, where Theo-
rem 2.3.3 follows from establishing that, for sufficiently large approximations, the
linear term in the approximate Seiberg–Witten equations (2.3.10) tends to dominate
the other terms with respect to appropriate norms.

We also note that the total space Bn;R appearing in Theorem 2.3.3 is an ex-space
over B D Pic.Y / in the sense of Appendix A.1, with projection given by restricting
pWEk ! B to Bn;R, and with a section sB WPic.Y /! Bn;R given by the zero-section.

2.4 Construction of spectral sections

We will prove the following.

Theorem 2.4.1. Assume that indD D 0 in K1.B/. Take a sequence �n of positive
numbers �n � �nC1, where �n !1 as n!1. There is a sequence of spectral
sections Pn of �D with the following properties:
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(i) We have
E0.D/

�n
�1 � Pn � E0.D/

�nCı
�1 ;

where ı is a positive constant independent of n.

(ii) We can write
PnC1 D Pn ˚ hf

.n/
1 ; : : : ; f .n/rn

i;

where ¹f .n/1 ; : : : ; f
.n/
rn º is a frame of P?n (where P?n is the L2-orthogonal

complement of Pn inside of PnC1). In particular,

PnC1 Š Pn ˚Crn ;

where Crn is the trivial vector bundle over B .

Before we start proving Theorem 2.4.1, we will show the following.

Proposition 2.4.2. Take any nonnegative numbers k, l . Let Pn be a sequence of spec-
tral sections of �D having property (i) of Theorem 2.4.1. Let �nWEk ! Pn \ Ek be
the L2

k
-projection.

(1) The commutators
ŒD; �n�WE1 ! E1

extend to bounded operators

ŒD; �n�WEl ! El

and we have
kŒD; �n�WEl ! Elk < C;

where C is a positive constant independent of n. Moreover, for any l > 0,
" > 0 with 0 < " � l ,

sup
a2B

kŒDa; �n;a�WL
2
l .S/! L2l�".S/k ! 0

as n!1.

(2) The operator �nW E1 ! E1 extends to a bounded operator El ! El for
each nonnegative real number l . Moreover, there is a positive constant C
independent of n such that

k�nWEl ! Elk < C:

Proof. Take a 2 B and let ¹ej ºj be an orthonormal basis of L2.S/ with

Daej D �j ej ;

where �j 2 R.
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Let Pn;a be the fiber of Pn over a. Take � 2 E1 \ Pn;a. We can write

� D
X

�j��nCı

cj ej ;

where cj 2 C. Note thatX
�j��n

cj ej 2 E1 \ Pn;a;
X

�n<�j��nCı

cj ej 2 E1 \ Pn;a:

We have

ŒDa; �n;a�� D .Da�n;a � �n;aD/�

D

X
�j��nCı

�j cj ej � �n;a
X

�j��nCı

�j cj ej

D .1 � �n;a/
X

�n<�j��nCı

�j cj ej

D .1 � �n;a/

² X
�n<�j��nCı

.�j � �n/cj ej C �n
X

�n<�j��nCı

cj ej

³
D

X
�n<�j��nCı

.�j � �n/cj .1 � �n;a/ej : (2.4.1)

Since

�n D �
�n
�1 C �Pn\E.D/

�nCı
�n

;

for j with �n < �j � �n C ı, we have

.1 � �n;a/ej 2 E0.Da/
�nCı
�n

:

Hence we can write

.1 � �n;a/ej D
X

�n<�p��nCı

j̨pep (2.4.2)

for j with �n < �j � �n C ı. Here, j̨p 2 C. Since

k.1 � �n;a/WL
2
k ! L2kk D 1; kej kk D .1C j�j j

2k/
1
2 ;

we have

k.1 � �n;a/ej k
2
k D

X
�n<�p��nCı

j j̨pj
2.1C j�pj

2k/ � .1C j�j j
2k/:
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For j with �n < �j � �n C ı,X
�n<�p��nCı

j j̨pj
2
D

X
�n<�p��nCı

j j̨pj
2.1C j�pj

2k/
1

1C j�pj2k

�
C1

1C .�n C ı/2k

X
�n<�p��nCı

j j̨pj
2.1C j�pj

2k/

�
C1.1C j�j j

2k/

1C .�n C ı/2k

� C1; (2.4.3)

where C1 is a positive constant independent of j , n.
By (2.4.1), (2.4.2) and (2.4.3),

kŒDa; �n;a��k
2
l D

X
�n<�j��nCı

X
�n<�p��nCı

j�j � �nj
2.1C j�pj

2l/jcj j
2
j j̨pj

2

� ı2
X

�n<�j��nCı

X
�n<�p��nCı

.1C j�j j
2l/jcj j

2
j j̨pj

2
�
1C j�pj

2l

1C j�j j2l

� C2
X

�n<�j��nCı

.1C j�j j
2l/jcj j

2

� X
�n<�p��nCı

j j̨pj
2

�
� C3

X
�n<�j��nCı

.1C j�j j
2l/jcj j

2

� C3k�k
2
l :

Here, C2; C3 > 0 are positive constants independent of n, �, a. Also we have

kŒDa; �n;a��k
2
l�"

D

X
�n<�j��nCı

X
�n<�p��nCı

j�j � �nj
2.1C j�pj

2.l�"//jcj j
2
j j̨pj

2

� ı2
X

�n<�j��nCı

X
�n<�p��nCı

.1C j�j j
2.l�"//jcj j

2
j j̨pj

2
�
1C j�pj

2.l�"/

1C j�j j2.l�"/

� C4
X

�n<�j��nCı

.1C j�j j
2.l�"//jcj j

2

 X
�n<�p��nCı

j j̨pj
2

!
� C5

X
�n<�j��nCı

.1C j�j j
2.l�"//jcj j

2

� C6.�
�2l
n C ��2"n /k�k2l :

Here, C4, C5, C6 are positive constants independent of n, �, a.
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On the other hand, consider � 2 E1 \ P
?k
n;a , where P?kn;a is the L2

k
-orthogonal

complement of Pn;a \ L2k.S/ in L2
k
.S/. We can write

� D
X
�j>�n

cj ej :

Note that X
�j>�nCı

cj ej 2 E1 \ P
?k
n;a ;

X
�n<�j��nCı

cj ej 2 E1 \ P
?k
n;a :

We have

ŒDa; �n;a�� D �n;a
X

�n<�j��nCı

�j cj ej

D �n;a

� X
�n<�j��nCı

.�j � �n/cj ej C �n
X

�n<�j��nCı

cj ej

�
D

X
�n<�j��nCı

.�j � �n/cj�n;aej :

As before, using this equality, we can show that

kŒDa; �n;a��kl � C7k�kl ; kŒDa; �n;a��kl�" � C8�
�"
n k�kl

for some positive constants C7, C8 independent of n, �, a.
Therefore ŒDa; �n;a� extend to bounded maps L2

l
! L2

l
with

kŒDa; �n;a�WL
2
l ! L2l k � C9;

for some constant C9 independent of n, a. Also

sup
a2B

kŒDa; �n;a�WL
2
l .S/! L2l�".S/k ! 0

as n!1. We have proved (1).
We will prove (2). It is easy to see that if �n < �j � �n C ı, we have

�nej 2 .El/
�nCı
�n

:

So we can write
�nej D

X
�n<�p��nCı

j̨pep:

Because the operator norm of �nWL2k ! L2
k

is 1 and kej k2k D 1C j�j j
2k , we have

j�nj
2k

X
�n<�p��nCı

j j̨pj
2
�

X
�n<�p��nCı

j j̨pj
2.1C j�pj

2k/ � 1C j�j j
2k :
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Therefore, for j with �n < �j � �n C ı,X
�n<�p��nCı

j j̨pj
2
�
1C j�j j

2k

j�nj2k
� C9: (2.4.4)

Here, C9 > 0 is a constant independent of n, j . Take � 2 E1. We can write

� D
X
�j��n

cj ej C
X

�n<�j��nCı

cj ej C
X

�nCı<�j

cj ej :

Then

�n� D
X
�j��n

cj ej C
X

�n<�j��nCı

�n<�p��nCı

cj j̨pep:

Hence we obtain

k�n�k
2
l D

X
�j��n

jcj j
2.1C j�j j

2l/C
X

�n<�j��nCı

�n<�p��nCı

jcj j
2
j j̨pj

2.1C j�pj
2l/

� C10

� X
�j��n

jcj j
2.1C j�j j

2l/C .1C j�nj
2l/

X
�n<�j��nCı

�n<�p��nCı

jcj j
2
j j̨pj

2

�

� C11

� X
�j��n

jcj j
2.1C j�j j

2l/C .1C j�nj
2l/

X
�n<�j��nCı

jcj j
2

�
� C12k�nk

2
l ;

where we have used (2.4.4) and C10, C11, C12 are constant independent of n. There-
fore k�nWL2l ! L2

l
k � C12.

To prove Theorem 2.4.1, we need the following theorem and lemma.

Theorem 2.4.3 ([4, Theorem 1�]). Let W be a closed, spin manifold of odd dimen-
sion. Then there is C� > 0 such that each interval of length C� contains an eigen-
value of DA. Here, A is a connection on a complex vector bundle V over W and
DAWC

1.S˝ V /! C1.S˝ V / is the twisted Dirac operator.

Assume that indD D 0. By [40], we have a spectral section P0 of �D. By [40,
Lemma 8], using P0, we can construct a smoothing operator AW E0 ! E1 whose
image is included in the space spanned by finitely many eigenvectors of D such that
kerD0 D 0 and

E0.D
0/0�1 D P0;
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where D0 D D C A. Moreover, there is �0 � 0 such that A D 0 on E0.D/
��0
�1 and

E0.D/
1
�0

. From the construction of A in the proof of [40, Lemma 8], it is easy to see
that for �� 0 and �� 0,

E0.D/
�
�1 D E0.D

0/��1; E0.D/
1
� D E0.D

0/1� ; E0.D/
�

�
D E0.D

0/
�

�
:

Lemma 2.4.4. There is a constant ı > 0 such that for any � > 0 and a; a0 2 B ,

dim E0.D
0
a/
�
0 � dim E0.D

0
a0/
�Cı
0 :

Proof. Put

M D max
®
krvD

0
WL2.S/! L2.S/k W v 2 TB; kvk D 1

¯
:

Take a smooth path ¹atº`tD0 in B from a to a0 with k d
dt
atk D 1. Here, ` is the length

of the path. Since B is compact, we may assume that there is a constant C > 0

independent of a, a0 such that ` � C . Put

I D
®
t 2 Œ0; `� W 8s � t; dim E0.D

0
a/
�
0 � dim E0.D

0
as
/
�CsM
0

¯
:

Note that 0 2 I and that I is closed in Œ0; `� by the continuity of the eigenvalues of
D0as . It is sufficient to prove that sup I D `.

Put t0 D sup I and assume that t0 < `. Choose tC 2 .t0; `� with

tC � t0 � 1:

Let �1.t/; : : : ; �m.t/ be the eigenvalues of D0at with

0 < �1.t0/ � � � � � �m.t0/ � �C t0M

such that �j .t/ are continuous in t 2 Œt0; tC� and dim E.D0at0
/
�Ct0M
0 D m. Note that

t0 2 I since I is closed in Œ0; `� and that

dim E0.D
0
a/
�
0 � m

by the definition of I . Let �0 be the smallest eigenvalue ofD0at0 with �0 > �m.t0/. We
may assume that

M.tC � t0/� �0 � �m.t0/: (2.4.5)

By [22, Theorem 4.10, p. 291], we have

dist.�j .t/; †.D0at0 // �M.t � t0/

for t 2 Œt0; tC�. Here, †.D0at0 / is the set of eigenvalues of D0at0 . It follows from this
inequality and (2.4.5) that

0 < �j .t/ � �m.t0/CM.t � t0/ � �CMt
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for t 2 Œt0; tC� and j 2 ¹1; : : : ; mº. This implies that

dim E0.D
0
a/
�
0 � m � dim E0.D

0
at
/
�CtM
0

for t 2 Œt0; tC�. This is a contradiction and we obtain t0 D `.

Proof of Theorem 2.4.1. For some �� 0, to construct a spectral section P between
E.D/

�
�1 and E.D/

�Cı
�1 , it is sufficient to find a frame ¹f1; : : : ; frº in E0.D

0/
�Cı
0

such that
E0.D

0/
�
0 � span¹f1; : : : ; frº � E0.D

0/
�Cı
0 ; (2.4.6)

because the direct sum E0.D
0/0�1 ˚ span¹f1; : : : ; frº is a spectral section between

E0.D/
�
�1 and E0.D/

�Cı
�1 .

Put d D dimB . Fix an integerN withN � d . By Theorem 2.4.3, there is ı0 > 0
such that

dim.E0.D0a//
�Cı0
� � N (2.4.7)

for all a 2 B and � 2 R. By Lemma 2.4.4, we may assume that

dim E0.D
0
a0/
��ı0
0 � dim E0.D

0
a/
�
0 � dim E0.D

0
a0/
�Cı0
0 (2.4.8)

for all a; a0 2 B and � 2 R with � > ı0.
Fix a positive number ı with ı > 10ı0. Take� 2R with�� 0. For j 2 ¹0;1; : : : ;

dº, choose positive numbers

� < a�j < b
�
j < c

� < cC < aCj < bCj < �C ı

such that

b�jC1 < a
�
j ; bCj < aCjC1;

b�j < c
�
� 2ı0; cC C 2ı0 < a

C

j :

Take a CW complex structure of B such that for each j -dimensional cell e there are
real numbers ��.e/, �C.e/ such that ��.e/, �C.e/ are spectral gaps ofD0a for a 2 e
with

a�j < �
�.e/ < b�j ; aCj < �C.e/ < bCj :

Choose a 0-dimensional cell e0 (= 1 pt) and �0 2 .c�; cC/, and then put r ´
dim E0.D

0
e0
/
�0
0 .

Lemma 2.4.5. For any cell e and a 2 e, we have

dim E0.D
0
a/
��.e/
0 CN � r � dim E0.D

0
a/
�C.e/
0 �N:



Construction of spectral sections 29

Proof. Because �0 C 2ı0 < �C.e/, by (2.4.7) and (2.4.8), we have

dim E0.D
0
a/
�C.e/
0 � dim E0.D

0
a/
�0C2ı0
0

D dim E0.D
0
a/
�0Cı0
0 C dim E0.D

0
a/
�0C2ı0
�0Cı0

� dim E0.D
0
e0
/
�0
0 CN

D r CN:

Hence
r � dim E0.D

0
a/
�C.e/
0 �N:

The proof of the inequality dim E0.D
0
a/
��.e/
0 CN � r is similar.

By Lemma 2.4.5, for each 0-dimensional cell e, we can take a frame (meaning a
linearly independent collection) ¹f1; : : : ; frº of E0.D

0
e/
�C.e/
0 such that

E0.D
0
e/
��.e/
0 � hf1; : : : ; fri � E0.D

0
e/
�C.e/
0 :

Assume that we have a frame ¹f1; : : : ; frº in E0.D
0/10 on the .j � 1/-dimen-

sional skeleton of B such that

E0.D
0
a/
��.e/
0 � hf1;a; : : : ; fr;ai � E0.D

0
a/
�C.e/
0

for each cell e with dim e � j � 1 and a 2 e.
Take a cell e0 of B with dim e0 D j . Note that E0.D

0/
�C.e0/
0 , E0.D

0/
��.e0/
0 are

vector bundles over e0. We denote by F the bundle[
a2e0

®
frames of rank r in E0.D

0
a/
�C.e0/
0

¯
over e0.

Note that �C.e/ � �C.e0/ for any cell e with dim e � j � 1. Hence the frame
¹f1; : : : ; frº defines a section of F on the boundary @e0.

We have a homeomorphism

Fa Š GL.mIC/=GL.m � r IC/;

where a 2 e0, Fa is the fiber of F over a andmD dimE0.D
0
a/
�C.e0/
0 . By Lemma 2.4.5,

m D dim E0.D
0
a/
�C.e0/
0 � r CN:

Because N � d , we have
m;m � r � d:
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By the homotopy exact sequence,

�i .GL.mIC/=GL.m � r IC// D 0

for i D 0; 1; : : : ; d . Therefore we can extend ¹f1; : : : ; frº to a frame in E0.D
0/
�C.e0/
0

over e0. We will denote the extended frame on e0 by the same notation ¹f1; : : : ; frº.
We will modify ¹f1; : : : ; frº on the interior Int e0 of e0 to get a frame ¹f 01 ; : : : ; f

0
r º

such that
E0.D

0/
��.e0/
0 � hf 01 ; : : : ; f

0
r i � E0.D

0/
�C.e0/
0

on e0. Since ��.e0/ � ��.e/, on @e0 we have

E0.D
0/
��.e0/
0 � E0.D

0/
��.e/
0 � span¹f1; : : : ; frº:

As mentioned before, E0.D
0/
��.e0/
0 and E0.D

0/
�C.e0/
0 are vector bundles over e0.

Let
pWE0.D

0/
�C.e0/
0

ˇ̌
e0
! E0.D

0/
��.e0/
0

ˇ̌
e0

be the orthogonal projection.

Lemma 2.4.6. We can perturb f1; : : : ; fr slightly on Int e0 such that

E0.D
0/
��.e0/
0 D p.hf1; : : : ; fri/

on e0. Here, Int e0 is the interior of e0.

Proof. We may suppose that

E0.D
0/
�C.e0/
0

ˇ̌
e0
D e0 � .Cn

˚Cn0/; E 00.D
0/
��.e0/
0

ˇ̌
e0
D e0 � .Cn

˚ ¹0º/:

For each a 2 e0, we can write

fj;a D gj;a ˚ g
0
j;a;

where
gj;a 2 Cn; g0j;a 2 Cn0 :

Note that
Cn
D p.hf1;a; : : : ; fr;ai/

if and only if the .n� r/-matrix .g1;a : : :gr;a/ is of rank n. LetM be the set of .n� r/-
complex matrices, which is naturally a smooth manifold of dimension 2nr . We denote
by Rl the set of .n � r/-matrices of rank l . Then Rl is a smooth submanifold of M
of codimension 2.n � l/.r � l/. If l � n � 1 we have

codimR.Rl �M/ D 2.n � l/.r � l/ � 2.r � nC 1/ � 2.N C 1/� d:
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Here we have used
n D dim E0.D

0
a/
��.e0/
0 � r �N:

See Lemma 2.4.5. So we can slightly perturb .g1 : : : gr/ on Int e0 such that for all
a 2 e0 and l 2 ¹0; 1; : : : ; n � 1º,

.g1;a : : : gr;a/ 62 Rl :

Hence the rank of .g1;a : : : gr;a/ is n. Therefore Cn D p.hf1;a; : : : ; fr;ai/ for all
a 2 e0. We can assume that the perturbation is small enough such that after the per-
turbation, f1; : : : ; fr is still linearly independent.

By this lemma, we may suppose that

E0.D
0/
��.e0/
0 D p.hf1; : : : ; fri/

on e0. For a 2 e0, define FaWCr ! E0.D
0
a/
�C.e0/
0 by

Fa.c1; : : : ; cr/ D c1f1;a C � � � C crfr;a:

We have
E0.D

0
a/
��.e0/
0 D im.p ı Fa/:

Put
K ´

[
a2e0

ker.p ı Fa/:

ThenK is a subbundle of the trivial bundle Cr on e0. We have the orthogonal decom-
position

Cr
D K ˚K?:

We define
F 0WCr

! E.D0/
�C.e0/
0

ˇ̌
e0

by
F 0 D F jK C p ı F jK? :

Then
E.D0/

��.e0/
0

ˇ̌
e0
� imF 0:

Lemma 2.4.7. The following statements hold:

(1) F D F 0 on @e0.

(2) The map F 0 is injective on e0.
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Proof. (1) Take a 2 @e0. It is sufficient to show that FajK? D F
0
ajK? . Recall that

E0.D
0
a/
��.e0/
0 � imFa:

Since imFajKa � .E0.D
0
a/
��.e0/
0 /? and dim E0.D

0
a/
��.e0/
0 D dimK?a , we have

im.FajK?/ D E0.D
0
a/
��.e0/
0 :

Therefore, for v 2 K?a , F 0v.v/ D pFa.v/ D Fa.v/.

(2) Suppose that
F 0.v; v0/ D 0

for v 2 K; v0 2 K?. Then
F.v/C pF.v0/ D 0:

So we have
pF.v/C p2F.v0/ D 0:

Since v 2 K D kerp ı F and p2 D p,

pF.v0/ D 0:

Because p ı F is an isomorphism on K?, we have

v0 D 0:

Hence
F.v/ D 0;

which implies that v D 0 because F is injective.

Put
f 01;a ´ F 0a.e1/; : : : ; f

0
r;a ´ F 0a.er/

for a 2 e0. Here, e1; : : : ; er is the standard basis of Cr . Then the frame ¹f 01 ; : : : ; f
0
r º

of E0.D
0/
�C.e0/
0 on e0, which is an extension of the frame on @e0, has the property

that
E.D0/

��.e0/
0 � hf 01 ; : : : ; f

0
r i � E.D0/

�C.e0/
0 :

We have obtained a frame f1; : : : ; fr satisfying (2.4.6). Putting

P D E0.D
0/0�1 ˚ hf1; : : : ; fri;

we obtain a spectral section with

E0.D/
�
�1 � P � E0.D/

�Cı
�1 ;

where ı > 0 is a constant independent of �.



Construction of spectral sections 33

Take another positive number Q� with � � Q�. Doing this procedure one more
time, we get a frame ¹ Qf1; : : : ; Qfsº of P? \ E.D0/

Q�Cı
0 such that

E0.D/
Q�
�1 � P ˚ h

Qf1; : : : ; Qfsi � E0.D/
Q�Cı
�1 :

Repeating this, we get a sequence of spectral sections satisfying the conditions of
Theorem 2.4.1.

We will state a Pin.2/-equivariant version of Theorem 2.4.1. If s is a self-conju-
gate spinc structure of Y , we have an action of Pin.2/ on Ek . The action is induced
by the action of Pin.2/ on H1.Y / � L2

k
.S/, which is an extension of the S1-action,

defined by
j.a; �/ D .�a; j�/:

The Dirac operator D is Pin.2/-equivariant and we have the index

indD 2 KQ1.B/:

Here, KQ1.B/ is the quaternionic K-theory defined in [19], which is used in [33].

Theorem 2.4.8. If s is a self-conjugate spinc structure of Y and ind D D 0 in
KQ1.B/, then we have a sequence Pn of Pin.2/-equivariant spectral sections having
the properties of Theorem 2.4.1.

Proof. We will show an outline of the proof. Since indD D 0 in KQ1.B/, it fol-
lows from the arguments in [33, Section 1] that the family D of Dirac operators is
Pin.2/-equivariantly homotopic to a constant family. Hence we can apply the proof
of [40, Proposition 1] to show that there exists a Pin.2/-equivariant spectral section
P0 of �D.

Choose a CW complex structure of B such that for each cell e, .�1/ � e is also a
cell. Note that

�i .Sp.m/=Sp.m � r// D 0

for i D 1; : : : ; d , provided that m;m� r � d . Hence for �� 0, we can construct a
Pin.2/-equivariant frame f1; : : : ; fr of P?0 with

E0.D
0/
�
0 � hf1; : : : ; fri � E0.D

0/
�Cı
0

as in the proof of Theorem 2.4.1. Here, ı is the positive constant from the proof of
Theorem 2.4.1. Then

P0 ˚ hf1; : : : ; fri

is a Pin.2/-equivariant spectral section between E0.D/
�
�1 and E0.D/

�Cı
�1 . Repeating

this construction, we obtain the desired sequence Pn.
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2.5 Derivative of projections

LetDWEk! Ek�1 be the original Dirac operator. Recall that we have a canonical flat
connection r on Ek . See Section 2.3. Note that for a 2 B , v 2 TaB D H1.Y /, we
have

rvD D
d

dt

ˇ̌̌
tD0
DaCtv D

d

dt

ˇ̌̌
tD0
.Da C t�.v// D �.v/:

Here, �.v/ is the Clifford multiplication. Since v is a harmonic (and hence smooth)
1-form, we have kvkk < 1 for any k � 0. Therefore rvD is a bounded operator
from L2

k
.S/ to L2

k
.S/ for each k � 0.

Take � 2 R. We write ���1 for the L2-projection on E0.D/
�
�1. Similarly, ��

�
is

the L2-projection on E0.D/
�

�
. We have the following proposition.

Proposition 2.5.1. Fix a 2 B . Let ¹eiº1iD�1 be an L2-orthonormal basis of L2.S/
such that

Daei D �iei :

Here, �i are the eigenvalues ofDa. Take �;� 2 R with � < �. Suppose that �, � are
not eigenvalues of Da. For v 2 TaB D H1.Y /,

h.rv�
�

�
/ei ; ej i0

D

8̂̂̂̂
<̂̂
ˆ̂̂̂:

h�.v/ei ; ej i0

�i � �j
if �i < � < �j < � or � < �j < � < �i ;

h�.v/ei ; ej i0

�j � �i
if �j < � < �i < � or � < �i < � < �j ;

0 otherwise;

(2.5.1)

and

h.rv�
�
�1/ei ; ej i0 D

8̂̂̂̂
<̂̂
ˆ̂̂̂:

h�.v/ei ; ej i0

�i � �j
if �j < � < �i ;

h�.v/ei ; ej i0

�j � �i
if �i < � < �j ;

0 otherwise:

(2.5.2)

Here, �.v/ is the Clifford multiplication by v.

Proof. Since the connection r is induced by the trivial connection on H1.Y / �

C1.S/, to compute rv�
�

�
, rv�

�
�1, we can do computations over H1.Y / where

we have the canonical trivialization, and the covariant derivative is equal to the usual
exterior derivative.

Take a loop ��
�

in C defined by

�
�

�
D
®
x � i" W � � x � �

¯
[
®
�C iy W �" � y � "

¯
[
®
x C i" W � � x � �

¯
[
®
�C iy W �" � y � "

¯
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for some " > 0. We orient ��
�

counterclockwise. We will show that for � 2 C1.S/,

.�a/
�

�
� D

1

2�i

Z
�
�

�

.z �Da/
�1� dz:

See also [22, Chapter II, Section 4]. We can write

� D

1X
iD�1

ciei

for some ci 2 C with
1X

iD�1

jci j
2.1C j�i j

2k/ <1

for any k � 0. For z 2 C which is not an eigenvalue of Da, the operator z �Da is
invertible and

.z �Da/
�1� D

1X
iD�1

ci

z � �i
ei : (2.5.3)

Note that the sum in (2.5.3) converges uniformly on ��
�

in the L2
k

-norm for any k � 0
since ˇ̌̌ ci

z � �i

ˇ̌̌
� jci j .z 2 �

�

�
/

if ji j � 0. Hence, by the residue formula,

1

2�i

Z
�
�

�

.z �Da/
�1.�/ dz D

1X
iD�1

1

2�i

�Z
�
�

�

ci

z � �i
dz

�
ei

D

X
�<�i<�

ciei

D .�a/
�

�
�:

Here we have used the fact that we are allowed to take the term-by-term integration
because of the uniform convergence.

Take v 2 TaB D H1.Y /. Then, by the above formula for ��
�

, we have

.rv�
�

�
/ei D �

1

2�i

Z
�
�

�

.z �Da/
�1.rvD/.z �Da/

�1ei dz

D �
1

2�i

Z
�
�

�

.z �Da/
�1�.v/.z � �i /

�1ei dz

D �
1

2�i

Z
�
�

�

.z � �i /
�1.z �Da/

�1�.v/ei dz:
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Therefore

h.rv�
�

�
/ei ; ej i0 D �

1

2�i

Z
�
�

�

.z � �i /
�1
h�.v/ei ; .Nz �Da/

�1ej i0 dz

D �
1

2�i

Z
�
�

�

.z � �i /
�1
h�.v/ei ; .Nz � �j /

�1ej i0 dz

D �
h�.v/ei ; ej i0

2�i

Z
�
�

�

.z � �i /
�1.z � �j /

�1 dz:

From this, we obtain the formula (2.5.1) for h.rv�
�

�
/ei ; ej i0.

Note that since �.v/ defines a bounded operator L2 ! L2, we can see that the
operators .Ta/

�

�
, .Ta/

�
�1 defined by the right-hand side of (2.5.1) and (2.5.2) are

bounded from L2 to L2. Moreover, for each compact set K in H1.Y /, .Ta/
�

�
con-

verges to .Ta/
�
�1 on K uniformly as �! �1. We have

h.�aCtv/
�

�
.ei /; ej i0 � h.�a/

�

�
.ei /; ej i0 D

Z t

0

d

ds
h�aCsvei ; ej i0 ds

D

Z t

0

h.rv�aCsvei /; ej i0 ds

D

Z t

0

h.TaCsv/
�

�
.ei /; ej i0 ds:

Taking the limit as �! �1, we obtain

h.�aCtv/
�
�1.ei /; ej i0 � h.�a/

�
�1ei i0 D

Z t

0

h.TaCsv/
�
�1.ei /; ej i0 ds:

Therefore

h.rv�
�
�1/ei ; ej i0 D

d

dt

ˇ̌̌
tD0
h.�aCtv/

�
�1.ei /; ej i0 D h.Ta/

�
�1.ei /; ej i0:

We have obtained (2.5.2).

Corollary 2.5.2. Suppose that � is not an eigenvalue of Da. Then for each v 2 TB
and nonnegative k,

rv�
�
�1WL

2
k.S/! L2kC1.S/

is a bounded operator. Moreover, if j�j � 2, ˛ < k and if there is no eigenvalue of
Da in the interval Œ� � ��˛; �C ��˛�, for v 2 TaB with kvk � 1,

krv�
�
�1 W L

2
k.S/! L2k�˛.S/k � C:

Here, C > 0 is a constant independent of v, �. Similar statements hold for rv�
�

�
,

rv�
1
� .
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Proof. Let ei , �i be as in Proposition 2.5.1. Take v 2 TaB D H1.Y /. Put

�ij ´ h�.v/ei ; ej i0:

Take � D
P
i ciei 2 C

1.S/ with k�kk D 1. Since �.v/ is a bounded operator from
L2
k

to L2
k

we have

k�.v/�k2k D

X
i;j

ci�ij ej

2
k

D

X
j

ˇ̌̌̌X
i

ci�ij

ˇ̌̌̌2
.1C j�j j

2k/ � C1;

where C1 > 0 is a constant independent of �.
By Proposition 2.5.1, we have

k.rv�
�
�1/�k

2
kC1

D

 X
�i<�<�j

ci�ij

�j � �i
ej C

X
�j<�<�i

ci�ij

�i � �j
ej

2
kC1

D

X
�<�j

ˇ̌̌̌ X
�i<�

ci�ij

�j � �i

ˇ̌̌̌2
.1Cj�j j

2kC2/C
X
�j<�

ˇ̌̌̌ X
�<�i

ci�ij

�i � �j

ˇ̌̌̌2
.1Cj�j j

2kC2/:

Note that there is a constant C2 > 0 independent of i , j such that

1C j�j j
2kC2

j�j � �i j2
� C2.1C j�j j

2k/

for i , j with �i < � < �j or �j < � < �i . Hence

k.rv�
�
�1/�k

2
kC1 � C2

X
j

ˇ̌̌̌X
i

ci�ij

ˇ̌̌̌2
.1C j�j j

2k/ � C1C2:

Therefore rv�
�
�1 extends to a bounded operator L2

k
! L2

kC1
.

Next assume that there is no eigenvalue ofDa in the interval Œ����˛;�C��˛�.
Take v 2 TaB with kvk D 1. It is easy to see that if �i < � < �j or �j < � < �i we
have

1C j�j j
2k�2˛

j�i � �j j2
� C3.1C j�j j

2k/;

where C3 > 0 is independent of i , j . It follows from this and Proposition 2.5.1 that

krv�
�
�1WL

2
k ! L2k�˛k � C4;

where C4 > 0 is a constant independent of � and v.

Lemma 2.5.3. Fix positive numbers ˛, ˇ with ˛C 3 < ˇ and a 2H1.Y /. For � 2R
with j�j� 0, there exists�0 2 .�� j�j�˛;�C j�j�˛� such that there is no eigenvalue
of Da in the interval .�0 � j�j�ˇ ; �0 C j�j�ˇ �.
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Proof. Suppose that the statement is not true. Then there is a sequence �n with
j�nj ! 1 such that for any �0 2 .�n � j�nj�˛; �n C j�nj�˛� there is an eigenvalue
of Da in .�0 � j�nj�ˇ ; �0 C j�nj�ˇ �. Therefore, for each integer m with 1 � m �
j�nj

ˇ�˛ , there is an eigenvalue of Da in the interval .�n C .m � 1/j�nj�ˇ ; �n C
mj�nj

�ˇ �. This implies that

dim.E0.Da//
�nCj�nj

�˛

�n�j�nj�˛
� j�nj

ˇ�˛
� 1:

On the other hand, by the Weyl law,

dim.E.Da//
�nCj�nj

�˛

�n�j�nj�˛
� C j�nj

3:

We have obtained a contradiction.

Corollary 2.5.4. For � 2 R with j�j � 0, there is �0 2 Œ�; � C 1�, such that for
v 2 TB with kvk D 1,

krv�
�0

�1WL
2
k.S/! L2k�4.S/k � C:

Here, C > 0 is a constant independent of v, �. Similar statements hold for �1
�

, ��
�

.

Proof. This is a direct consequence of Corollary 2.5.2 and Lemma 2.5.3.

Proposition 2.5.5. Take a nonnegative real number m and a smooth spectral section
P of �D with

.E0.D//
��
�1 � P � .E0.D//

�C
�1:

Let �P be the L2-projection onto P . Then for each v 2 TB , rv�P is a bounded
operator from L2m.S/ to L2mC1.S/.

Proof. We can take an open covering ¹UiºNiD1 of B such that there are real numbers
�i , �i with �i < ��, �C < �i , which are not eigenvalues of Da for a 2 Ui . Also we
may assume that for each i , we have a trivialization

E0jUi Š Ui � L
2.S/

such that the flat connection r is equal to the exterior derivative d through this triv-
ialization. Also for each i , we have smooth L2-orthonormal frames fi;1; : : : ; fi;ri of
the normal bundle of .E0/

�i
�1jUi in P jUi . We can write

�P D �
�i
�1 C

riX
lD1

f �i;l ˝ fi;l

over Ui . We have

rv�P D rv�
�i
�1 C

riX
lD1

.rvf
�
i;l ˝ fi;l C f

�
i;l ˝rvfi;l/:
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By Corollary 2.5.2, rv�
�i
�1 is a bounded operator from L2m to L2mC1. Also we have

rvfi;l D rv.�
�i
�i
fi;l/ D .rv�

�i
�i
/fi;l C �

�i
�i
.rvfi;l/:

Since fi;l.b/ 2 C1.S/ for b 2 Ui , and rv�
�i
�i

is a bounded operator L2m ! L2mC1,
we have

rvfi;l.b/ 2 C
1.S/

for b 2 Ui . Also we have

jf �i;l.�/j D jhfi;l ; �i0j � k�k0

for � 2 C1.S/. Therefore

riX
lD1

f �i;l ˝rvfi;l WL
2
m ! L2mC1

is bounded.
Take � 2 C1.S/. We have

.rvf
�
i;l/.�/ D h�;rvfi;li0:

Note that rvfi;l.b/ 2 C1.S/ for b 2 Ui . Hence

k.rvf
�
i;l ˝ fi;l/.�/kmC1 D j.rvf

�
i;l/.�/ � fi;l jmC1 � Ck�k0:

Therefore
riX
lD1

rvf
�
i;l ˝ fi;l WL

2
m ! L2mC1

is bounded.

Corollary 2.5.6. Suppose that indD D 0 in K1.B/ and let P0 be a spectral section
of �D. Then there is a family of smoothing operators A acting on E0 such that the
kernel of D0 D D CA is trivial and

P0 D E0.D
0/0�1:

Moreover, for each positive number k and v 2 TB ,

rvD
0
WL2k.S/! L2k.S/

is bounded.
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Proof. The operator A is obtained as follows. (See the proof of [40, Lemma 8].) We
can take smooth spectral sections Q, R of D and a positive number s with

.E0/
�s
�1 � P0 � .E0/

s
�1; .E0/

�2s
�1 � Q � .E0/

�s
�1; .E0/

s
�1 � R � .E0/

2s
�1:

Put

D0 D �QD�Q � s�P0.1 � �Q/C .1 � �R/D.1 � �R/C s.1 � �P0/�R;

where �P0 , �Q, �R are the L2-projections. Then kerD0 D 0. The operator A is given
by

A D D0 �D:

The image of A is included in the subspace spanned by finitely many eigenvectors of
D. By Proposition 2.5.10, rv�P0 , rv�Q, rv�R are bounded operators from L2

k
.S/

to L2
kC1

.S/. Note that rvD is the Clifford multiplication of the harmonic 1-form v.
Hence rvD is a bounded operator L2

k
.S/! L2

k
.S/. Therefore rvD0 is a bounded

operator from L2
k

to L2
k

.

Proposition 2.5.7. The statements of Proposition 2.5.1, Corollary 2.5.2 and Corol-
lary 2.5.4 hold for the perturbed Dirac operator D0, replacing �.v/ with rvD0.

Proof. By Corollary 2.5.6, for any nonnegative number k,

rvD
0
WL2k.S/! L2k.S/

is bounded and we can do the same computations as those done for the original Dirac
operator D.

Lemma 2.5.8. For a positive integer k, a positive number l with l � k � 1 and
v 2 TaB , the expression

rvjD
0
j
k
WL2l ! L2l�kC1

is bounded.

Proof. Note that

jD0jk D .D0/k.1 � �P0/C .�1/
k.D0/k�P0 :

Here, �P0 is the L2-projection on P0. We have

rv.D
0/k D .rvD

0/.D0/k�1 CD0.rvD
0/.D0/k�2 C � � � C .D0/k�1rvD

0;

which implies that rv.D0/k is a bounded operator L2
l
! L2

l�kC1
by Corollary 2.5.6.

Also rv�P0 is a bounded operator L2
l
! L2

lC1
by Proposition 2.5.5.
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Remark 2.5.9. So far the authors have not been able to prove Lemma 2.5.8 in the
case when k is not an integer, though there is an explicit formula

jD0jk D
X
j

j�j j
k�j :

Here, �j is the projection onto the j th eigenspace which can be written as

�j D
1

2�i

Z
�j

.z �D/�1 dz:

Suppose that indD D 0 in K1.B/ and fix a spectral section P0 and recall the
definition of theL2

kC;k�
-inner product h�; �ikC;k� defined by using the perturbed Dirac

operatorD0 DDCA of Corollary 2.5.6. (See (2.3.5).) Let EkC;k� be the completion
of E1 with respect to h�; �ikC;k� .

We will prove a generalization of Proposition 2.5.5.

Proposition 2.5.10. Take nonnegative half-integers kC, k� and a smooth spectral
section P of �D with

.E0/
��
�1 � P � .E0/

�C
�1:

Let �P be the L2
kC;k�

-projection on P . Then for each nonnegative real number m,
v 2 TB , rv�P is a bounded operator from L2m.S/ to L2mC1.S/.

Proof. Let Ui , �i , �i be as in the proof of Proposition 2.5.5 and fi;1; : : : ; fi;ri are
smooth L2

kC;k�
-orthonormal frames of the normal bundle of .E0/

�i
�1jUi in P . We

can write

�P D �
�i
�1 C

riX
lD1

f �i;l ˝ fi;l

on Ui . Here,

f �i;l.�/ D h�P0�; jD
0
j
2k�fi;li0 C h.1 � �P0/�; jD

0
j
2kCfi;li0;

P0 is the fixed spectral section used to define the L2
kC;k�

-norm, and �P0 is the L2-
projection onto P0. We have

rv�P D rv�
�i
�1 C

riX
lD1

.rvf
�
i;l ˝ fi;l C f

�
i;l ˝rvfi;l/:

As stated in the proof of Proposition 2.5.5, rv��i and f �
i;l
˝ rvfi;l are bounded

operators from L2m to L2mC1.
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For � 2 C1.S/,

.rvf
�
i;l/.�/ D h.rv�P0/�; jD

0
j
2k�fi;Ci0 C h�P0�; .rvjD

0
j
2k�/fi;li0

C h�P0�; jD
0
j
2k�.rvfi;l/i0 � h.rv�P0/�; jD

0
j
2kCfi;Ii0

C h.1 � �P0/�; .rvjD
0
j
2kC/fi;li0

C h.1 � �P0/�; jD
0
j
2kC.rvfi;l/i0:

Note that 2k˙ are nonnegative integers. By Proposition 2.5.5 and Lemma 2.5.8,

k.rvf
�
i;l ˝ fi;l/.�/kmC1 D k.rvf

�
i;l/.�/ � fi;lkmC1 � Ck�k0:

Hence rvf �i;l ˝ fi;l are bounded operators from L2m to L2mC1.

Lemma 2.5.11. Let r be a connection on EkC;k� (which is not necessarily the flat
connection defined in Section 2.3). Let F be a subbundle in EkC;k� of finite rank and
�F WEkC;k� ! F be the L2

kC;k�
-projection. For a 2 B , �; 2 Fa and v 2 TaB , we

have

h.rv�F /�;  ikC;k� D 0:

Similarly, for �0;  0 2 F?a , we have

h.rv�F /�
0;  0ikC;k� D 0:

Proof. Since

�F �F D �F ;

we have

.rv�F /�F C �F .rv�F / D rv�F :

Hence

.rv�F /� C �F .rv�F /� D .rv�F /�:

Here we have used �F � D �. Therefore

�F .rv�F /� D 0;

which implies that

h.rv�F /�;  ikC;k� D 0:

The proof of the other equality is similar.
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2.6 Weighted Sobolev space

Assume that indD D 0 and fix a spectral section P0 of �D. LetD0 D D CA be the
perturbed Dirac operator as in Corollary 2.5.6.

From now on, for k > 0, we consider the norm defined by

k�kk D kjD
0
j
k�k0:

Note that this norm is equivalent to the original L2
k

-norm since kerD0 D 0. That is,
there is a constant C > 1 such that

C�1k.1C jDjk/�k0 � kjD
0
j
k�k0 � Ck.1C jDj

k/�k0:

Hence we can apply Corollary 2.5.2, Corollary 2.5.4, Proposition 2.5.7 to the Sobolev
norms with respect to D0.

Let Pn, Qn be spectral sections of �D, D with

.E0.D//
�n;�
�1 � Pn � .E0.D//

�n;C
�1 ;

.E0.D//
1
�n;C
� Qn � .E0.D//

1
�n;�

:

We may suppose that

�n;� C 10 < �n;C < �nC1;� � 10;

�nC1;C C 10 < �n;� < �n;C � 10;

�n;C � �n;� < ı; �n;C � �n;� < ı

for some positive number ı independent of n. See Theorem 2.4.1. By the definition
of D0 D D CA in the proof of Corollary 2.5.6, we have

E0.D/
�n;˙
�1 D E0.D

0/
�n;˙
�1 ;

E0.D/
1
�n;˙
D E0.D

0/1�n;˙

for n� 0. Fix half-integers kC; k� > 5. Put ` D min¹kC; k�º. Let �Pn , �Qn be the
L2
kC;k�

-projections on Pn, Qn. By Proposition 2.5.10, we can assume that for each
n, there is Cn > 0 such that for v 2 TB with kvk � 1,

krv�Pn WL
2
kC;k�

! L2`C1k � Cn; krv�Qn WL
2
kC;k�

! L2`C1k � Cn: (2.6.1)

Define a finite-dimensional subbundle Fn of E1 by

Fn D Pn \Qn � .E0/
�n;C
�n;�

:

We will next introduce weighted Sobolev spaces. Take positive numbers "n with

Cn"n �
1

n
; (2.6.2)
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where Cn are the constants from (2.6.1). Fix a smooth function

wWR! R

with

0 < w.x/ � 1 for all x 2 R;

w.x/ D "n if x 2 Œ�n;� � 3; �n;C C 3� [ Œ�n;� � 3; �n;C C 3� for some n:

Take a 2 H1.Y /. Let ¹ej ºj be an orthonormal basis of L2.S/ with

D0aej D �j ej ;

where �j are the eigenvalues of D0a.
For a positive number k and � D

P
j cj ej 2 C

1.S/, we define a weighted
Sobolev norm k�ka;k;w by

k�ka;k;w ´

�X
j

jcj j
2
j�j j

2kw.�j /
2

� 1
2

:

Denote by L2
a;k;w

.S/ the completion of C1.S/ with respect to k � ka;k;w . The family
¹k � ka;k;wºa2H1.Y / of norms induces a fiberwise norm k � kk;w on E1. We denote the
completion of E1 with respect to k � kk;w by Ek;w . Note that

k�kk;w � k�kk :

Proposition 2.6.1. Let kC, k� be half-integers with kC; k� > 5 and put ` D
min¹kC; k�º. Then

sup
v2B.TBI1/

krv�Pn WL
2
kC;k�

! L2`�5;wk ! 0:

A similar statement holds for �Qn .

Proof. For �; � 2 R, let ��
�

be the L2-projection to .E0.D0//
�

�
. Take a 2 B and

v 2 TaB with kvk � 1. By Corollary 2.5.4 and Proposition 2.5.7, for n� 0, we can
take

�n;� 2 Œ�n;� � 2; �n;� � 1�; �n;C 2 Œ�n;C C 1; �n;C C 2�

such that

krv�
�n;�
�1 WL

2
`�1 ! L2`�5k � C;

k.rv�
�n;C
�n;� /WL

2
`�1 ! L2`�5k � C;



Weighted Sobolev space 45

where C > 0 is a constant independent of n. Note that

�Pn D idE0 ı �Pn

D .�
�n;�
�1 C �

�n;C
�n;� C �

1
�n;C

/ ı �Pn

D �
�n;�
�1 C �

�n;C
�n;� ı �Pn :

Hence
rv�Pn D rv�

�n;�
�1 C .rv�

�n;C
�n;� /�Pn C �

�n;C
�n;� .rv�Pn/: (2.6.3)

For " > 0, take a positive number ˇ with ˇ > 1
"
. Then for any � 2 EkC;k� with

k�kkC;k� � 1, we have
k�1ˇ �k`�1 < ":

By Proposition 2.5.1 and Corollary 2.5.4, for n� 0 with ˇ < �n;�,

k.rv�
�n;�
�1 /�k`�5 D k.rv�

�n;�
�1 /.�ˇ�1� C �

1
ˇ �/k`�5

� C 0
� 1

jˇ � �n;�j
C "

�
: (2.6.4)

Here, C 0 > 0 is independent of n. Similarly,

k.rv�
�n;C
�n;� /�Pn�k`�5 � C

00
� 1

min¹jˇ � �n;Cj; jˇ � �n;�jº
C "

�
(2.6.5)

for n � 0, where C 00 > 0 is a constant independent of n. By the definition of the
weighted Sobolev norm k � k`;w and (2.6.2),

k�
�n;C
�n;� .rv�Pn/�k`;w � Cn"nk�kkC;k� �

1

n
: (2.6.6)

The statement follows from (2.6.3), (2.6.4), (2.6.5), (2.6.6).

Lemma 2.6.2. Let K be a compact set in H1.Y /. There is a norm k � kK;k;w on
C1.S/ such that for any a 2 K and � 2 C1.S/ we have

k�kK;k;w � k�ka;k;w :

Let L2
K;k;w

be the completion of C1.S/ with respect to k � kK;k;w . For l � k, the
natural map L2

l
! L2

K;k;w
is injective.

Proof. Take a compact set K in H1.Y / and fix a0 2 K. Choose a 2 K. Put

at D .1 � t /a0 C ta;

r D ka0 � ak;

ı´ max
®
krvD

0
WL2 ! L2k W t 2 Œ0; 1�; v 2 TatH

1.Y /; kvk D 1
¯
:
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Let QE0 be the trivial bundle H1.Y / � L2.S/ over H1.Y /, which is the pullback of
E0 by the projection H1.Y /! B . Also take a sequence ¹�lº1lD�1 of real numbers
with

�l C rı � �lC1:

We will prove that for each l , there is a constant cl.a/ > 0 such that for � 2
QE0.D

0
a0
/
�lC1
�l

, we have

cl.a/k�k0 � k.�a/
�lC1Crı

�l�rı
�k0: (2.6.7)

Fix an integer l . We consider the following set:

I D
®
t 2 Œ0; 1� W 8s 2 Œ0; 1�; s � t; 9c.s/ > 0; 8� 2 QE0.D

0
a0
/
�lC1
�l

;

c.s/k�k0 � k.�as /
�lC1Csrı

�l�srı
�k0

¯
:

Note that 0 2 I . To prove (2.6.7), it is sufficient to show that supI D 1. Put t0 D supI
and assume that t0 < 1.

Then take tC 2 .t0; 1� with jtC � t0j sufficiently small. For t 2 Œt0; tC�, let

�1.t/; : : : ; �m.t/

be the eigenvalues of D0at which are continuous in t such that

�l � t0rı < �1.t0/; �2.t0/; : : : ; �m.t0/ � �lC1 C t0rı;

dim QE0.D0at /
�lC1t0rı

�l�t0rı
D m:

Take real numbers ��, �C sufficiently close to �l � t0rı, �lC1 C t0rı, which are
not eigenvalues of D0at for t 2 Œt0; tC�, such that

QE0.D
0
at0
/
�C
��
D QE0.D

0
at0
/
�lC1Ct0rı

�l�t0rı
:

By [22, Theorem 4.10, p. 291], for t 2 Œt0; tC�,

�l � t rı < �1.t/; : : : ; �m.t/ � �lC1 C t rı

which implies that
QE0.D

0
at
/
�C
��
D QE0.D

0
at
/
�lC1Ctrı

�l�trı
:

So we have
k.�at /

�C
��
�k0 D k.�at /

�lC1Ctrı

�l�trı
�k0:

From the equality

d

dt
k.�at /

�C
��
�k20 D 2Reh.rv.�at /

�C
��
/�; �i0;
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for t 2 Œt0; tC� and � 2 QE0.D0at� /
�lC1Ct�rı

�l�t�rı
, we have

¹1 � 2M.t � t0/ºk�k0 � k.�at /
�C
��
�k0 D k.�at /

�lC1Ctrı

�l�trı
�k0;

where
M D max

®
krv.�t /

�C
��
WL2 ! L2k W t 2 Œt0; tC�

¯
and v D a � a0. Taking tC sufficiently close to t0, we have

2M jtC � t0j < 1:

This implies that
tC 2 I

and we get a contradiction. We have obtained (2.6.7).
Take a sufficiently small open neighborhood Ul;a of a in H1.Y /. Then for all

a0 2 Ul;a we have
1

2
cl.a/k�k0 � k.�a0/

�lC1CrıC1

�l�rı�1
�k0

for � 2 QE0.D0a0/
�lC1
�l

. Since K is compact, there exist al;1; : : : ; al;Nl 2 K such that

K � Ul;a1 [ � � � [ Ul;aNl
:

Take a small positive number " > 0 such that there are no eigenvalues ofD0a in Œ�"; "�
for a 2 K. Put

cl D min
®
cl.al;1/; : : : ; cl.al;Nl /

¯
;

w.l/´ min
®
jxjkw.x/ W x 62 Œ�"; "�; x 2 Œ�l�1; �lC2�

¯
:

For � 2 C1.S/, define

k�kK;k;w D

²X
l

� 1
10
clw.l/k.�a0/

�lC1
�l

�k0

�2³ 12
: (2.6.8)

Then
k�kK;k;w � k�ka;k;w

for all a 2 K and � 2 C1.S/. From definition (2.6.8) of k � kK;k;w , we have that the
natural map L2

l
! L2

K;k;w
is injective for l � k.

Proposition 2.6.3. Let W be a closed, oriented, smooth manifold and E be a vector
bundle onW . Let k be a positive number with k � 1, I be a compact interval in R and
k � k be any norm on C1.E/ such that k�k � k�kk�1 for all � 2 C1.E/. Assume
that the natural map L2

l
.E/! C1.E/ is injective for l � k � 1. Here, C1.E/ is
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the completion with respect to the norm k � k. We consider L2
l
.E/ to be a subspace of

C1.E/ through this map.
Suppose that we have a sequence nW I ! C1.E/ such that n are equicontin-

uous in k � k and uniformly bounded in L2
k

. Then after passing to a subsequence, n
converges uniformly in L2

k�1
to a continuous

 W I ! L2k�1.E/:

Proof. Let q1; q2; : : : ; be the rational numbers in I . Since n are uniformly bounded
in L2

k
, it follows from the Rellich lemma and the diagonal argument that there is a

subsequence n.i/ such that n.i/.qm/ converges inL2
k�1

(and hence in k � k) as i!1
for each m. Since n are equicontinuous in k � k, for any " > 0 and t 2 I , we can find
qm which is independent of i , with

kn.i/.t/ � n.i/.qm/k < ":

So we have, for any t ,

kn.i/.t/ � n.j /.t/k

� kn.i/.t/� n.i/.qm/k C kn.i/.qm/� n.j /.qm/k C kn.j /.qm/� n.j /.t/k

� kn.i/.qm/ � n.j /.qm/k C 2":

This implies that for each t 2 I , n.i/.t/ is a Cauchy sequence in k � k, and hence n.i/
has a pointwise limit  W I ! C1.E/, where C1.E/ is the completion with respect
to k � k.

Since n are equicontinuous in k � k, for any " > 0 there is ı > 0 such that for
t; t 0 2 I with jt � t 0j < ı we have kn.t/ � n.t 0/k < ". Taking the limit, we have
k.t/ � .t 0/k � ". We can choose finitely many rational numbers q1; : : : ; qN in I
such that for all t 2 I there is ql with l 2 ¹1; : : : ; N º such that jt � ql j < ı. If i0 is
large enough, for i > i0 we have kn.i/.qm/ � .qm/k < " for all m 2 ¹1; : : : ; N º.
Therefore, for i > i0,

kn.i/.t/ � .t/k � kn.i/.t/ � n.i/.ql/k C kn.i/.ql/ � .ql/k C k.ql/ � .t/k

< 3":

Hence n.i/ converges uniformly to  in k � k.
We first show that the limit  defined above in fact lies in L2

k� 12
. Indeed, for any

fixed t1 and any sequence ti ! t1 in I , we have that n.i/.ti / converges, in .k � 1
2
/-

norm, after extracting a subsequence, to some ı. However, as above, n.i/.ti / also
converges in k � k-norm to .t1/. Recall that L2

k� 12
is a subspace of C1.E/, so

ı 2 C1.E/, and we have

k.t1/ � ık � k.t1/ � n.i/.ti /k C kn.i/.ti / � ık

� k.t1/ � n.i/.ti /k C kn.i/.ti / � ıkk� 12
:
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It follows that ı D .t1/. This establishes that  is defined as a function I ! L2
k� 12

,

but not that it is continuous, nor that the ¹n.i/º converges pointwise in .k � 1
2
/-

norm. Note that, since kn.t/kk � C for a positive constant C independent of n, t by
assumption, we have k.t/kk� 12 � C for all t 2 I .

Assume that n.i/ does not converge uniformly in L2
k�1

. Then after passing to a
subsequence, there is "0 > 0 such that for any i we have ti 2 I with

kn.i/.ti / � .ti /kk�1 � "0:

After passing to a subsequence, ti converges to some t1 2 I . Then n.i/.ti / con-
verges to .t1/ in k � k. Since n.i/.ti / are uniformly bounded in L2

k
, by the Rellich

lemma, after passing to a subsequence n.i/.ti / converges to some ı in L2
k�1

; by the
argument to show that .t1/ 2 L2

k� 12
above, we see that ı D .t1/. Similarly, since

k.ti /kk� 12
�C for all i , after passing to a subsequence, .ti / converges to some ı0 in

L2
k�1

. Since .ti /! .t1/ in C1.E/, the previous argument gives that ı0 D .t1/.
Therefore, after passing to a subsequence,

kn.i/.ti / � .ti /kk�1 ! 0

as i!1. This is a contradiction. Thus n.i/ converges to  inL2
k�1

uniformly. Since
the convergence is uniform in L2

k�1
,  is continuous in L2

k�1
.

2.7 Proof of Theorem 2.3.3

Take half-integers kC, k� with kC; k� > 5 and with jkC � k�j � 1
2

. We put ` D
min¹kC; k�º and

An´ .BkC.F
C
n IR/ �B Bk�.F

�
n IR// �B .BkC.W

C
n IR/ �B Bk�.W

�
n IR//:

We want to prove that An are isolating neighborhoods for 'n;kC;k� D 'n for n large.
If this is not true, after passing to a subsequence,

invAn \ @An 6D ;

for all n. Then we can take

yn;0 D .�n;0; !n;0/ 2 invAn \ @An:

After passing to a subsequence, we may suppose that one of the following cases holds
for all n:

(i) �Cn;0 2 SkC.F
C
n IR/

(ii) ��n;0 2 Sk�.F
�
n IR/,
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(iii) !Cn;0 2 SkC.W
C
n IR/,

(iv) !�n;0 2 Sk�.W
�
n IR/.

Let n D .�n; !n/WR! Fn ˚Wn be the solution to (2.3.10) with n.0/ D yn;0:�d�n
dt

.t/
�
V
D �.rXH�Fn/�n.t/ � �Fn

�
D�n.t/C c1.n.t//

�
;�d�n

dt
.t/
�
H
D �XH .�n.t//;

d!n

dt
.t/ D � � d!n.t/ � �Wnc2.n.t//:

(2.7.1)

We have

k�Cn .t/kkC �R; k�
�
n .t/kk� �R; k!

C
n .t/kkC �R; k!

�
n .t/kk� �R (2.7.2)

for all t 2 R. By the Sobolev multiplication theorem,

kc1.n.t//k` � Ckn.t/k
2
` � CR

2;

kc2.n.t//k` � Ckn.t/k
2
` � CR

2;

kXH .�.t//k` � Ckn.t/k
2
` � CR

2:

Let� �H1.Y / be a fundamental domain of the action of H 1.Y IZ/ on H1.Y /,
which is a bounded set. By the path lifting property of the covering space H1.Y / �

L2
kC;k�

.S/! EkC;k� , we have a lift

Qn D . Q�n; !n/WR! H1.Y / � L2kC;k�.S/ � L
2
kC;k�

.im d�/

of n with
pH . Qn.0// 2 �: (2.7.3)

By (2.7.1), we have �d�n
dt

.t/
�
H

 � CR2: (2.7.4)

Fix T > 0. It follows from (2.7.3) and (2.7.4) that we can take a compact set KT of
H1.Y / such that for any n and t 2 Œ�T; T � we have

pH . Qn.t// 2 KT :

Note that d Q�n
dt

is uniformly bounded on Œ�T; T � in k � kKT ;`�5;w by (2.7.1),
Proposition 2.6.1 and Lemma 2.6.2, which implies that Q�n are equicontinuous in
L2
KT ;`�5;w

on Œ�T;T �. The !n are also equicontinuous inL2
`�1

. By Proposition 2.6.3,
after passing to a subsequence, QnjŒ�T;T � converges to a map

Q .T / D . Q�.T /; !.T //W Œ�T; T �! H1.Y / � L2`�1.S/ � L
2
`�1.im d�/
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uniformly in L2
`�1

. By the diagonal argument, we can show that there is a continuous
map

Q D . Q�; !/ W R! H1.Y / � L2`�1.S/ � L
2
`�1.im d�/

such that, after passing to a subsequence, Qn converges to Q uniformly in L2
`�1

on
each compact set in R.

Lemma 2.7.1. The limit Q is a solution to the Seiberg–Witten equations over Y �R.

Proof. Fix T > 0. For t 2 Œ�T; T �, we have

Q�n.t/ � Q�n.0/

D

Z t

0

d Q�n

ds
.s/ ds

D �

Z t

0

.rXH� zFn/
Q�n.s/C� zFn

�
D Q�n.t/C c1. Qn.t//

�
CXH .�n.s// ds: (2.7.5)

We have that pH . Qn.t// 2 KT for any n and t 2 Œ�T; T �. Note that we have no
estimate on .rXH�Fn/ Q�n in any L2j -norm and that we just have control on it in the
auxiliary space L2

KT ;`�5;w
. By Proposition 2.6.1 and Lemma 2.6.2,

.rXH� zFn/
Q�n.s/! 0

uniformly in L2
KT ;`�5;w

as n!1. Recall that Q�n, !n converge in L2
`�1

uniformly
on Œ�T; T �. It follows from Proposition 2.4.2 and the inequality

k�FnD
Q�n �D Q�k`�2 D k�FnD

Q�n �D Q�n CD Q�n �D Q�k`�2

� kŒ�Fn ;D�
Q�nk`�2 C kD Q�n �D Q�k`�2

that �FnD Q�n converges to D Q� uniformly in L2
`�2

on Œ�T; T �.
Taking the limit with n!1 in (2.7.5), we obtain

Q�.t/ � Q�.0/ D �

Z t

0

�
D Q.t/C c1. Q.t//

�
CXH . Q�.s// ds:

Hence, by the fundamental theorem of calculus,

d Q�

dt
.t/ D �

�
D Q�.t/C c1. Q.t//

�
�XH . Q�.t//:

A priori, the left-hand side d Q�
dt
.t/ only lives in the auxiliary space L2

KT ;`�5;w
. How-

ever, since L2
`�2

is a subspace of L2
KT ;`�2;w

and the right-hand side is in L2
`�2

,
d Q�
dt
.t/ is in L2

`�2
and both sides are equal to each other as elements of L2

`�2
.
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Similarly, we can show that

d!

dt
.t/ D � � d!.t/ � c2. Q.t//:

Therefore Q is a solution to the Seiberg–Witten equations (2.3.4) and the ordinary
theory of elliptic regularity shows that Q is in C1 as a section on any compact set in
Y � .�T; T /.

Composing Q WR! H1.Y / � L2
`�1
.S/ � L2

`�1
.im d�/ with the projection

H1.Y / � L2`�1.S/ � L
2
`�1.im d�/! E`�1 ˚W`�1;

we get a Seiberg–Witten trajectory

 WR! E`�1 ˚W`�1:

Since k.t/k`�1 � R for all t 2 R,  has finite energy. By Proposition 2.3.2,

k.t/kkC;k� � RkC;k� ; (2.7.6)

for all t 2 R.
Assume that case (i) holds for all n. We have

k�Cn .0/kkC D R:

Lemma 2.7.2. There is a constant C > 0 such that for all n,

k�Cn .0/kkCC 12
< C:

Proof. Note that
d

dt

ˇ̌̌
tD0
k�Cn .t/k

2
kC
D 0:

Let us consider the case when kC 2 1
2
Z n Z.

Let �C be the L2
kC;k�

-projection onto EC
kC;k�

. (That is, �C D 1 � �P0 .) Then
we have

1

2

d

dt

ˇ̌̌
tD0
k�Cn .t/k

2
kC
D
1

2

d

dt

ˇ̌̌
tD0
hjD0jkCC

1
2�C�n.t/; jD

0
j
kC�

1
2�C�n.t/i0

D h.rXH jD
0
j
kCC

1
2 /�Cn .0/; jD

0
j
kC�

1
2�Cn .0/i0

C hjD0jkCC
1
2�Cn .0/; .rXH jD

0
j
kC�

1
2 /�Cn .0/i0

C Reh.rXH�
C/�n.0/; �

C
n .0/ikC C Re

Dd�n
dt

.0/; �Cn .0/
E
kC
:
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Note that kC C 1
2

and kC � 1
2

are integers. By Lemma 2.5.8,ˇ̌
h.rXH jD

0
j
kCC

1
2 /�Cn .0/; jD

0
j
kC�

1
2�Cn .0/i0

ˇ̌
� Ck�Cn .0/k

2

kC�
1
2

� CR2;ˇ̌
hjD0jkCC

1
2�Cn .0/; .rXH jD

0
j
kC�

1
2 /�Cn .0/i0

ˇ̌
� Ck�Cn .0/kkCC 12

k�Cn .0/kkC� 12

� CRk�Cn .0/kkCC 12
:

By Proposition 2.5.10,ˇ̌
h.rXH�

C/�n.0/; �
C
n .0/ikC

ˇ̌
� k.rXH�

C/�n.0/kkCk�
C
n .0/kkC

� Ck�n.0/kkC�1k�
C
n .0/kkC

� Ck�n.0/k`k�
C
n .0/kkC

� CR2:

We haveDd�n
dt

.0/; �Cn .0/
E
kC

D �
˝
.rXH�Fn/�n.0/C �Fn

�
D0�n.0/ �A�n.0/C c1.n.0//

�
; �Cn .0/

˛
kC
:

By Lemma 2.5.11,

h.rXH�Fn/�n.0/; �
C
n .0/ikC D h.rXH�Fn/�n.0/; �

C
n .0/ikC;k� D 0:

We have

h�FnD
0�n.0/; �

C
n .0/ikC D hD

0�n.0/; �Fn�
C
n .0/ikC

D hD0�n.0/; �
C
n .0/ikC

D k�Cn .0/k
2

kCC
1
2

:

Since A is a smoothing operator,

jh�FnA�n.0/; �
C
n .0/ikC j � Ck�n.0/k0k�n.0/kkC � CR

2:

Since D0 is self-adjoint,

jh�Fnc1.n.0//; �
C
n .0/ikC j D jhc1.n.0//; �

C
n .0/ikC j

D jhjD0jkCc1.n.0//; jD
0
j
kC�Cn .0/i0j

D jhjD0jkC�
1
2 c1.n.0//; jD

0
j
kCC

1
2�Cn .0/i0j

� kc1.n.0//kkC� 12
k�Cn .0/kkCC 12

� Ckc1.n.0//k`k�
C
n .0/kkCC 12

.` D min¹kC; k�º/

� CR2k�Cn .0/kkCC 12
:
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Therefore

0 D
1

2

d

dt

ˇ̌̌
tD0
k�Cn .t/k

2
kC
� �k�Cn .0/k

2

kCC
1
2

C CR2k�Cn .0/kkCC 12
C CR2:

This inequality implies that the sequence k�Cn .0/kkCC 12 is bounded.
The proof in the case kC 2 Z is similar.

It follows from Lemma 2.7.2 and the Rellich lemma that after passing to a subse-
quence, �Cn .0/ converges to �C.0/ in L2

kC
strongly. By the assumption, k�Cn .0/kkC

D R for all n. Hence,

k.0/kkC;k� � k�
C.0/kkC;k� D R:

This contradicts (2.7.6).
Let us consider case (ii). In this case, we have

k��n .0/kk� D R:

Lemma 2.7.3. There is a constant C > 0 such that for all n,

k��n .0/kk�C 12
< C:

Proof. Note that
hD0�n.0/; �

�
n .0/ik� D �k�

�
n .0/k

2

k�C
1
2

:

As in the proof of Lemma 2.7.2, we can show that

0 D
d

dt

ˇ̌̌
tD0
k��n .t/k

2
k�
� k��n .0/k

2

k�C
1
2

� CR2k�Cn .0/kk�C 12
� CR2:

This implies that the sequence k��n .0/kk�C 12 is bounded.

By the Rellich lemma, ��n .0/ converges to ��.0/ in L2
k�

strongly. Hence

k.0/kkC;k� � k�
�.0/kk� D R:

We get a contradiction.
In the other cases (iii), (iv) where yn;0 is in the other components of @An, we

similarly have a contradiction.

Definition 2.7.4. For this definition we refer to some notions from parameterized
homotopy theory and parameterized Conley index theory; refer to Sections A.1
and A.2, respectively. For notation as in Theorem 2.3.3, let �WF Œn�.Y; s/ be the
parameterized Conley index of the flow 'n;kC;k� on the isolated invariant set An.
We call �WF Œn�.Y; s/ the pre-Seiberg–Witten Floer invariant of .Y; s/ (for short,
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the pre-SWF invariant of .Y; s/). The object �WF Œn�.Y; s/ is an (equivariant) topo-
logical space, depending on a number of choices (which are not all reflected in its
notation). First, �WF Œn�.Y; s/ depends on the choice of an index pair, but its (equiv-
ariant, parameterized) homotopy type is independent of the choice of index pair –
we will abuse notation and also write �WF Œn�.Y; s/ for its (equivariant, parameter-
ized) homotopy type. It also depends on a choice of metric on Y , as well as spectral
sections Pn, Qn and subspaces W ˙n , as in the preliminaries to Theorem 2.3.3.

The projection used in the parameterized Conley index is from the ex-space Bn;R
over Pic.Y /, as explained in the discussion after Theorem 2.3.3.

We write �WF u
Œn�.Y;s/ to refer to the Conley index with trivial parameterization.

By Lemma A.2.7, �Š�WF Œn�.Y; s/ D �WF u
Œn�.Y; s/, where �W B ! � is the map

collapsing the Picard torus to a point, and �Š is as defined in Appendix A.1.

If s is a self-conjugate spinc structure, the bundle L2
k
.S/ �H1.Y / � L2

k
.im d�/

admits a Pin.2/-action extending the S1-action on spinors, by

j.�; v; !/ D .j�;�v;�!/:

In the event that the spectral sections Pn, Qn are preserved by the Pin.2/-action,
then the approximate flow on Fn ˚ Wn will be Pin.2/-equivariant, and we define
�WF

Pin.2/
Œn�

.Y; s/ to be the Pin.2/-equivariant parameterized Conley index, so that its
underlying S1-space is �WF Œn�.Y;s/. We similarly define �WF

u;Pin.2/
Œn�

.Y; s/ (and we

will occasionally write �WF
u;S1

Œn�
.Y; s/ to distinguish what equivariance is meant).

See Theorem 2.4.8 for the existence of Pin.2/-equivariant spectral sections.


