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Applying the theory of strongly smooth operators, we derive a limiting absorption principle
(LAP) on any compact interval in ℝ\{0} for the free massless Dirac operator,

H0 = α ⋅ (−i∇)

in [L2(ℝn)]N, n ∈ ℕ, n ≥ 2, N = 2⌊(n+1)/2⌋. We then use this to demonstrate the absence
of singular continuous spectrum of interacting massless Dirac operators H = H0 + V , where
the entries of the (essentially bounded) matrix-valued potential V decay like O(|x|−1−ε) as
|x| → ∞ for some ε > 0. This includes the special case of electromagnetic potentials decay-
ing at the same rate. In addition, we derive a one-to-one correspondence between embed-
ded eigenvalues of H in ℝ\{0} and the eigenvalue −1 of the (normal boundary values of
the) Birman–Schwinger-type operator

V2(H0 − (λ0 ± i0)I[L2(ℝn)]N)−1V∗
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Abstract

Applying the theory of strongly smooth operators, we derive a limiting absorption
principle (LAP) on any compact interval in Rn¹0º for the free massless Dirac opera-
tor,

H0 D ˛ � .�ir/

in ŒL2.Rn/�N , n 2 N, n � 2, N D 2b.nC1/=2c. We then use this to demonstrate
the absence of singular continuous spectrum of interacting massless Dirac operators
H D H0 C V , where the entries of the (essentially bounded) matrix-valued poten-
tial V decay like O.jxj�1�"/ as jxj ! 1 for some " > 0. This includes the special
case of electromagnetic potentials decaying at the same rate. In addition, we derive
a one-to-one correspondence between embedded eigenvalues of H in Rn¹0º and the
eigenvalue �1 of the (normal boundary values of the) Birman–Schwinger-type oper-
ator

V2
�
H0 � .�0 ˙ i0/IŒL2.Rn/�N

��1
V �
1 :

Upon expressing �. � IH;H0/ as normal boundary values of regularized Fredholm de-
terminants to the real axis, we then prove that in the concrete case .H;H0/, under ap-
propriate hypotheses on V (implying the decay of V like O.jxj�n�1�"/ as jxj!1),
the associated spectral shift function satisfies �. � IH;H0/ 2 C..�1; 0/ [ .0;1//,
and that the left and right limits at zero, �.0˙IH;H0/ D lim"#0 �.˙"IH;H0/, exist.

This fact is then used to express the resolvent regularized Witten index of the
non-Fredholm operator D

A
in L2

�
RI ŒL2.Rn/�N

�
given by

DA D
d

dt
C A; dom.DA/ D W 1;2

�
RI ŒL2.Rn/�N

�
\ dom.A�/;

where
A D A� C B; dom.A/ D dom.A�/;

in terms of �. � IH;H0/. Here A, A�, AC, B, and BC inL2
�
RI ŒL2.Rn/�N

�
are gen-

erated with the help of the Dirac-type operators H;H0 and potential matrices V , via

A.t/ D A� C B.t/; t 2 R; A� D H0; AC D A� C BC D H;

B.t/ D b.t/BC; t 2 R; BC D V;

in ŒL2.Rn/�N , assuming

b.k/ 2 C1.R/ \ L1.RI dt/; k 2 N0; b0 2 L1.RI dt/;

lim
t!1

b.t/ D 1; lim
t!�1

b.t/ D 0:



vi

In particular, A˙ are the asymptotes of the family A.t/, t 2 R, as t ! ˙1 in the
norm resolvent sense. (Here L2.RIH / D

R ˚

R dt H and T D
R ˚

R dt T .t/ represent
direct integrals of Hilbert spaces and operators.)

Introducing the nonnegative, self-adjoint operators

H1 D D�
ADA; H2 D DAD�

A

inL2.RI ŒL2.Rn/�N /, one of the principal results proved in this manuscript expresses
the resolvent regularized Witten index Wk;r.DA

/ of D
A

in terms of spectral shift
functions via

Wk;r.DA/ D �L.0CIH2;H1/ D
�
�.0CIH;H0/C �.0�IH;H0/

�ı
2;

k 2 N; k � dn=2e:

Here the notation �L.0CIH2;H1/ indicates that 0 is a right Lebesgue point for
�. � IH2;H1/, and Wk;r.T / represents the kth resolvent regularized Witten index of
the densely defined, closed operator T in the complex, separable Hilbert space K ,
defined by

Wk;r.T / D lim
�"0
.��/k trK

�
.T �T � �IK/

�k
� .T T �

� �IK/
�k
�
;

whenever the limit exists for some k 2 N.
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Chapter 1

Introduction

The primary motivation for writing this manuscript was to express the Witten index of
a certain class of non-Fredholm operators, generated from multi-dimensional, mass-
less Dirac operators, in terms of appropriate underlying spectral shift functions. This
goal necessitated a detailed control over continuity properties (more precisely, the
existence of Lebesgue points) for the spectral shift functions involved, and hence the
bulk of this manuscript is devoted to an exhaustive investigation of the spectral prop-
erties of multi-dimensional, massless Dirac operators.

We refer the reader to Appendix E for notational conventions used throughout
this manuscript.

To set the stage, let n 2 N, n � 2, N D 2b.nC1/=2c, and denote by j̨ , 1 � j � n,
˛nC1 WD ˇ, nC 1 anti-commuting Hermitian N �N matrices with squares equal to
IN , that is,

˛�j D j̨ ; j̨˛k C ˛k j̨ D 2ıj;kIN ; 1 � j; k � nC 1; (1.1)

and introduce in ŒL2.Rn/�N the free massless Dirac operator

H0 D ˛ � .�ir/ D

nX
jD1

j̨ .�i@j /; dom.H0/ D ŒW 1;2.Rn/�N ; (1.2)

where @j D @=@xj , 1 � j � n. Introducing the self-adjoint matrix-valued potential
V D ¹V`;`0º1�`;`0�N satisfying for some fixed � 2 .1;1/, C 2 .0;1/,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�� for a.e. x 2 Rn; 1 � `; `0 � N; (1.3)

then permits one to introduce the massless Dirac operator H in ŒL2.Rn/�N via

H D H0 C V; dom.H/ D dom.H0/ D ŒW 1;2.Rn/�N : (1.4)

In this context we recall our convention

ŒL2.Rn/�N D L2
�
RnICN

�
; ŒW 1;2.Rn/�N D W 1;2

�
RnICN

�
; etc.;

to be used throughout.
Then H0 and H are self-adjoint in ŒL2.Rn/�N , with essential spectrum covering

the entire real line,
�ess.H/ D �ess.H0/ D �.H0/ D R;

In addition,
�ac.H0/ D R; �p.H0/ D �sc.H0/ D ;:
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Relying on the theory of (local) Kato-smoothness (see, e.g., [140, Section XIII.7],
[184, Chapter 4], and [186, Chapters 0–2]) and its variant, strong (local)Kato-smooth-
ness (see, e.g., [184, Chapter 4], [186, Chapters 0–2]), then yields under the stated
hypotheses on V that actually,

�ess.H/ D �ac.H/ D R; (1.5)

�sc.H/ D ;; (1.6)

�s.H/ \ .Rn¹0º/ D �p.H/ \ .Rn¹0º/; (1.7)

with the only possible accumulation points of �p.H/ being 0 and ˙1. Relations
(1.5)–(1.7) describe only the tip of the proverbial iceberg in connection with Chap-
ters 2 and 3. In fact, leading up to (1.7) we establish a limiting absorption principle
(LAP) on any compact interval in Rn¹0º for the free (i.e., non-interacting) mass-
less Dirac operator H0, prove the absence of singular continuous spectrum of H D

H0 C V for matrix elements V`;`0 , 1 � `; `0 � N , of V decaying like O.jxj�1�"/ as
jxj!1 for some " > 0, derive Hölder continuity of the boundary values .H0 � .�˙
i0/IŒL2.Rn/�N /

�1 in appropriate weighted L2-spaces for � varying in compact subin-
tervals of Rn¹0º, and derive Hölder continuity of the boundary values .H � .� ˙

i0/IŒL2.Rn/�N /
�1 in appropriate weighted L2-spaces for � varying in compact subin-

tervals of Rn¹0º away from the possibly embedded eigenvalues of H . In particular,
factoring V into V D V �

1 V2, we derive a 1 � 1-correspondence between embedded
eigenvalues of H in Rn¹0º and the eigenvalue �1 of the (normal boundary values of
the) Birman–Schwinger-type operator V2.H0 � .�0 ˙ i0/IŒL2.Rn/�N /

�1V �
1 .

This leaves open the existence of eigenvalues embedded in the essential spectrum,
and particularly, the existence of an eigenvalue 0. To deal with these situations one
follows [103, Theorem 2.3] and assumes in addition that

V W Rn ! Cn�n is Lebesgue measurable and self-adjoint a.e. on Rn;

and that

for some R > 0; V 2 ŒC 1.ER/�
N�N ; where ER D

®
x 2 Rn j jxj > R

¯
; (1.8)

and
jxj1=2V`;`0.x/ D

jxj!1
o.1/; .x � rV`;`0/.x/ D

jxj!1
o.1/; (1.9)

for 1 � `; `0 � N , uniformly with respect to directions. Under all these conditions on
V one then obtains

�p.H/ � ¹0º: (1.10)

This still leaves open the possibility of an eigenvalue 0. To exclude that as well [103,
Theorem 2.1] assume in addition that

ess: sup
x2Rn

jxjkV.x/kB.CN / � C for some C 2
�
0; .n � 1/=2

�
; (1.11)
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with k � kB.CN / denoting the operator norm of anN �N matrix in CN . Then finally,

�p.H/ D ;; (1.12)

and hence H and H0 are unitarily equivalent under these conditions on V . The facts
(1.10) and (1.12) are discussed in detail in Chapter 4.

We emphasize, however, that in the bulk of this manuscript we will not assume
(1.11) as we explicitly intend to include situations with 0 an eigenvalue (and/or a
threshold resonance) of H .

Chapter 5 provides a detailed study of the Green’s function (matrix) of the free
Dirac operator H0, that is, the integral kernel of the resolvent .H0 � zIŒL2.Rn/�N /

�1,
in terms of the Hankel function of order 1 and half integer index .n � 2/=2 and n=2,

G0.zI x; y/ WD .H0 � zI /
�1.x; y/

D i4�1.2�/.2�n/=2jx � yj2�nz Œzjx � yj�.n�2/=2H
.1/

.n�2/=2
.zjx � yj/IN

� 4�1.2�/.2�n/=2jx � yj1�nŒzjx � yj�n=2H
.1/

n=2
.zjx � yj/˛ �

.x � y/

jx � yj
: (1.13)

The Green’s functionG0.zI � ; � / ofH0 continuously extends to z 2 CC, in particular,
the limit z ! 0 exists,

lim
z!0;

z2CCn¹0º

G0.zI x; y/ WDG0.0Ci 0I x; y/D i2
�1��n=2�.n=2/ ˛ �

.x�y/

jx�yjn
;

x; y 2 Rn; x ¤ y; n 2 N; n � 2; (1.14)

and no blow up occurs for all n 2 N, n � 2.
This chapter ends with various boundedness properties of integral operators R0;ı

and R0;ı.z/ in ŒL2.Rn/�N , n � 2, associated with integral kernels that are bounded
entrywise byˇ̌

R0;ı. � ; � /j;k
ˇ̌
�C h � i

�ı
ˇ̌
G0.0I � ; � /j;k

ˇ̌
h � i

�ı ; ı�1=2; 1�j; k�N; (1.15)

and ˇ̌
R0;ı.zI � ; � /j;k

ˇ̌
� C h � i

�ı
ˇ̌
G0.zI � ; � /j;k

ˇ̌
h � i

�ı ;

ı � .nC 1/=4; z 2 CC; 1 � j; k � N; (1.16)

for some C 2 .0;1/. In particular, we prove that

R0;ı 2 B
�
ŒL2.Rn/�N

�
; ı � 1=2; (1.17)

R0;ı.z/ 2 B
�
ŒL2.Rn/�N

�
; ı > .nC 1/=4; z 2 CC: (1.18)
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Chapter 6 takes the boundedness property of R0;ı and R0;ı.z/ a step further by
proving trace ideal properties. In fact, employing interpolation techniques for trace
ideals, we prove, among a variety of related results, that for n � 2 and ı > .nC 1/=4,

R0;ı.z/ 2 Bp
�
ŒL2.Rn/�N

�
; p > n; z 2 CC: (1.19)

Since we are dealing with n-dimensional Dirac operators, n � 2, the study of
resolvents alone is insufficient and certain n-dependent powers of the resolvent ofH0
and H naturally enter the analysis. As a result, in Chapter 7 we prove that for all
k 2 N, k � n,�
.H � zIŒL2.Rn/�N /

�k
� .H0 � zIŒL2.Rn/�N /

�k
�
2 B1

�
ŒL2.Rn/�N

�
; z 2 CnR;

as well as for all " > 0,

V
�
H 2
0 C IŒL2.Rn/�N

��.n=2/�"
2 B1

�
ŒL2.Rn/�N

�
;

now assuming additional decay of V of the type, for some " > 0,

V 2 ŒL1.Rn/�N�N ;
ˇ̌
V`;`0.x/

ˇ̌
�C hxi�n�" for a.e. x2Rn; 1�`; `0�N: (1.20)

The next two chapters, Chapters 8 and 9, are devoted to the notion of the spectral
shift function for a pair of self-adjoint operators .S;S0/ in H , particularly building on
work of Yafaev [185]: We start by introducing the class of functions Fr.R/, r 2 N,
by

Fr.R/ WD
°
f 2 C 2.R/

ˇ̌̌
f .`/ 2 L1.R/I there exists " > 0 and f0 D f0.f / 2 C

such that .d `=d�`/
�
f .�/ � f0�

�r
�

D
j�j!1

O
�
j�j�`�r�"

�
; ` D 0; 1; 2

±
(1.21)

(it is implied that f0 D f0.f / is the same as �!˙1); one observes that C1
0 .R/�

Fr.R/, r 2 N. Assuming that

dom.S/ D dom.S0/; .S � S0/ 2 B.H /;

for some 0 < " < 1=2; .S � S0/.S
2
0 C IH /

�.r=2/�"
2 B1.H /; (1.22)

the following are then the principal results of Chapter 8: Let r 2 N, then�
f .S/ � f .S0/

�
2 B1.H /; f 2 Fr.R/;

and there exists a function

�. � IS; S0/ 2 L
1
�
RI .1C j�j/�r�1 d�

�
(1.23)
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such that the following trace formula holds,

trH

�
f .S/ � f .S0/

�
D

Z
R
�.�IS; S0/d� f

0.�/; f 2 Fr.R/: (1.24)

In particular, one has�
.S � zIH /

�r
� .S0 � zIH /

�r
�
2 B1.H /; z 2 CnR; (1.25)

and

trH

�
.S � zIH /

�r
� .S0 � zIH /

�r
�
D �r

Z
R

�.�IS; S0/d�

.� � z/rC1
; z 2 CnR: (1.26)

The following chapter (Chapter 9) then derives an explicit representation for the
spectral shift function �. � I S; S0/ in terms of normal boundary values to the real
axis of regularized Fredholm determinants as follows: Slightly extending our set of
hypotheses and now assuming that S0 and S are self-adjoint operators in H with
.S � S0/ 2 B.H /, we suppose in addition the following two conditions:

(i) If r 2 N is odd, assume that�
.S � zIH /

�r
� .S0 � zIH /

�r
�
2 B1.H /; z 2 CnR; (1.27)

and

.S � S0/.S0 � zIH /
�j

2 B.rC1/=j .H /; j 2 N; 1� j � r C 1: (1.28)

(ii) If r 2 N is even, assume that for some 0 < " < 1=2,

.S � S0/.S
2
0 C IH /

�.r=2/�"
2 B1.H /: (1.29)

(In this case one can show that (1.28) holds as well).

Introducing

FS;S0
.z/ WD ln

�
detH ;rC1

�
.S � zIH /.S0 � zIH /

�1
��
; z 2 CnR; (1.30)

where detH ;rC1. � / denotes the .r C 1/st regularized Fredholm determinant, and
introducing the analytic function GS;S0

. � / in CnR such that

d r

dzr
GS;S0

.z/

D trH

 
d r�1

dzr�1

r�1X
jD0

.�1/r�j .S0 � zIH /
�1
�
.S � S0/.S0 � zIH /

�1
�r�j!

;

z 2 CnR; (1.31)
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the main result of Chapter 9 then reads as follows: If FS;S0
and GS;S0

have normal
(or nontangential) boundary values on R, then for a.e. � 2 R,

�.�IS; S0/ D ��1 Im
�
FS;S0

.�C i0/
�
� ��1 Im

�
GS;S0

.�C i0/
�

C Pr�1.�/ for a.e. � 2 R; (1.32)

where Pr�1 is a polynomial of degree less than or equal to r � 1.
The subsequent two chapters then analyze (1.30) and (1.31) and their normal

boundary values to the real axis in the concrete case where S D H and S0 D H0.
More precisely, Chapter 10 establishes continuity properties of

Im
�
FH;H0

.�C i0/
�
; � 2 R;

by invoking a lengthy study of threshold spectral properties of H , following an
approach by Jensen and Nenciu [99], and, especially, by Erdoğan, Goldberg, and
Green [59, 60, 64, 65]. In particular, we recall an exhaustive study of eigenvalues
0 and/or resonances at 0 and finally prove that under assumptions (1.8), (1.9), and
(1.20), FH;H0

. � /, has normal boundary values on Rn¹0º. In addition, the boundary
values to R of the function Im.FH;H0

.z//, z 2 CC, are continuous on .�1; 0/ [

.0;1/,
Im
�
FH;H0

.�C i0/
�
2 C

�
.�1; 0/ [ .0;1/

�
; (1.33)

and the left and right limits at zero,

Im
�
FH;H0

.0˙ C i0/
�
D lim

"#0
Im
�
FH;H0

.˙"C i0/
�
; (1.34)

exist. In particular, if 0 is a regular point forH (i.e., in the absence of any zero energy
eigenvalue and resonance of H ), then

Im
�
FH;H0

.�C i0/
�
2 C.R/: (1.35)

Under the following strengthened decay assumption on V , for some " > 0,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�n�1�" for a.e. x 2 Rn; 1 � `; `0 � N; (1.36)

an unrelenting barrage of estimates finally proves in Chapter 11 that if n 2 N is odd,
n � 3, then dn

dznGH;H0
. � / is analytic in CC and continuous in CC. If n 2 N is even,

then dn

dznGH;H0
. � / is analytic in CC, continuous in CCn¹0º. Moreover, if n� 4, then dndznGH;H0

. � /


B.CN /

D
z!0;

z2CCn¹0º

O
�
jzj�Œn�.n=.n�1//�

�
; (1.37)
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and if n D 2, then for any ı 2 .0; 1/, d2dz2GH;H0
. � /


B.C2/

D
z!0;

z2CCn¹0º

O
�
jzj�.1Cı/

�
: (1.38)

Thus, combining (1.32)–(1.35), (1.37), (1.38) finally yields the first principal
result of Chapter 12 in the following form: Under the hypotheses (1.8), (1.9), and
(1.36),

�. � IH;H0/ 2 C
�
.�1; 0/ [ .0;1/

�
; (1.39)

and the left and right limits at zero,

�.0˙IH;H0/ D lim
"#0

�.˙"IH;H0/; (1.40)

exist. In particular, if 0 is a regular point for H , then

�. � IH;H0/ 2 C.R/: (1.41)

This represents the main spectral theoretic result derived in this manuscript. The
remainder of Chapter 12 then describes our application to the (resolvent regularized)
Witten index of a particular class of non-Fredholm operators acting in the Hilbert
spaceL2

�
RI ŒL2.Rn/�N

�
in connection with multi-dimensional, massless Dirac oper-

ators.
This requires some preparations to which we turn next. We recall a bit of nota-

tion: Linear operators in the Hilbert space L2.RI dt I H /, in short, L2.RI H /, will
be denoted by boldface symbols of the type T , to distinguish them from operators T
in H . In particular, operators denoted by T in the Hilbert space L2.RIH / represent
operators associated with a family of operators ¹T .t/ºt2R in H , defined by

.T f /.t/ D T .t/f .t/ for a.e. t 2 R;

f 2 dom.T / D
²
g 2 L2.RIH /

ˇ̌̌
g.t/ 2 dom

�
T .t/

�
for a.e. t 2 RI

t 7! T .t/g.t/ is (weakly) measurable;
Z

R
dt
T .t/g.t/2

H
<1

³
:

(1.42)

In the special case, where ¹T .t/º is a family of bounded operators on H with

sup
t2R

T .t/
B.H/

<1;

the associated operator T is a bounded operator on L2.RIH / with

kT kB.L2.RIH// D sup
t2R

T .t/
B.H/

:
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For brevity we will abbreviate I WD IL2.RIH/ in the following and note that
in the concrete situation of n-dimensional, massless Dirac operators at hand, H D

ŒL2.Rn/�N .
Denoting

A� D H0; BC D V; AC D A� C BC D H;

we introduce two families of operators in ŒL2.Rn/�N by

B.t/ D b.t/BC; t 2 R;

b.k/ 2 C1.R/ \ L1.RI dt/; k 2 N0; b0 2 L1.RI dt/;

lim
t!1

b.t/ D 1; lim
t!�1

b.t/ D 0;

A.t/ D A� C B.t/; t 2 R:

(1.43)

Next, following the general setups described in [38,41–44,78,137], the operators
A, B;A0 D B 0 are now given in terms of the familiesA.t/, B.t/, and B 0.t/, t 2 R, as
in (1.42). In addition, A� in L2.RI ŒL2.Rn/�N / represents the self-adjoint (constant
fiber) operator defined by

.A�f /.t/ D A�f .t/ for a.e. t 2 R;

f 2dom.A�/ D

²
g2L2

�
RI ŒL2.Rn/�N

� ˇ̌̌
g.t/2dom.A�/ for a.e. t 2R;

t 7! A�g.t/ is (weakly) measurable,
Z

R
dt
A�g.t/

2
ŒL2.Rn/�N

<1

³
:

(1.44)

At this point one can introduce the fundamental operator D
A

in L2
�
RI ŒL2.Rn/�N

�
by

DA D
d

dt
C A; dom.DA/ D W 1;2

�
RI ŒL2.Rn/�N

�
\ dom.A�/; (1.45)

where

A D A� C B; dom.A/ D dom.A�/; B 2 B
�
L2
�
RI ŒL2.Rn/�N

��
:

Here the operator d=dt in L2
�
RI ŒL2.Rn/�N

�
is defined by�

d

dt
f

�
.t/ D f 0.t/ for a.e. t 2 R;

f 2 dom.d=dt/ D W 1;2
�
RI ŒL2.Rn/�N

�
: (1.46)

Since D
A

is densely defined and closed in L2
�
RI ŒL2.Rn/�N

�
, one can introduce the

nonnegative, self-adjoint operators Hj , j D 1; 2, in L2
�
RI ŒL2.Rn/�N

�
by

H1 D D�
ADA; H2 D DAD�

A:
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Introducing the operator H0 in L2.RI ŒL2.Rn/�N / by

H0 D �
d2

dt2
C A2

�; dom.H0/ D W 2;2
�
RI ŒL2.Rn/�N

�
\ dom

�
A2

�

�
; (1.47)

then H0 is self-adjoint and one obtains the following decomposition of the operators
Hj , j D 1; 2,

Hj D �
d2

dt2
C A2

C .�1/jA0

D H0 C BA� C A�B C B2
C .�1/jB 0;

dom.Hj / D dom.H0/; j D 1; 2:

(1.48)

Next, we turn to a canonical approximation procedure: Consider the characteristic
function for the interval Œ�`; `� � R,

�`.�/ D �Œ�`;`�.�/; � 2 R; ` 2 N; (1.49)

and hence s-lim`!1 �`.A�/ D IŒL2.Rn/�N . Introducing

A`.t/ D A� C �`.A�/B.t/�`.A�/ D A� C B`.t/;

dom
�
A`.t/

�
D dom.A�/; ` 2 N; t 2 R;

B`.t/D�`.A�/B.t/�`.A�/; dom
�
B`.t/

�
D ŒL2.Rn/�N ; `2N; t 2R;

AC;` D A� C �`.A�/BC�`.A�/; dom.AC;`/ D dom.A�/; ` 2 N;

(1.50)

one concludes that

AC;` � A� D �`.A�/BC�`.A�/2B1

�
ŒL2.Rn/�N

�
; `2N; (1.51)

A0
`.t/ D B 0

`.t/ D �`.A�/B
0.t/�`.A�/2B1

�
ŒL2.Rn/�N

�
; `2N; t 2R: (1.52)

As a consequence of (1.51), the spectral shift functions �. � IAC;`; A�/, ` 2 N,
exist and are uniquely determined by

�. � IAC;`; A�/ 2 L
1.RI d�/; ` 2 N: (1.53)

We also note the analogous decompositions,

Hj;` D �
d2

dt2
C A2

` C .�1/jA0
` D H0 C B`A� C A�B` C B2

` C .�1/jB 0
`;

dom.Hj;`/ D dom.H0/ D W 2;2
�
RI ŒL2.Rn/�N

�
; ` 2 N; j D 1; 2;

with
B` D �`.A�/B�`.A�/; B 0

` D �`.A�/B
0�`.A�/; ` 2 N:
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Under hypotheses (1.8), (1.9), (1.36), and

V`;`0 2 W
4n;1.Rn/; 1 � `; `0 � N; (1.54)

it is proven in [44] that�
.H2 � z I/�r � .H1 � z I/�r

�
;
�
.H2;` � z I/�r � .H1;` � z I/�r

�
2 B1

�
L2
�
RI ŒL2.Rn/�N

��
; ` 2 N; r 2 N; r � dn=2e; (1.55)

and

lim
`!1

�.H2;` � z I/�r � .H1;` � z I/�r
�

�
�
.H2 � z I/�r � .H1 � z I/�r

�
B1.L2.RIŒL2.Rn/�N //

D 0;

z 2 CnŒ0;1/: (1.56)

Relations (1.55) together with the fact that Hj � 0, Hj;` � 0, ` 2 N, j D 1; 2,
imply the existence and uniqueness of spectral shift functions �. � I H2;H1/ and
�. � IH2;`;H1;`/ for the pair of operators .H2;H1/ and .H2;`;H1;`/, ` 2 N, respec-
tively, employing the normalization

�.�IH2;H1/ D 0; �.�IH2;`;H1;`/ D 0; � < 0; ` 2 N (1.57)

(cf. [184, Section 8.9]). Moreover,

�. � IH2;H1/ 2 L
1
�
RI .1C j�j/�r�1d�

�
: (1.58)

Since Z
R
dt
A0

`.t/


B1.ŒL2.Rn/�N /
<1; ` 2 N; (1.59)

employing b0. � / 2 L1.RI dt/, one obtains (cf. [78, 137])�
.H2;` � z I/�1 � .H1;` � z I/�1

�
2 B1

�
L2
�
RI ŒL2.Rn/�N

��
; ` 2 N;

and hence
�. � IH2;`;H1;`/ 2 L

1.RI d�/; ` 2 N:

In addition, (12.20), (1.57), and (1.59) imply the approximate trace formula,Z
Œ0;1/

�.�IH2;`;H1;`/ d�

.� � z/2
D
1

2

Z
R

�.�IAC;`; A�/ d�

.�2 � z/3=2
; ` 2 N; z 2 CnŒ0;1/;

(1.60)
which in turn implies

�.�IH2;`;H1;`/ D

´
1
�

R �1=2

��1=2

�.�IAC;`;A�/ d�

.���2/1=2 ; for a.e. � > 0;

0; � < 0;
` 2 N; (1.61)

via a Stieltjes inversion argument.
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Given hypothesis (1.20), we will prove in Theorem 7.4 that�
.AC� zIŒL2.Rn/�N /

�r0 � .A�� zIŒL2.Rn/�N /
�r0
�
2B1

�
ŒL2.Rn/�N

�
;

r02N; r0�2bn=2cC1; z2CnR: (1.62)

Since 2bn=2cC 1 is always odd, [185, Theorem 2.2] yields the existence of a spectral
shift function �. � IAC; A�/ for the pair .AC; A�/ satisfying

�. � IAC; A�/ 2 L
1
�
RI .1C j�j/�r0�1d�

�
: (1.63)

While (1.63) does not determine �. � IAC; A�/ uniquely, one can show (following
[40, Theorem 4.7]) that there exists a unique spectral shift function �. � IAC; A�/

given by the limiting relation

lim
`!1

�. � IAC;`; A�/ D �. � IAC; A�/ in L1
�
RI .1C j�j/�r0�1d�

�
; (1.64)

and hence we will always choose this particular spectral shift function in (1.64) for
the pair .AC; A�/ in the following.

At this point one can entertain the limit `! 1 in (1.61): Indeed, (1.61) yieldsZ
Œ0;1/

�.�IH2;`;H1;`/d� f
0.�/

D
1

�

Z
Œ0;1/

d�f 0.�/

Z �1=2

��1=2

�.�IAC;`; A�/ d�

.� � �2/1=2

D
1

�

Z
R
�.�IAC;`; A�/d� F

0.�/; ` 2 N; (1.65)

where F 0 is defined by

F 0.�/ D

Z 1

�2

d�f 0.�/.� � �2/�1=2; � 2 R: (1.66)

The limit `! 1 on left-hand side of (1.65) is controlled via (1.56), and, since F 0 2

C1
0 .R/, the right-hand side of (1.65) is controlled via (1.64), implyingZ

Œ0;1/

�.�IH2;H1/d� f
0.�/ D

1

�

Z
R
�.�IAC; A�/d� F

0.�/

D
1

�

Z
R
d�f 0.�/

Z �1=2

��1=2

�.�IAC; A�/ d�

.� � �2/1=2
�Œ0;1/.�/; f 2 C1

0 .R/;

and hence

�.�IH2;H1/ D
1

�

Z �1=2

��1=2

�.�IAC; A�/ d�

.� � �2/1=2
for a.e. � > 0; (1.67)
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due to our normalization in (1.57). This establishes the limiting relation ` ! 1 of
(1.61).

Having established (1.67), we turn to the resolvent regularized Witten index of
the operator D

A
. Since �.A˙/D R, in particular, 0 … �.AC/\ �.A�/, D

A
is a non-

Fredholm operator. Even though D
A

is a non-Fredholm operator, its Witten index is
well defined and expressible in terms of the spectral shift functions for the pair of
operators .H2;H1/ and .AC; A�/ as will be shown below.

To introduce an appropriately (resolvent regularized) Witten index of D
A

, we
consider a densely defined, closed operator T in the complex, separable Hilbert space
K and assume that for some k 2 N, and all � < 0�

.T �T � �IK/
�k

� .T T �
� �IK/

�k
�
2 B1.K/:

Then the kth resolvent regularized Witten index of T is defined by

Wk;r.T / D lim
�"0
.��/k trK

�
.T �T � �IK/

�k
� .T T �

� �IK/
�k
�
; (1.68)

whenever the limit exists. The analogous semigroup regularized definition reads,

Ws.T / D lim
t"1

trK.e
�tT �T

� e�tT T
�

/;

but in this manuscript it suffices to employ (1.68).
The second main result of Chapter 12, and at the same time the main result of this

manuscript, the characterization of the Witten index of D
A

in terms of spectral shift
functions, can thus be summarized as follows:

Theorem 1.1. Assume hypotheses (1.8), (1.9), (1.36), and (1.54). Then 0 is a right
Lebesgue point of �. � IH2;H1/, denoted by �L.0CIH2;H1/, and

�L.0CIH2;H1/ D
�
�.0CIAC; A�/C �.0�IAC; A�/

�ı
2:

In addition, the resolvent regularized Witten index Wk;r.DA
/ of D

A
exists for all

k 2 N, k � dn=2e, and equals

Wk;r.DA/ D �L.0CIH2;H1/ D
�
�.0CIAC; A�/C �.0�IAC; A�/

�ı
2

D
�
�.0CIH;H0/C �.0�IH;H0/

�ı
2: (1.69)

This is the first result of this kind applicable to non-Fredholm operators in a partial
differential operator setting involving multi-dimensional massless Dirac operators. In
a sense, a project that started with Pushnitski in 2008, was considerably extended in
scope in [78], and further developed with the help of [38,41–44,82,83], finally comes
full circle.

Appendix A collects some useful results on block matrix operators, Appendix B is
devoted to asymptotic results for Hankel functions, Appendix C presents low-energy
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expansions and estimates for the free Dirac Green’s function in the massless case,
Appendix D recalls a product formula for modified (regularized) Fredholm deter-
minants, and finally, Appendix E collects some of the notational conventions used
throughout this manuscript.





Chapter 2

Some background on (locally) smooth operators

In this chapter, we first recall a few basic facts on the notion of (local) Kato-smooth-
ness (see, e.g., [140, Section XIII.7], [184, Chapter 4], and [186, Chapters 0–2]) and
then recall a variant, strong (local) Kato-smoothness (see, e.g., [184, Chapter 4], [186,
Chapters 0–2]), as these concepts will be useful in subsequent chapters.

Definition 2.1. Let S be self-adjoint in H and T 2C.H ;K/with dom.S/� dom.T /
and fix "0 > 0. Then T is called S -Kato-smooth (in short, S -smooth in the following)
if for each f 2 H ,

kT k2S D sup
"2.0;"0/; kf kHD1

1

4�2

Z
R
d�
�T �S � .�C i"/IH

��1
f
2

H

C
T �S � .� � i"/IH

��1
f
2

H

�
<1: (2.1)

It suffices to require (2.1) for a dense set of f 2 H as T is closed. If T is S -
smooth, then T is infinitesimally bounded with respect to S .

In terms of unitary groups, T is S -smooth if and only if for all f 2 H , e�itSf 2

dom.T / for a.e. t 2 R and

1

2�

Z
R
dt
Te�itSf 2

H
� C0kf k

2
H

for some constant C0 2 .0;1/ (C0 can be chosen to be kT k2S , but not smaller).
An immediate consequence regarding the absence of singular spectrum derives

from the fact that if T is S -smooth then

ran.T �/ � Hac.S/:

In particular,

if, in addition, ker.T / D ¹0º; then Hac.S/ D H ;

and hence the spectrum of S is purely absolutely continuous,

�.S/ D �ac.S/; �p.S/ D �sc.S/ D ;:

Here Hac.S/ denotes the absolutely continuous subspace associated with S .
Moreover, as long as B 2 B.K;L/ (with L another complex, separable Hilbert

space), BT is S -smooth whenever T is S -smooth.
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Finally, if T 2 C.H ;K/ and for all z 2 CnR, T .S � zIH /
�1T � has a bounded

closure in H satisfying for some fixed "0 > 0,

C1 D sup
�2R; "2.0;"0/

T .S � .�C i"/IH /�1T �


B.H/
<1; (2.2)

then T is S -smooth with kT kS � C1=� .
While Definition 2.1 describes a global condition, a local version can be intro-

duced as follows:

Definition 2.2. Let S be self-adjoint in H and T 2C.H ;K/with dom.S/�dom.T /.
T is called S -Kato-smooth on a Borel set ƒ � R (in short, S -smooth on ƒ in the
following) if TES .ƒ/ is S -smooth.

Again, if B 2 B.K;L/, then BT is S -smooth on ƒ0 whenever T is.
For TES .ƒ/ to be well defined it suffices that ES .ƒ/H \ dom.S/ � dom.T /.
If T is S -smooth on ƒ then

ran
��
TES .ƒ/

���
� Hac.S/;

in particular,

if, in addition, ker.T / D ¹0º; then

�.S/ \ƒ D �ac.S/ \ƒ; �p.S/ \ƒ D �sc.S/ \ƒ D ;:

If T 2 C.H ;K/ and for all z 2 CnR, T .S � zIH /
�1T � has a bounded closure

in H satisfying for some fixed "0 > 0,

sup
�2ƒ; "2.0;"0/

T .S � .�C i"/IH /�1T �


B.H/
<1; (2.3)

or
sup

�2ƒ; "2.0;"0/

"
T .S � .�˙ i"/IH /�1


B.H/

<1; (2.4)

then T is S -smooth on ƒ.
Next, following [186, Section 4.4], we turn to the concept of strongly smooth

operators on a compact interval ƒ0 D Œ�1; �2�, �j 2 R, j D 1; 2, �1 < �2 (tailored
toward certain applications to differential operators). This requires some prepara-
tions: Given a separable complex Hilbert space H0, one considers the (nonseparable)
Banach space of H0-valued Hölder continuous functions of order � 2 .0; 1�, denoted
by C � .ƒ0IH0/, with norm

kf kC� .ƒ0IH0/

D sup
�;�02ƒ0

�f .�/
H0

C

f .�/ � f .�0/
H0

j� � �0j�

�
; f 2 C � .ƒ0IH0/:
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Suppose the self-adjoint operator S in H has purely absolutely continuous spectrum
on ƒ0, that is,

�.S/ \ƒ0 D �ac.S/ \ƒ0; �p.S/ \ƒ0 D �sc.S/ \ƒ0 D ;;

of constant multiplicity m0 2 N [ ¹1º on ƒ0, with dim.H0/ D m0. In addition, let

F0 W

´
ES .ƒ0/H ! L2.ƒ0I d�IH0/;

f 7! F0f WD Qf ;
be unitary;

and “diagonalizing” S , that is, turning SES .ƒ0/ into a multiplication operator. More
precisely, F0 generates a spectral representation of S via,

.F0ES .�/f /.�/ D ��\ƒ0
.�/ Qf .�/; f 2 ES .ƒ0/H :

With these preparations in place, we are now in position to define the notion of
strongly smooth operators (cf. [184, Section 4.4], where a more general concept is
introduced):

Definition 2.3. Let S be self-adjoint in H with purely absolutely continuous spec-
trum of constant (possibly, infinite) multiplicity onƒ0 and suppose that T 2C.H ;K/

with dom.S/ � dom.T /. Then T is called strongly S -Kato-smooth on ƒ0 (in short,
strongly S -smooth onƒ0 in the following), with exponent �2.0;1�, if F0.TES .ƒ//

� W

K ! C � .ƒ0IH0/ is continuous, that is, for f D .TES .ƒ0//
�� , � 2 K , Qf .�/


H0

D
�F0�TES .ƒ0/����.�/H0

� Ck�kK ; Qf .�/ � Qf .�0/


H0
� C j� � �0j�k�kK ;

with C 2 .0;1/ independent of �; �0 2 ƒ0 and � 2 K .

Not surprisingly, the terminology chosen is consistent with the fact that

if T is strongly S -smooth on ƒ0, then it is S -smooth on ƒ0.

Moreover, as long as B 2 B.K;L/ (with L another complex, separable Hilbert
space) and T is strongly S -smooth with exponent � 2 .0; 1� on ƒ0, then BT is
strongly S -smooth on ƒ0 with the same exponent � 2 .0; 1�.

Next, we recall a perturbation approach in which S corresponds to the “sum” of
an unperturbed self-adjoint operator S0 in H and a perturbation V in H that can be
factorized into a product V �

1 V2 as follows: Suppose Vj 2 C.H ;K/, j D 1; 2, with

Vj
�
jS0j C IH

��1=2
2 B.H ;K/; j D 1; 2; (2.5)

and the symmetry condition,

.V1f; V2g/K D .V2f; V1g/K ; f; g 2 dom
�
jS0j

1=2
�
:
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In addition, suppose that for some (and hence for all) z 2 �.S0/, V2.S0 � zIH /
�1V �

1

has a bounded extension in K , which is then given by its closure

V2.S0 � zIH /�1V
�
1 D V2.S0 � zIH /

�1=2
�
V1.S0 � zIH /

�1=2
��
: (2.6)

Here the operator V2.S0 � zIH /�1V
�
1 represents an abstract Birman–Schwinger-type

operator.
Finally, we assume that�

IK C V2.S0 � z0IH /�1V
�
1

��1
2 B.K/ for some z0 2 �.S0/:

Then the equation

R.z/ D .S0 � zIH /
�1

�
�
V1.S0 � zIH /

�1
���
IH C V2.S0 � zIH /�1V

�
1

��1
V2.S0 � zIH /

�1;

z 2 CnR; (2.7)

defines the resolvent of a self-adjoint operator S in H , that is,

R.z/ D .S � zIH /
�1; z 2 CnR; (2.8)

with S � S0 C V �
1 V2 (the latter defined on dom.S0/\ dom.V �

1 V2/, which may con-
sist of ¹0º only); for details we refer to [107] (see also [79], [184, Section 1.9]).

One also has

.S � zIH /
�1

� .S0 � zIH /
�1

D �
�
V1.S � zIH /

�1
��
V2.S0 � zIH /

�1

D �
�
V1.S0 � zIH /

�1
��
V2.S � zIH /

�1;

z 2 CnR;

and

.S0 � zIH /
�1

D .S � zIH /
�1

�
�
V1.S � zIH /

�1
���
IH � V2.S � zIH /�1V

�
1

��1
V2.S � zIH /

�1;

z 2 CnR;

as well as,

V1.S � zIH /�1V
�
1 D V1.S0 � zIH /�1V

�
1

�
�
V1.S � zIH /�1V

�
1

��
V2.S0 � zIH /�1V

�
1

�
; z 2 CnR;

implying

V1.S � zIH /�1V
�
1

D V1.S0 � zIH /�1V
�
1

�
IK C V2.S0 � zIH /�1V

�
1

��1
; z 2 CnR: (2.9)
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Similarly,

V2.S � zIH /�1V
�
1 D IH �

�
IK C V2.S0 � zIH /�1V

�
1

��1
; z 2 CnR: (2.10)

The remaining results in this chapter are all taken from [186, Sections 4.4–4.7].

Theorem 2.4. Assuming the hypotheses on S0, Vj , j D 1; 2, employed in (2.5)–(2.9),
suppose the following additional conditions (i)–(iii) hold:

(i) V2 is S0-smooth on ƒ0 D Œ�1; �2�, �j 2 R, j D 1; 2, �1 < �2.
(ii) The analytic, operator-valued functions

V2.S0 � zIH /�1V
�
1 ; V1.S0 � zIH /�1V

�
1 on Re.z/ 2 .�1; �2/; Im.z/ ¤ 0;

are continuous in B.K/-norm up to and including the two rims of the “cut” along
.�1; �2/.

(iii) For some k 2 N,
�
V2.S0 � zIH /�1V

�
1

�k
2 B1.K/, Im.z/ ¤ 0.

Define

N˙ D
®
� 2 ƒ0 j there exists 0¤f 2K s.t. � f DV2.S0 � .�˙ i0/IH /�1V

�
1 f

¯
;

N D N� [ NC: (2.11)

Then N˙, N are closed and of Lebesgue measure zero. Moreover, the analytic, opera-
tor-valued function V1.S � zIH /�1V

�
1 on Re.z/ 2 .�1;�2/, Im.z/¤ 0, is continuous

in B.K/-norm up to and including the two rims of the “cut” along .�1; �2/nN . If, in
addition, ker.V1/D¹0º, then S has purely absolutely continuous spectrum onƒ0nN ,
that is,

�.S/\ .ƒ0nN /D �ac.S/\ .ƒ0nN /; �p.S/\ .ƒ0nN /D �sc.S/\ .ƒ0nN /D;:

As detailed in [184, Remark 4.6.3], condition (iii) in Theorem 2.4 can be replaced
by the following one:

(iii0) Suppose there exist z˙ 2 �.S0/, ˙ Im.z˙/ > 0, such that�
IK C V2.S0 � z˙IH /�1V

�
1

��1
2 B.K/;

and

V2.S0 � zIH /�1V
�
1 � V2.S0 � z0IH /�1V

�
1

D .z � z0/V2.S0 � zIH /�1.S0 � z0IH /�1V
�
1 2 B1.K/; z; z0 2 �.S0/:

Next we strengthen the hypotheses in Theorem 2.4 by invoking the notion of
strong S0-smoothness:

Theorem 2.5. Assuming the hypotheses on S0, Vj , j D 1; 2, employed in (2.5)–(2.9),
suppose in addition the following conditions (i)–(iii) hold:
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(i) S0 has purely absolutely continuous spectrum of constant multiplicity m0 2

N [ ¹1º on ƒ0 D Œ�1; �2�, �j 2 R, j D 1; 2, �1 < �2.
(ii) Vj are strongly S0-smooth on any compact subinterval of ƒ0 with exponents

�j > 0, j D 1; 2.
(iii) For some k 2 N, ŒV2.S0 � zIH /�1V

�
1 �
k 2 B1.K/, Im.z/ ¤ 0.

Then the analytic, operator-valued functions

V1.S0 � zIH /�1V
�
1 ; V2.S � zIH /�1V

�
1 ; .resp., V1.S � zIH /�1V

�
1 /

on Re.z/ 2 .�1; �2/, Im.z/ ¤ 0, are Hölder continuous in B.K/-norm with expo-
nent min¹�1; �2º up to and including the two rims of the “cut” along .�1; �2/ (resp.,
.�1; �2/nN ).

Moreover, the local wave operators

W˙.S; S0Iƒ0/ D s-lim
t!˙1

eitSe�itS0PS0;ac.ƒ0/;

withPS0;ac.ƒ0/DES0
.ƒ0/ES0;ac, andES0;ac the projection onto the absolutely con-

tinuous subspace of S0, exist and are complete, that is,

ker
�
W˙.S; S0Iƒ0/

�
D H 	ES0;ac.ƒ0/H ; ran

�
W˙.S; S0Iƒ0/

�
D PS;ac.ƒ0/H ;

with PS;ac.ƒ0/D ES .ƒ0/ES;ac, and ES;ac the projection onto the absolutely contin-
uous subspace of S .

For the remainder of this theorem suppose in addition that �1 > 1=2. Then

N˙ D N D �p.S/ \ƒ0

and the .geometric/ multiplicities of the eigenvalue �0 2 ƒ0 of S and the eigenvalue
�1 of V2.S0 � .�0 ˙ i0/IH /�1V

�
1 coincide. If in addition, ker.V1/ D ¹0º, then S

has no singularly continuous spectrum on ƒ0, that is,

�.S/ \ƒ0 D �ac.S/ \ƒ0; �sc.S/ \ƒ0 D ;;

and the singular spectrum of S on the interior, .�1; �2/, ofƒ0 consists only of eigen-
values of finite multiplicity with no accumulation point in .�1; �2/, in particular,

�s.S/ \ .�1; �2/ D �p.S/ \ .�1; �2/:

Again, condition (iii) in Theorem 2.5 can be replaced by condition (iii0) above.
To make the transition from local to global wave operators we also recall the

following result.

Theorem 2.6. Assuming the hypotheses on S0, Vj , j D 1; 2, employed in (2.5)–(2.9),
suppose in addition the following conditions (i)–(iii) hold:
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(i) S0 has purely absolutely continuous spectrum of constant multiplicity m0;` 2
N [ ¹1º on a system of intervalsƒ0;` D Œ�1;`; �2;`�, �j;` 2 R, j D 1; 2, �1;` < �2;`,
` 2 	 , 	 � N an appropriate index set, such that

�.S0/
�[
`2	

ƒ0;` has Lebesgue measure zero:

(ii) Vj are strongly S0-smooth on any compact subinterval ofƒ0;` with exponents
�j;` > 0, j D 1; 2, ` 2 	 .

(iii) For some k 2 N, ŒV2.S0 � zIH /�1V
�
1 �
k 2 B1.K/, Im.z/ ¤ 0.

Then the .global/ wave operators

W˙.S; S0/ D s-lim
t!˙1

eitSe�itS0 ;

exist and are complete, that is,

ker
�
W˙.S; S0/

�
D ¹0º; ran

�
W˙.S; S0/

�
D ES;acH ;

with ES;ac the projection onto the absolutely continuous subspace of S .

For additional references in the context of smooth operator theory, limiting ab-
sorption principles, and completeness of wave operators, see, for instance, [6, 11,
34], [19, Chapter 17], [21, 75, 87, 107, 112, 118], [140, Section XIII.7], [142], [184,
Chapter 4], [186, Chapters 0–2].





Chapter 3

A limiting absorption principle for interacting, massless
Dirac operators

In this chapter, following [186, Sections 1.11, 2.1, and 2.2], we apply the abstract
framework of strongly smooth operators of the preceding chapter to the concrete case
of massless Dirac operators with electromagnetic potentials.

To rigorously define the free massless n-dimensional Dirac operators to be studied
in the sequel, we now introduce the following set of basic hypotheses assumed for the
remainder of this manuscript (these hypotheses will have to be strengthened later on).

Hypothesis 3.1. Let n 2 N, n � 2.
(i) Set N D 2b.nC1/=2c and let j̨ , 1 � j � n, ˛nC1 WD ˇ, denote n C 1 anti-

commuting Hermitian N �N matrices with squares equal to IN , that is,

˛�j D j̨ ; j̨˛k C ˛k j̨ D 2ıj;kIN ; 1 � j; k � nC 1: (3.1)

(ii) Introduce in ŒL2.Rn/�N the free massless Dirac operator

H0 D ˛ � .�ir/ D

nX
jD1

j̨ .�i@j /; dom.H0/ D ŒW 1;2.Rn/�N ; (3.2)

where @j D @=@xj , 1 � j � n.
(iii) Next, consider the self-adjoint matrix-valued potential V D ¹V`;`0º1�`;`0�N

satisfying for some fixed � 2 .1;1/, C 2 .0;1/,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�� for a.e. x 2 Rn; 1 � `; `0 � N: (3.3)

Under these assumptions on V , the massless Dirac operator H in ŒL2.Rn/�N is
defined via

H D H0 C V; dom.H/ D dom.H0/ D ŒW 1;2.Rn/�N : (3.4)

Then H0 and H are self-adjoint in ŒL2.Rn/�N , with essential spectrum covering
the entire real line,

�ess.H/ D �ess.H0/ D �.H0/ D R;

a consequence of relative compactness of V with respect to H0. In addition,

�ac.H0/ D R; �p.H0/ D �sc.H0/ D ;:
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On occasion (cf. Chapter 7) we will drop the self-adjointness hypothesis on the
N �N matrix V and still define a closed operator H in ŒL2.Rn/�N as in (3.4).

For completeness we also recall that the massive free Dirac operator in ŒL2.Rn/�N

associated with the mass parameter m > 0 then would be of the form

H0.m/ D H0 Cmˇ; dom
�
H0.m/

�
D ŒW 1;2.Rn/�N ; m > 0; ˇ D ˛nC1;

but we will primarily study the massless case m D 0 in this manuscript.
In the special one-dimensional case n D 1, one can choose for ˛1 either a real

constant or one of the three Pauli matrices. Similarly, in the massive case, ˇ would
typically be a second Pauli matrix (different from ˛1). For simplicity we confine
ourselves to n 2 N, n � 2, in the following.

Let �.Rn/ denote the Schwartz space of rapidly decreasing functions on Rn and
� 0.Rn/ the space of tempered distributions. In addition, for any n 2 N, we also intro-
duce the scale of weighted L2-spaces,

L2s .R
n/ D

®
f 2 � 0.Rn/ j kf kL2

s .Rn/ WD
hxisf 

L2.Rn/
<1

¯
; s 2 R:

Defining Qj as the operator of multiplication by xj , 1 � j � n, in L2.Rn/, and
introducing Q D .Q1; : : : ;Qn/, one notes that

dom
�
hQi

s
�
D L2s .R

n/; s 2 R:

Employing the relations (3.1), one observes that

H0.m/
2
D IN Œ��Cm2IL2.Rn/�; dom

�
H0.m/

2
�
D ŒW 2;2.Rn/�N ; m � 0: (3.5)

Remark 3.2. Since we permit a (sufficiently decaying) matrix-valued potential V in
H , this includes, in particular, the case of electromagnetic interactions introduced via
minimal coupling, that is, V describes also special cases of the form,

H.q;A/ WD ˛ � .�ir � A/C qIN D H0 C ŒqIN � ˛ � A�;

dom
�
H.q;A/

�
D ŒW 1;2.Rn/�N ;

where .q; A/ represent the electromagnetic potentials on Rn, with q W Rn ! R, q 2

L1.Rn/, AD .A1; : : : ;An/, Aj W Rn ! R, Aj 2 L1.Rn/, 1 � j � n, and for some
fixed � > 1, C 2 .0;1/,ˇ̌

q.x/
ˇ̌
C
ˇ̌
Aj .x/

ˇ̌
� C hxi��; x 2 Rn; 1 � j � n: (3.6)

˘

To analyze the spectral properties ofH we first turn to the spectral representation
ofH0D ˛ � .�ir/ (see also Thaller [165, Section 5.6] and Yafaev [186, Section 2.4]).
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Introducing the unitary Fourier transform in L2.Rn/ via

F W

8<:L
2.RnI dnx/! L2.RnI dnp/;

f 7!.F f /.p/ WDf ^.p/D s-lim
R!1

.2�/�n=2
Z
jxj�R

dnx e�ip�xf .x/;
(3.7)

with s-lim abbreviating the limit in the topology of L2.Rn/, one obtains

H0 D F �1
jpj.˛ � !/F ; (3.8)

employing polar coordinates in Fourier space, p D jpj!, ! 2 Sn�1. Since by (3.1)
(see also (3.5))

.˛ � !/2 D IN ; ! 2 Sn�1;

the self-adjoint matrix ˛ � ! has eigenvalues ˙1 of multiplicity N=2 with associated
spectral projection matrices of rank N=2 denoted by …˙.!/,

˛ � ! D …C.!/ �…�.!/; ! 2 Sn�1:

Introducing

T .!/ D 2�1=2.˛nC1 C ˛ � !/; ! 2 Sn�1; (3.9)

one infers that T .!/ 2CN�N is Hermitian symmetric for each ! 2 Sn�1. In addition,
the anti-commutation property in (3.1) implies

T .!/T .!/� D 2�1
�
˛2nC1 C .˛ � !/˛nC1 C ˛nC1.˛ � !/C .˛ � !/2

�
D IN ; ! 2 Sn�1;

so that T .!/ is actually unitary for each ! 2 Sn�1. The reason for introducing the
unitary matrix T .!/, ! 2 Sn�1, is that it can be used to diagonalize the matrix ˛ � p.
Indeed, writing p 2 Rn in polar coordinates as p D jpj! with ! 2 Sn�1, one obtains

T .!/jpj˛nC1T .!/
�
D 2�1jpj

�
˛nC1 C 2˛ � ! � .˛ � !/2˛nC1

�
D jpj.˛ � !/

D ˛ � p; (3.10)

so that ˛ � p is unitarily equivalent to jpj˛nC1 in CN . Of course, ˛nC1 is Hermitian
symmetric, so it may be diagonalized by conjugating with a fixed (i.e., p-indepen-
dent) unitary matrix U 2 CN�N . We may assume without loss that the columns of U
are arranged so that

˛nC1 D U

 
�IN=2 0N=2

0N=2 IN=2

!
U �; (3.11)
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where 0N=2 denotes the zero matrix in C.N=2/�.N=2/. The facts (3.10) and (3.11)
combine to yield

˛ � p D zT .!/jpj

 
�IN=2 0N=2

0N=2 IN=2

!
zT .!/�; p D jpj! 2 Rn; (3.12)

where
zT .!/ WD T .!/U; ! 2 Sn�1;

and then (3.8) implies

H0 D F �1 zT .!/jpj

 
�IN=2 0N=2

0N=2 IN=2

!
zT .!/�F : (3.13)

A simple manipulation in (3.13) yields

zT .!/�FH0 D jpj

 
�IN=2 0N=2

0N=2 IN=2

!
zT .!/�F : (3.14)

To “diagonalize” H0, we introduce the notation

P� WD

 
IN=2 0N=2

0N=2 0N=2

!
; PC WD

 
0N=2 0N=2

0N=2 IN=2

!
;

and define the transformation

FH0
W ŒL2.Rn/�N ! L2

�
RI d�I ŒL2.Sn�1/�N

�
according to

.FH0
f /.�; !/

D

´
j�j.n�1/=2P�

zT .!/�f ^.j�j!/; �<0;

j�j.n�1/=2PC
zT .!/�f ^.j�j!/; ��0;

!2Sn�1; f 2 ŒL2.Rn/�N :

The transformation FH0
is unitary. In fact,

kFH0
f k2

L2.RId�IŒL2.Sn�1/�N /

D

Z 1

0

d� j�jn�1
Z
Sn�1

dn�1!
°P�

zT .!/�f ^
�
j�j!

�2
CN

C
PC

zT .!/�f ^.j�j!/
2

CN

±
; f 2 ŒL2.Rn/�N : (3.15)
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Since .P��; PC�/CN D 0 for all �; � 2 CN , an application of the Pythagorean theo-
rem in (3.15) yields

kFH0
f k2

L2.RId�IŒL2.Sn�1/�N /

D

Z 1

0

d� j�jn�1
Z
Sn�1

dn�1!
 zT .!/�f ^

�
j�j!

�2
CN

D
f ^

2
ŒL2.Rn/�N

D
f 2

ŒL2.Rn/�N
; f 2 ŒL2.Rn/�N :

To check that FH0
correctly diagonalizes H0 in the sense that

.FH0
H0f /.�; � / D �.FH0

f /.�; � / for a.e. � 2 R; f 2 ŒW 1;2.Rn/�N ; (3.16)

one considers separately the cases � < 0 and � � 0. Indeed, for a fixed f 2

ŒW 1;2.Rn/�N , one applies (3.14) to obtain

.FH0
H0f /.�; !/ D j�j.n�1/=2P�

zT .!/�.H0f /
^
�
j�j!

�
D �j�jP�

zT .!/�f ^
�
j�j!

�
D �.FH0

f /.�; !/; � < 0; ! 2 Sn�1; (3.17)

and, similarly,

.FH0
H0f /.�; !/ D j�j.n�1/=2PC

zT .!/�.H0f /
^
�
j�j!

�
D j�jPC

zT .!/�f ^
�
j�j!

�
D �.FH0

f /.�; !/; � � 0; ! 2 Sn�1: (3.18)

Equations (3.17) and (3.18) combine to yield (3.16). Of course, (3.16) generalizes to�
FH0

 .H0/f
�
.�; � /D .�/.FH0

f /.�; � / for a.e. �2R; f 2dom
�
 .H0/

�
; (3.19)

for any measurable function  on R.
Consequently, [186, Proposition 2.4.1] applies to H0, resulting in the following

facts:

Proposition 3.3. Suppose Hypothesis 3.1 .i/, .i i/ and let  > 1=2. Then hQi� is
strongly H0-smooth on compact subintervals of Rn¹0º with exponent � > 0 given by

� D

8̂̂<̂
:̂
 � .1=2/;  2

�
.1=2/; .3=2/

�
;

1 � ";  D 3=2; " 2 .0; 1/;

1;  � 3=2:

We note that for � > 1=2, z 2 CnR,

h � i
�� .H0 � zIŒL2.Rn/�N /

�1
h � i

��
2 B1

�
ŒL2.Rn/�N

�
;
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a special case of the well-known general fact (cf., e.g., [184, p. 41]),

f .Q/g.�ir/ 2 B1

�
L2.Rn/

�
for any f; g 2 L1.Rn/

with lim
jxj!1

f .x/ D 0 D lim
jpj!1

g.p/:

To make the connection with the results collected in Chapter 2, we identify S0 and
H0 and S with H D H0 C V , and we factorize V according to

V D V �
1 V2; V1 D V �

1 D h � i
��IN ; V2 D h � i

�V; (3.20)

with V satisfying the conditions in (3.3) for some fixed � > 1, and hence, with � 2

.1=2; �/, V2. � /B.CN /
� C h � i

�.���/: (3.21)

In addition,

h � i
��
�
H � zIŒL2.Rn/�N

��1
h � i

��
D h � i

��
�
H0 � zIŒL2.Rn/�N

��1
h � i

��

�
�
IŒL2.Rn/�N C h � i

�V
�
H0 � zIŒL2.Rn/�N

��1
h � i

��
��1

; z 2 CnR;

to mention just a few analogs of the abstract facts collected in (2.5)–(2.9), which all
apply in this concrete setting of massless Dirac operators.

Thus, temporarily assuming �>3=2 in (3.3), Theorem 2.5 applies to S DH0CV

with
�1 D � � .1=2/ > 1=2; necessitating � > 1; (3.22)

and
�2 D .� � �/ � .1=2/ > 0; requiring � > 3=2: (3.23)

Actually, as shown in [186, pp. 98–99] in the context of the Laplacian h0 in
L2.Rn/,

h0 D ��; dom.h0/ D H 2.Rn/

it suffices to assume just � > 1 in (3.3) (even though this cannot be inferred directly
from abstract results, the latter require � > 3=2 as outlined in (3.22), (3.23)) and
� 2 .1=2; � � 1=2/. A closer examination of [186, pp. 98–99] (see also [186, p. 118])
reveals that there is nothing special about h0 and precisely the same results apply to
H0 D ˛ � .�ir/ as we discuss next.

Applying Theorems 2.4–2.6, to the pair .H;H0/ and to a union of compact inter-
vals exhausting .�1; 0/ [ .0;1/, combined with the approach in [186, pp. 98, 99,
and 118], thus yield the following result:

Theorem 3.4. Assume Hypothesis 3.1 and consider H as defined in (3.4). Then

�ess.H/ D �ac.H/ D R; (3.24)
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�sc.H/ D ;; (3.25)

�s.H/ \
�
Rn¹0º

�
D �p.H/ \

�
Rn¹0º

�
; (3.26)

with the only possible accumulation points of �p.H/ being 0 and ˙1. If

N0 WD �p.H/ \
�
Rn¹0º

�
D �d.H/ \

�
Rn¹0º

�
;

then the operators

V2
�
H0 � .�˙ i0/IŒL2.Rn/�N

��1
V �
1 ; V1

�
H0 � .�˙ i0/IŒL2.Rn/�N

��1
V �
1�

resp., V1
�
H � .�˙ i0/IŒL2.Rn/�N

��1
V �
1

�
(3.27)

are Hölder continuous in B
�
ŒL2.Rn/�N

�
-norm with respect to � varying in compact

subintervals of Rn¹0º .resp., Rn.¹0º [ N0//. In particular, with N˙ defined in anal-
ogy to (2.11) by

N˙ D
®
� 2 Rn¹0º j there exists 0 ¤ f 2 ŒL2.Rn/�N s.t.

� f D V2
�
H0 � .�˙ i0/IŒL2.Rn/�N

��1
V �
1 f

¯
; (3.28)

one obtains
NC D N� D N0;

and the .geometric/ multiplicities of the eigenvalue �0 2 Rn¹0º of H and the eigen-
value �1 of V2.H0 � .�0 ˙ i0/IŒL2.Rn/�N /

�1V �
1 coincide and are finite. Finally, the

global wave operators

W˙.H;H0/ D s-lim
t!˙1

eitH e�itH0 ; (3.29)

exist and are complete, that is,

ker
�
W˙.H;H0/

�
D ¹0º; ran

�
W˙.H;H0/

�
D EH;acH ; (3.30)

with EH;ac the projection onto the absolutely continuous subspace of H .

Proof. As discussed above, Theorems 2.5 and 2.6 apply to S0 D H0 and S D H

and a union of closed intervalsƒ0 exhausting .�1; 0/[ .0;1/ under the additional
assumption that � > 3=2 (and � 2 .1;�� 1=2/). Hence, Theorem 3.4 is proved subject
to � > 3=2.

To improve this to � > 1 (and � 2 .1=2; � � 1=2/) we now follow [186, pp. 98,
99, and 118]. First, one notes that if � 2 Rn¹0º is an eigenvalue of H with a corre-
sponding eigenvector  2 ŒL2.Rn/�N , then.FH0

 /.�; � /

ŒL2.Sn�1/�N

� C1j� � �j��.3=2/; � 2 R; (3.31)
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for some C1 2 .0;1/. In fact, by (3.3), g WD �V 2 ŒL2�.R
n/�N , and since hQi��

is strongly H0-continuous with exponent � � .1=2/ > .1=2/ by Proposition 3.3, the
function Qg WD FH0

g is Hölder continuous: Qg.�; � / � Qg.�; � /

ŒL2.Sn�1/�N

� C j� � �j��.1=2/; � 2 R; (3.32)

for some constant C 2 .0;1/, which is independent of � and � 2 R. In addition,
since g D H0 � � , the spectral representation in (3.19) yields

Qg.�; � / D .� � �/.FH0
 /.�; � /; � 2 R; (3.33)

which implies Qg.�; � / D 0. Therefore, (3.32) reduces to Qg.�; � /
ŒL2.Sn�1/�N

� C j� � �j��.1=2/; � 2 R;

and then (3.33) yields (3.31) with C1 D C . In addition, one also notes that the equa-
tion .H0 � �IŒL2.Rn/�N / D �V implies

g D �V
�
H0 � .�˙ i0/IŒL2.Rn/�N

��1
g; (3.34)

since  D .H0 � .�˙ i0/IŒL2.Rn/�N /
�1g and  D 0 if g D 0.

To prove that non-zero eigenvalues of H have finite multiplicity and may only
accumulate at 0 and ˙1, one may follow the proof of [186, Proposition 1.9.2] essen-
tially verbatim; one only needs to replace RC by Rn¹0º.

Next, one proves that for any � 2 .0; 1=2� and p < 2.1 � 2�/�1, and for any
compact set X � R,Z
X

d�
.FH0

f /.�; � /
2
ŒL2.Sn�1/�N

� C2kf k
p

ŒL2
� .Rn/�N

; f 2 ŒL2� .R
n/�N ; (3.35)

for some C2 D C2.˛; p; X/ 2 .0;1/. To prove (3.35), one can follow, with minor
modifications, the proof of [186, Proposition 1.9.3]. Indeed, for an arbitrary compact
set X � R, one introduces the family of spaces

Lp
�
X I d�I ŒL2.Sn�1/�N

�
; p 2 Œ1;1/ [ ¹1º;

and observes that by [186, Theorem 1.1.4],

FH0
f 2 L1

�
X I d�I ŒL2.Sn�1/�N

�
; f 2 ŒL2� .R

n/�N ; � > 1=2:

The formula�
T .f1; f2/

�
.�/ D

�
.FH0

f1/.�; � /; .FH0
f2/.�; � /

�
ŒL2.Sn�1/�N

for a.e. � 2 X and .f1; f2/ 2 ŒL2� .R
n/�N � ŒL2� .R

n/�N ;
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defines a bilinear map for each q � 1 and � � 0:

T W ŒL2� .R
n/�N � ŒL2� .R

n/�N ! Lq.X; d�/:

The map T is continuous for �0 D 0, q0 D 1 and �1 > 1=2, q1 D1, so by Calderón’s
complex bilinear interpolation theorem (cf., e.g., [171, Section 1.19.5], [37]), for any
s 2 Œ0; 1� the map T is continuous for

� D �.s/ D s�0 C .1 � s/�1; q�1 D q.s/�1 D sq�10 C .1 � s/q�11 ;

and T .f1; f2/

Lq.X;d�/

� C.�;X/kf1kŒL2
� .Rn/�N kf2kŒL2

� .Rn/�N ; f1; f2 2 ŒL
2
� .R

n/�N : (3.36)

Taking f1 D f2 D f 2 ŒL2� .R
n/�N and q D p=2 in (3.36) yields (3.35).

In analogy with [186, Lemma 1.9.4], if h 2 ŒL2� .R
n/�N for some � 2 .1=2; 1� and

.FH0
h/.�; � / D 0 for some � 2 Rn¹0º, then�

H0 � .�˙ i0/IŒL2.Rn/�N

��1
h 2 ŒL2

�z� .R
n/�N ; z� > 1 � �: (3.37)

To prove (3.37), it suffices to showˇ̌��
H0 � .�˙ i0/IŒL2.Rn/N �

��1
h; g

�
ŒL2.Rn/�N

ˇ̌
� C3khkŒL2

� .Rn/�N kgkŒL2
z�
.Rn/�N ; g 2 Œ�.Rn/�N ;

for some C3 D C3.�/ 2 .0;1/. Using the spectral representation for H0, one infers
that��

H0 � .�˙ i0/IŒL2.Rn/�N

��1
h; g

�
ŒL2.Rn/�N

D

Z
R
d� .� � �� i0/�1

�
Qh.�; � /; Qg.�; � /

�
ŒL2.Sn�1/�N

; g 2 Œ�.Rn/�N : (3.38)

Since

Qh; Qg 2 L2
�
Œ0;1/I d�IL2.Sn�1/N=2

�
˚ L2

�
.�1; 0�I d�IL2.Sn�1/N=2

�
;

it suffices to estimate the integral in (3.38) over a compact neighborhood, say X�, of
the point �. By Proposition 3.3, Qh.�; � /

ŒL2.Sn�1/�N
D
 Qh.�; � / � Qh.�; � /


ŒL2.Sn�1/�N

� C0j� � �j��.1=2/khkŒL2
� .Rn/�N ;
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for some C0 2 .0;1/, and consequently,ˇ̌̌̌ Z
X�

d� .� � �� i0/�1
�
Qh.�; � /; Qg.�; � /

�
ŒL2.Sn�1/�N

ˇ̌̌̌
� C0khkŒL2

� .Rn/�N

Z
X�

d� j� � �j��.3=2/
 Qg.�; � /

ŒL2.Sn�1/�N
;

g 2 Œ�.Rn/�N : (3.39)

An application of Hölder’s inequality yields for any conjugate pair p�1 C q�1 D 1

the estimateZ
X�

d� j� � �j��.3=2/
 Qg.�; � /

ŒL2.Sn�1/�N

�

�Z
X�

d� j� � �j�q..3=2/��/
�q�1�Z

X�

d�
 Qg.�; � /p

ŒL2.Sn�1/�N

�p�1

: (3.40)

By (3.35) with C2 D C2.˛; p;X�/,Z
X�

d�
 Qg.�; � /p

ŒL2.Sn�1/�N
� C2kgk

p

ŒL2
z�
.Rn/�N

; (3.41)

where p < 2.1� 2z�/�1. Therefore, the conjugate exponent satisfies q > 2.1C 2z�/�1,
and consequently q..3=2/ � �/ > .3 � 2�/.1C 2z�/�1. Thus, if z� > 1 � � , that is, if
� Cz� > 1, then .3� 2�/.1C 2z�/�1 < 1, so q..3=2/� �/may be chosen to be smaller
than 1, rendering the first integral on the right-hand side in (3.40) finite. In conclusion,
(3.39), (3.40), and (3.41) combine to yield the desired estimate.

Finally, we turn to the issue of absence of singular continuous spectrum for H .
Introducing the set N WD NC [ N�, so that

�s.H/n¹0º � N ;

to prove that �sc.H/ D ;, it suffices to show that any � 2 N must be an eigenvalue
of H . To this end, let � 2 N , so that there exists an f 2 ŒL2.Rn/�N n¹0º such that

�f D V2
�
H0 � .�˙ i0/IŒL2.Rn/�N

��1
V �
1 f; (3.42)

with V1 and V2 taken as in (3.20) with � 2 .1=2; � � .1=2//. Introducing

g D h � i
��f 2 ŒL2� .R

n/�N ; (3.43)

the equations for f in (3.42) may be recast as (3.34). In view of (3.43) and the fact
that Qg.�/ D 0, the estimate in (3.37) applies to h D g:�

H0 � .�˙ i0/IŒL2.Rn/�N

��1
g 2 ŒL2

�z� .R
n/�N ; z� > 1 � �:
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Then the condition in (3.3) and the identity in (3.34) combine to yield

g D �V
�
H0 � .�˙ i0/IŒL2.Rn/�N

��1
g 2 ŒL2�.R

n/�N ; � < � C � � 1:

Iterating the same argument ` 2 N times yields

g 2 ŒL2�.R
n/�N ; � < � C `.� � 1/: (3.44)

If ` is chosen so that ` > .1 � �/=.� � 1/, then � C `.� � 1/ > 1. Therefore, (3.44)
implies, in particular, that g 2 ŒL2

z�
.Rn/�N for some z� 2 .1; 3=2/. Consequently, by

Proposition 3.3, Qg is Hölder continuous of order z� � .1=2/. Next, the function  WD

.H0 � .� ˙ i0/IŒL2.Rn/�N /
�1g belongs to dom.H/ D dom.H0/ D ŒW 1;2.Rn/�N

since z .�/ D Qg.�/.� � �/�1, Qg.�/ D 0, and z� � .1=2/ > 1=2. By (3.34),  sat-
isfies the Dirac equation H D � . Moreover,  is a nontrivial solution. Indeed, if
 D 0, then g D �V D 0. Of course, one then obtains f D h � i�g D 0, which con-
tradicts the assumption f 2 ŒL2.Rn/�N n¹0º. Therefore,  is an eigenfunction and �
is a corresponding eigenvalue. As a result, N � �p.H/ and �sc.H/ D ;.

Remark 3.5. The fact that kV2.H0 � .�˙ i0/IŒL2.R3/�4/
�1V �

1 kB.L2.R3// does not
decay as � ! ˙1 shows that in principle one cannot rule out eigenvalues of H
running off to 1 and/or �1. In fact, it has been shown in [104] that for all � > 1=2,
there exists a constant C� 2 .0;1/ such that

sup
z2CnR

h � i���H0 � zIŒL2.R3/�4

��1
h � i

��


B.ŒL2.R3/�4/
� C� (3.45)

and that h � i���H0 � .�˙ i0/IŒL2.R3/�4

��1
h � i

��


B.ŒL2.R3/�4/

does not decay as j�j ! 1 for any � > 1=2: (3.46)

In the case of massive Dirac operators (i.e., with H0 replaced by H0.m/), the con-
dition � > 1=2 needs to be replaced by � � 1. For results in this direction we also
refer to [131–133,189]. This contrasts sharply with the case of Schrödinger operators
where a Riemann–Lebesgue-type argument yields decay of the underlying Birman–
Schwinger operator (see, e.g., [157, Theorem III.13]). ˘

Remark 3.6. The transformation in (3.9) employed to diagonalize ˛ � p is similar
to the celebrated Foldy–Wouthuysen transformation (see, e.g., [46, 162], [165, Sec-
tion 5.6]). The latter is well known to diagonalizeH0. In fact, introducing the unitary
N �N block operator matrix UN in ŒL2.Rn/�N , n 2 N, n � 2, via

UN D 2�1=2
�
IN C ˇ

�
˛ � .�ir/

�
j � irj

�1
�
;

U�1
N D 2�1=2

�
IN � ˇ

�
˛ � .�ir/

�
j � irj

�1
�
;
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one infers that

zH0 D UNH0U
�1
N D

 
IN=2.��/

1=2 0N=2

0N=2 �IN=2.��/
1=2

!
;

dom
�
zH0
�
D ŒW 1;2.Rn/�N : (3.47)

It is worth pointing out that every result in this chapter has a verbatim analog for
operators of the type

zH0 C V; and IN .��Cm2IL2.Rn//
1=2

C V; m � 0;

in ŒL2.Rn/�N , with V satisfying (3.3). More generally, .��/1=2 can be replaced by
general fractional powers .��/ ,  > 0, and even by more general functions h.��/
(cf. [22]). This comment is of some significance as a large body of work went into
studying IN .��/1=2 C V (especially, in the scalar case N D 1) over the past two
decades. We refer, for instance, to [22, 32, 93, 109, 110, 117, 143, 147], [158, p. 124],
[172–177, 182]. ˘

In the following chapter we will recall conditions on V that yield the absence of
eigenvalues of H (implying unitary equivalence of H and H0 via the wave operators
W˙.H;H0/ in Theorem 3.4, see Remark 4.3).

We conclude this chapter with some hints at additional literature (beyond [186,
Sections 1.11, 2.1, and 2.2]) concerning the absence of singular continuous spectrum
and proofs of limiting absorption principles for operators of the form H0 C V .

In the case of three-dimensional massless Dirac operators, the absence of singular
continuous spectrum of H with scalar potentials (i.e., V D v IN ), including the case
of long-range interactions v, was proved in [47]. The limiting absorption principle for
H0 in three dimensions was derived in [151]. For the proof of existence of absolutely
continuous spectrum of massless Dirac operators for nD 3, where V D v ˇ, see [49].
To the best of our knowledge, these references in the special case n D 3 comprise all
explicit statements about the absence of the singular continuous spectrum ofH and/or
the limiting absorption principle forH0. So Theorem 3.4 is new for n 2Nn¹3º, n� 2,
which is particularly interesting in the case nD 2 as the latter is related to applications
involving graphene. On the other hand, we emphasize that Theorem 3.4 is a direct
consequence of the material presented by Yafaev in [186, Section 2.4]. In the context
of massless Dirac operators in dimension n D 2 we also refer to [60] (see also [59]).
We also note that a global limiting absorption principle for H0 on R for all n 2 N,
n � 2, was proved in [23, 39, 104].

For the case of massive Dirac operators H.m/ D H Cmˇ, m > 0, we also refer
to [18,33,35,65–67,74,94,95,121,127,133,134,149,167,180], [186, Section 1.12],
[187–189].
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Finally, for scattering theory for Dirac operators we refer, for instance, to [47,54,
74,89,95,115,123,133,134,136,148,158,161,163,164], [165, Chapter 8], [166,167,
178], [186, Section 1.12].





Chapter 4

On the absence of eigenvalues for interacting, massless
Dirac operators

In this chapter, we briefly comment on results concerning the absence of eigenvalues
of massless Dirac operators. Since we are particularly interested in potentials vanish-
ing at ˙1, implying the absence of spectral gaps of H ,

�ess.H/ D R;

the absence of eigenvalues is equivalent to the absence of eigenvalues embedded into
the essential spectrum of H (a somewhat unusual situation from a quantum mechan-
ical point of view).

In the context of massive Dirac operatorsH.m/DH Cmˇ, with mass parameter
m> 0 and vanishing potentials at ˙1, there exists a fair number of papers describing
the absence of embedded eigenvalues in the essential spectrum of H.m/,

�ess
�
H.m/

�
D .�1;�m� [ Œm;1/

(or in certain regions of the essential spectrum), especially in the three-dimensional
case, nD 3. Relevant references in this context are, for instance, [9,25,100,101,103,
126,145] (however, this reference is imprecise w.r.t. implicit smoothness assumptions
on the electromagnetic potential coefficients), [168, 179].

The existence of threshold eigenvalues (and/or resonances) at ˙m are discussed,
for instance, in [56, 152].

In the massless case, m D 0, zero eigenvalues and/or zero-energy resonances (as
well as the absence zero-energy resonances) are treated in [2–5, 7, 8, 13–15], [16,
Chapter 4], [17, 24, 52, 55, 57, 70, 73, 103, 116, 129, 144, 146, 150–156, 190]. A fair
number of these references consider the case of Pauli operators in three dimensions,
Œ� � .�ir � A/�2, with � D .�1; �2; �3/ the standard Pauli matrices.

The subject of absence of zero modes, especially, zero-energy eigenvalues, for
massless Dirac operators has hardly been studied. Exceptions are [48] (see also [105]),
[102, 103], and properties of the corresponding (generalized) eigenfunctions are dis-
cussed in [8], [16, Section 4.4], [17, 150, 151, 190].

Here we recall the following special cases of results in [103, Theorems 2.1 and
2.3]:

Theorem 4.1. Let n 2 N, n � 2.
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(i) Assume that V W Rn ! CN�N is Lebesgue measurable and self-adjoint a.e.
on Rn, satisfying

ess: sup
x2Rn

jxj
V.x/

B.CN /
� C for some C 2

�
0; .n � 1/=2

�
; (4.1)

with k � kB.CN / denoting the operator norm of an N � N matrix in CN . Then any
distributional solution u 2 ŒW

1;2
loc .R

n/�N \ ŒL2.RnI jxj�1dnx/�N of .H0CV /uD 0

vanishes identically.
(ii) Suppose that

V W Rn ! CN�N is Lebesgue measurable and self-adjoint a.e. on Rn, and that

for some R > 0; V 2 ŒC 1.ER/�
N�N ; where ER D

®
x 2 Rn j jxj > R

¯
; (4.2)

and

jxj1=2V`;`0.x/ D
jxj!1

o.1/; .x � rV`;`0/.x/ D
jxj!1

o.1/; 1 � `; `0 � N;

uniformly with respect to directions: (4.3)

Then if for some � 2 Rn¹0º, u 2 ŒL2.ER/�
N satisfies .H0 C V /u D �u on ER

in the distributional sense, then u vanishes identically on Rn.
(iii) The self-adjoint realization H of H0 C V satisfyingZ

Rn

dnx jxj�1
f .x/2

CN <1; f 2 dom.H/; (4.4)

has no eigenvalue zero in case (i) and no eigenvalue � 2 Rn¹0º in case (ii).

Remark 4.2. We note that Theorem 4.1 due to [103, Theorems 2.1 and 2.3] appears
to have been the first, and up to now, the only result available proving absence of
eigenvalues of H in the massless case. The results on global H0-smoothness of
hQi�1 proven in [39] now yields a second such result (and unitary equivalence of
H and H0) for kV kB.ŒL2.Rn/�N / sufficiently small. ˘

Remark 4.3. In the context of Theorem 4.1 (iii) we note that if V satisfies (3.3) and
hence dom.H/DŒW 1;2.Rn/�N, then Kato’s inequality (cf., e.g., [16, pp. 19–20], [92]),Z

Rn

dnx jxj�1
ˇ̌
f .x/

ˇ̌2
� Cn

Z
Rn

dnp jpj
ˇ̌
Of .p/

ˇ̌2
; f 2 �.Rn/; n 2 N; n � 2;

for appropriate constants Cn 2 .0;1/, n � 2 (Kato’s inequality extends to the homo-
geneous Sobolev space D1=2.Rn/ of order 1=2), yields, in particular,Z

Rn

dnx jxj�1
ˇ̌
f .x/

ˇ̌2
�Cn

Z
Rn

dnp jpj
ˇ̌
Of .p/

ˇ̌2
�Cn

Z
Rn

dnp
�
1Cjpj2

�ˇ̌
Of .p/

ˇ̌2
;

f 2 W 1;2.Rn/; n 2 N; n � 2:

Thus, under assumption (3.3) on V , condition (4.4) holds automatically. ˘
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We summarize the discussion on absence of eigenvalues in this chapter as follows:

Corollary 4.4. (i) In addition to Hypothesis 3.1 assume that V satisfies conditions
(4.2), (4.3). Then

�p.H/ � ¹0º: (4.5)

(ii) In addition to Hypothesis 3.1 assume that V satisfies conditions (4.1)–(4.3).
Then

�p.H/ D ;: (4.6)

Moreover, H and H0 are unitarily equivalent.

Proof. The inclusion (4.5) follows from Theorem 4.1 (ii), (iii) and Remark 4.3. The
fact (4.6) follows from Theorem 4.1 (i), Remark 4.3, and (4.5). Unitary equivalence
of H and H0 is a consequence of (3.25), (3.29), (3.30), and (4.6).

Note added in proof: In connection with the absence of zero-energy eigenvalues
of massless Dirac operators with vector potentials we also refer to [72].





Chapter 5

The Green’s functions of H0.m/ and H0

In this chapter, we study the Green’s function for H0, that is, the integral kernel of
the resolvent of H0.

We start, however, with the Green’s function of the Laplacian in L2.Rn/,

h0 D ��; dom.h0/ D H 2.Rn/:

The Green’s function of h0, denoted by g0.zI � ; � /, is of the form,

g0.zI x; y/ WD .h0 � zIL2.Rn//
�1.x; y/

D

8<: .i=2/z�1=2eiz
1=2jx�yj; n D 1; z 2 Cn¹0º;

.i=4/
�
2�z�1=2jx � yj

�.2�n/=2
H
.1/

.n�2/=2

�
z1=2jx � yj

�
; n > 2; z 2 Cn¹0º;

Im.z1=2/ > 0; x; y 2 Rn; x ¤ y; (5.1)

and for z D 0, n � 3,

g0.0I x; y/ D
1

.n � 2/!n�1
jx � yj2�n; n > 3; x; y 2 Rn; x ¤ y:

Here H .1/
� . � / denotes the Hankel function of the first kind with index � � 0 (cf.

[1, Section 9.1]) and !n�1 D 2�n=2=�.n=2/ (�. � / the Gamma function, cf. [1, Sec-
tion 6.1]) represents the area of the unit sphere Sn�1 in Rn.

As z ! 0, g0.zI � ; � / is continuous on the off-diagonal for n � 3,

lim
z!0

z2Cn¹0º

g0.zI x; y/ D g0.0I x; y/ D
1

.n � 2/!n�1
jx � yj2�n;

x; y 2 Rn; x ¤ y; n 2 N; n > 3; (5.2)

but blows up for n D 1 as

g0.zI x; y/

D
z!0

z2Cn¹0º

.i=2/z�1=2 � 2�1jx � yj CO
�
z1=2jx � yj2

�
; x; y 2 R;

and for n D 2 as

g0.zI x; y/ D
z!0

z2Cn¹0º

�
1

2�
ln
�
z1=2jx � yj=2

��
1CO

�
zjx � yj2

��
C

1

2�
 .1/CO

�
jzjjx � yj2

�
; x; y 2 R2; x ¤ y: (5.3)

Here  .w/ D � 0.w/=�.w/ denotes the digamma function (cf. [1, Section 6.3]).
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For reasons of subsequent comparisons with the case of the free massive Dirac
operator H0.m/ D H0 Cmˇ, m > 0, we now start with the latter and compute,

.H0.m/� zIŒL2.Rn/�N /
�1

D
�
H0.m/C zIŒL2.Rn/�N

��
H0.m/

2
� z2IŒL2.Rn/�N

��1
D .�i˛ � r Cmˇ C zIŒL2.Rn/�N /

�
h0 � .z

2
�m2/IL2.Rn/

��1
IN ; (5.4)

employing
H0.m/

2
D .h0 Cm2IL2.Rn//IN :

Assuming

m > 0; z 2 Cn.RnŒ�m;m�/; Im
�
z2 �m2

�1=2
> 0;

x; y 2 Rn; x ¤ y; n 2 N; n � 2; (5.5)

and exploiting (5.4), one thus obtains for the Green’s function G0.m; zI � ; � / of
H0.m/,

G0.m; zI x; y/ WD
�
H0.m/ � zIŒL2.Rn/�N

��1
.x; y/

D i4�1.2�/.2�n/=2jx � yj2�n.mˇ C zIN /

�
�
.z2 �m2/1=2jx � yj

�.n�2/=2
H
.1/

.n�2/=2

�
.z2 �m2/1=2jx � yj

�
� 4�1.2�/.2�n/=2jx � yj1�n ˛ �

.x � y/

jx � yj

�
�
.z2 �m2/1=2jx � yj

�n=2
H
.1/

n=2

�
.z2 �m2/1=2jx � yj

�
:

Here we employed the identity ([1, p. 361]),�
H .1/
� .�/

�0
D �H

.1/
�C1.�/C � ��1H .1/

� .�/; �; � 2 C:

Equations (B.9), (B.10) reveal the facts (still assuming (5.5)),

lim
z!˙m

z2Cn¹˙mº

G0.m; zI x; y/ D 4�1��n=2�
�
.n � 2/=2

�
jx � yj2�n.mˇ ˙mIN /

C i2�1��n=2�.n=2/ ˛ �
.x � y/

jx � yjn
;

m > 0; x; y 2 Rn; x ¤ y; n 2 N; n � 3; (5.6)

G0.m; zI x; y/ D
z!˙m

z2Cn¹˙mº

�.4�/�1 ln.z2 �m2/.mˇ ˙mI2/

� .2�/�1 ln
�
jx � yj

�
.mˇ ˙mI2/C i.2�/�1 ˛ �

.x � y/

jx � yj2

CO
�
.z2 �m2/ ln.z2 �m2/

�
; m>0; x; y2R2; x¤y: (5.7)
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(Here the remainder term O..z2 �m2/ ln.z2 �m2// depends on x; y 2 R2, but this
is of no concern at this point.) In particular, G0.m; zI � ; � / blows up logarithmically
as z ! ˙m in two dimensions, n D 2, just as g0.z; � ; � / does as z ! 0.

By contrast, the massless case is quite different and assuming

z 2 CC; x; y 2 Rn; x ¤ y; n 2 N; n � 2; (5.8)

one computes in the case m D 0 for the Green’s function G0.zI � ; � / of H0,

G0.zI x; y/ WD .H0 � zIŒL2.Rn/�N /
�1.x; y/

D i4�1.2�/.2�n/=2jx � yj2�nz
�
zjx � yj

�.n�2/=2
H
.1/

.n�2/=2

�
zjx � yj

�
IN

� 4�1.2�/.2�n/=2jx � yj1�n
�
zjx � yj

�n=2
H
.1/

n=2

�
zjx � yj

�
˛ �
.x � y/

jx � yj
: (5.9)

The Green’s function G0.zI � ; � / ofH0 continuously extends to z 2 CC. In addition,
in the massless case m D 0, the limit z ! 0 exists1,

lim
z!0;

z2CCn¹0º

G0.zI x; y/ WD G0.0C i 0I x; y/ D i2�1��n=2�.n=2/ ˛ �
.x � y/

jx � yjn
;

x; y 2 Rn; x ¤ y; n 2 N; n � 2; (5.10)

and no blow up occurs for all n 2 N, n � 2.

Remark 5.1. (i) The observation of an absence of blow up in G0.zI � ; � / as z ! 0

is consistent with the sufficient condition for the Dirac operator H D H0 C V (in
dimensions n 2 N, n � 2), with V an appropriate self-adjoint N �N matrix-valued
potential, having no eigenvalues, as derived in [103, Theorems 2.1 and 2.3].

(ii) The asymptotic behavior, for some dn 2 .0;1/,G0.0C i 0I x; y/


CN

D
z!0;

z2CCn¹0º

dnjx � yj1�n; x; y 2 Rn; x ¤ y; n 2 N; n � 2;

implies the absence of zero-energy resonances (cf. Chapter 10 for a detailed discus-
sion) of H for n 2 N, n � 3, for sufficiently fast decaying short-range potentials V
at infinity, as j � j1�n lies in L2.Rn/ near infinity if and only if n � 3. This is consis-
tent with observations in [8], [16, Section 4.4], [17, 28, 150, 151, 190] for n D 3 (see
also Remark 10.8 (ii)). This should be contrasted with the behavior of Schrödinger

1Our choice of notation 0 C i 0 in G0.0 C i 0I x; y/ indicates that the limit limz!0 is
performed in the closed upper half-plane CC.
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operators where

lim
z!0

z2Cn¹0º

g0.zI x; y/ D g0.0I x; y/ D
1

.n � 2/!n�1
jx � yj2�n;

x; y 2 Rn; x ¤ y; n 2 N; n > 3;

implies the absence of zero-energy resonances of h D h0 C w for n 2 N, n � 5,
again for sufficiently fast decaying short-range potentials w at infinity, as j � j2�n lies
in L2.Rn/ near infinity if and only if n � 5, as observed in [96]. ˘

Remark 5.2. In the special case n D 3, the identities

H
.1/

1=2
.�/ D �i

�
2

�

�1=2
ei�

�1=2
;

H
.1/

3=2
.�/ D �

�
2

�

�1=2
ei� .� C i/

�3=2
; � 2 Cn¹0º;

combine in (5.9) to yield

G0.zI x; y/ D
eizjx�yj

4�jx � yj

�
z IN C z ˛ �

.x � y/

jx � yj
C i ˛ �

.x � y/

jx � yj2

�
;

x; y 2 R3; x ¤ y; z 2 CC: ˘

Remark 5.3. It is possible to expand the massless Dirac Green’s functionG0.zI � ; � /
in powers of z in such a way that several coefficients in the expansion vanish (the
precise number of vanishing coefficients depending on the dimension n) for odd
dimensions n � 5. This observation relies on the following connection between the
modified Bessel and spherical Bessel functions (cf., e.g., [1, Section 10.1.1]):

H
.1/

jC.1=2/
.�/ D .2��1�/1=2h

.1/
j .�/; � 2 Cn¹0º; j 2 N: (5.11)

Moreover, by [1, Equation 10.1.16],

h
.1/
j .�/ D i�.jC1/��1ei�

jX
kD0

.j C k/Š

kŠ.j � k/Š
.�2i�/�k; � 2 Cn¹0º; j 2 N: (5.12)

Upon combining (5.11) and (5.12), one obtains for odd dimensions n � 3,

H
.1/

.n=2/�1
.�/ D H

.1/

Œ.n�3/=2�C.1=2/
.�/

D 21=2��1=2i .1�n/=2��1=2ei�
.n�3/=2X
kD0

��
.n � 3/=2

�
C k

�
Š

kŠ
��
.n � 3/=2

�
� k

�
Š
.�2i�/�k;

� 2 Cn¹0º; (5.13)
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and

H
.1/

.n=2/
.�/ D H

.1/

Œ.n�1/=2�C.1=2/
.�/

D 21=2��1=2i�.nC1/=2��1=2ei�
.n�1/=2X
kD0

��
.n � 1/=2

�
C k

�
Š

kŠ
��
.n � 1/=2

�
� k

�
Š
.�2i�/�k;

� 2 Cn¹0º: (5.14)

Thus, using the expansions (5.13) and (5.14) in (5.9), one obtains the following
expansion for the massless Dirac Green’s function in odd dimensions n � 3:

G0.zI x; y/ D i.�1/.1�n/=22�.nC1/=2�.1�n/=2eizjx�yjIN

�

.n�3/=2X
kD0

��
.n � 3/=2

�
C k

�
Š

kŠ
��
.n � 3/=2

�
� k

�
Š
.�2/�k.iz/�kCŒ.n�1/=2�jx � yj�k�Œ.n�1/=2�

C i.�1/.1�n/=22�.nC1/=2�.1�n/=2eizjx�yj˛ �
.x � y/

jx � yj

�

.n�1/=2X
kD0

��
.n � 1/=2

�
C k

�
Š

kŠ
��
.n � 1/=2

�
� k

�
Š
.�2/�k.iz/�kCŒ.n�1/=2�jx � yj�k�Œ.n�1/=2�;

x; y 2 Rn; x ¤ y; z 2 CnR: (5.15)

Introducing the power series for the exponential in (5.15) and reordering the series to
combine like powers of iz, one obtains

G0.zIx;y/D.�1/
.3�n/=22�.nC1/=2�.1�n/=2zjx�yj

1X
jD0

dj .iz/
j
jx�yj�.n�1�j /IN

C i.�1/.1�n/=22�.nC1/=2�.1�n/=2
1X
jD0

d 0
j .iz/

j
jx � yj�.n�1�j /˛ �

.x � y/

jx � yj
;

x; y 2 Rn; x ¤ y; z 2 CnR; (5.16)

where for each j 2 N0, the numerical coefficients dj and d 0
j are given by

dj D

.n�3/=2X
kD0

k�Œ.n�3/=2��j

��
.n � 3/=2

�
C k

�
Š

kŠ
��
.n � 3/=2

�
� k

�
Š
.�2/�k

1�
j C k �

�
.n � 3/=2

��
Š
; (5.17)

d 0
j D

.n�1/=2X
kD0

k�Œ.n�1/=2��j

��
.n � 1/=2

�
C k

�
Š

kŠ
��
.n � 1/=2

�
� k

�
Š
.�2/�k

1�
j C k �

�
.n � 1/=2

��
Š
: (5.18)
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In odd dimensions n� 5, certain of the coefficients dj and d 0
j in (5.17) and (5.18)

vanish based on the combinatorial identity in Proposition 5.4 below. Applying Propo-
sition 5.4 with m D .n � 3/=2 and m D .n � 1/=2, one infers that for n � 5 is odd,
the free massless Green’s function G0.z; � ; � / is given by (5.16)–(5.18) and

dj D 0 for all odd j 2 N satisfying 1 � j � n � 4;

d 0
j D 0 for all odd j 2 N satisfying 1 � j � n � 2: ˘

Proposition 5.4 ([96, Lemma 3.3]). If m 2 N and

cj WD

mX
kD0

k�m�j

.mC k/Š

kŠ.m � k/Š
.�2/�k

1

.k C j �m/Š
; j 2 N0;

then cj D 0 for j D 1; 3; : : : ; 2m � 1.

Since H0 has no spectral gap, �.H0/ D R, but h0 has the half-line .�1; 0/ in
its resolvent set, a comparison of h0 with the massive free Dirac operator H0.m/ D
H0Cmˇ,m> 0, with spectral gap .�m;m/, replacing the energy zD 0 by zD˙m,
is quite natural and then exhibits a similar logarithmic blowup behavior as z ! 0 in
dimensions n D 2.

Returning to our analysis of the resolvent of H0, the asymptotic behavior (B.9)–
(B.11) implies for some cn 2 .0;1/,G0.0C i 0I x; y/


B.CN /

� cnjx � yj1�n;

x; y 2 Rn; x ¤ y; n 2 N; n � 2; (5.19)

and for given R � 1,

G0.zI x; y/B.CN /
�cn;R.z/e

� Im.z/jx�yj

8̂̂<̂
:̂
jx � yj1�n; jx � yj�1; x¤y;

1; 1 � jx � yj�R;

jx � yj.1�n/=2; jx � yj�R;

z 2 CC; x; y 2 Rn; x ¤ y; n 2 N; n � 2; (5.20)

for some cn;R. � / 2 .0;1/ continuous and locally bounded on CC.
For future purposes we now rewrite G0.zI � ; � / as follows:

G0.zIx;y/D i4
�1.2�/.2�n/=2jx�yj2�nz

�
zjx�yj

�.n�2/=2
H
.1/

.n�2/=2

�
zjx�yj

�
IN

� 4�1.2�/.2�n/=2jx�yj1�n
�
zjx�yj

�n=2
H
.1/

n=2

�
zjx�yj

�
˛ �
.x�y/

jx�yj

D jx � yj1�nfn.z; x � y/; z 2 CC; x; y 2 Rn; x ¤ y; n 2 N; n � 2; (5.21)



The Green’s functions of H0.m/ and H0 47

where fn is continuous and locally bounded on CC � Rn, in addition,fn.z; x/B.CN /

� cn.z/e
� Im.z/jxj

´
1; 0 � jxj � 1;

jxj.n�1/=2; jxj � 1;
z 2 CC; x; y 2 Rn; (5.22)

for some constant cn. � / 2 .0;1/ continuous and locally bounded on CC. In partic-
ular, decomposing G0.zI � ; � / into

G0.zI x; y/ D G0.zI x; y/�Œ0;1�
�
jx � yj

�
CG0.zI x; y/�Œ1;1/

�
jx � yj

�
D G0;<.zI x � y/CG0;>.zI x � y/; (5.23)

z 2 CC; x; y 2 Rn; x ¤ y; n 2 N; n � 2;

where

G0;<.zI x � y/ WD G0.zI x; y/�Œ0;1�
�
jx � yj

�
; (5.24)

G0;>.zI x � y/ WD G0.zI x; y/�Œ1;1/
�
jx � yj

�
; (5.25)

z 2 CC; x;y 2 Rn; x ¤ y; n 2 N; n � 2;

one verifies thatˇ̌
G0;>.zI x � y/j;k

ˇ̌
�

´
Cnjx � yj�.n�1/; z D 0;

Cn.z/jx � yj�.n�1/=2; z 2 CC;

x; y 2 Rn; jx � yj � 1; 1 � j; k � N; (5.26)

for some constants Cn; Cn. � / 2 .0;1/, in particular,

G0;>.zI � / 2 ŒL
1.Rn/�N�N ; z 2 CC; (5.27)

and that
G0;>. � I � / is continuous on CC � Rn: (5.28)

In the next chapter, we will use the decomposition (5.23) to derive trace ideal
properties of operators of the type F1. � /.H0 � zIŒL2.Rn/�N /

�1F2. � /, employing
results of [26, Section 5.4] in the case n � 3. We also derive trace ideal properties
of h � i�ı.H0 � zIŒL2.Rn/�N /

�1h � i�ı in the case n � 2 using a different approach
based on a combination of Sobolev’s inequality and complex interpolation.





Chapter 6

Trace ideal properties of F1. � /.H0 � zIŒL2.Rn/�N /�1F2. � /

and h � i�ı.H0 � zIŒL2.Rn/�N /�1h � i�ı

In the first part of this chapter we derive trace ideal properties of operators of the
type F1. � /.H0 � zIŒL2.Rn/�N /

�1F2. � /, employing results of [26, Section 5.4] in
the case n � 3. In the second part of this chapter we derive trace ideal proper-
ties of h � i�ı.H0 � zIŒL2.Rn/�N /

�1h � i�ı in the case n � 2 by a different approach
based on a combination of Sobolev’s inequality and complex interpolation. These two
approaches are independent and complement each other.

The considerations (5.21)–(5.27) readily imply the following facts:

Lemma 6.1. Let n 2 N, n � 2, and F;H 2 ŒL2.Rn/�N�N . Introducing

R0;>;F;H .zI x; y/ D F.x/G0;>.zI x � y/H.y/; z 2 CC; x; y 2 Rn; (6.1)

the integral operatorR0;>;F;H.z/ in ŒL2.Rn/�N with integral kernelR0;>;F;H.zI � ; � /
satisfies

R0;>;F;H .z/ 2 B2

�
ŒL2.Rn/�N

�
; z 2 CC; (6.2)

and R0;>;F;H . � / is continuous on CC with respect to the k � kB2.ŒL2.Rn/�N /-norm.
In particular, this applies to F;H satisfying for some constant C 2 .0;1/,

jFj;kj; jHj;kj � C h � i
�ı ; ı > n=2; 1 � j; k � N:

Proof. We apply Theorem A.2 (iii) and Lemma A.4.
Let F;H 2 ŒL2.Rn/�N�N and z 2 CC be fixed. To prove (6.2), it suffices to showR0;>;F;H .zI � ; � /B2.CN /

2 L2.R2nI dnx dny/ (6.3)

and apply [27, Theorem 11.6] (in the special case L2.Rn � RnIdnx dny/). To prove
(6.3) we recall

kDkB2.Cn/ � N 1=2
kDkB.CN /; D 2 CN�N : (6.4)

Then by (5.27) and (6.3),R0;>;F;H .zI x; y/B2.CN /

� N 1=2
F.x/

B.CN /

G0;>.zI x � y/


B.CN /

H.y/
B.CN /

� C.z/
F.x/

B.CN /

H.y/
B.CN /

; x; y 2 Rn; (6.5)
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for an appropriate constant C.z/ > 0. Since by hypothesis F; H 2 ŒL2.Rn/�N�N ,
and hence,

F. � /2
B.CN /

�
F. � /2

B2.CN /
D

NX
j;kD1

ˇ̌
Fj;k. � /

ˇ̌2
2 L1.Rn/;

and analogously for H , the estimate in (6.5) implies (6.3).
To prove the continuity claim, let z; z0 2 CC. One computes (cf. [27, Theo-

rem 11.6])R0;>;F;H .z/ �R0;>;F;H .z0/2B2.ŒL2.Rn/�N /

D

Z
Rn�Rn

dnx dny
R0;>;F;H .zI x; y/ �R0;>;F;H .z0I x; y/2B2.CN /

� N

Z
Rn�Rn

dnx dny
F.x/2

B.CN /

G0;>.zI x � y/ �G0;>.z
0
I x � y/

2
B.CN /

�
H.y/2

B.CN /
: (6.6)

An application of Lebesgue’s dominated convergence theorem, making use of (5.27),
F;H 2 ŒL2.Rn/�N�N , and the continuity ofG0;>.zIx � y/with respect to .z;x � y/
in B.CN / (see (5.28)), then yields

lim
z!z0

z;z02CC

R0;>;F;H .z/ �R0;>;F;H .z0/B2.ŒL2.Rn/�N /
D 0:

To improve upon Lemma 6.1, we now recall the following version of Sobolev’s
inequality (see, e.g., [157, Corollary I.14]).

Theorem 6.2. Let n 2 N, � 2 .0; n/, r; s 2 .1;1/, r�1 C s�1 C �n�1 D 2, f 2

Lr.Rn/, h 2 Ls.Rn/. Then, there exists Cr;s;�;n 2 .0;1/ such thatZ
Rn�Rn

dnx dny
jf .x/jjh.y/j

jx � yj�
� Cr;s;�;nkf kLr .Rn/khkLs.Rn/: (6.7)

For subsequent purposes, we also recall some basic facts on Lp-properties of
Riesz potentials (see, e.g., [160, Section V.1]):

Theorem 6.3. Let n 2 N, ˛ 2 .0;n/, and introduce the Riesz potential operator R˛;n

as follows:

.R˛;nf /.x/ D
�
.��/�˛=2f

�
.x/ D .˛; n/�1

Z
Rn

dny jx � yj˛�nf .y/;

.˛; n/ D �n=22˛�.˛=2/=�
�
.n � ˛/=2

�
; (6.8)

for appropriate functions f .see below/.



Trace ideal properties of F1. � /.H0 � zIŒL2.Rn/�N /�1F2. � / 51

(i) Let p 2 Œ1;1/ and f 2 Lp.Rn/. Then the integral .R˛;nf /.x/ converges for
(Lebesgue) a.e. x 2 Rn.

(ii) Let 1 < p < q <1, q�1 D p�1 � ˛n�1, and f 2 Lp.Rn/. Then there exists
Cp;q;˛;n 2 .0;1/ such that

kR˛;nf kLq.Rn/ � Cp;q;˛;nkf kLp.Rn/: (6.9)

We also note the ˇ function-type integral (cf. [160, p. 118]),Z
Rn

dny jek � yj
˛�n

jyjˇ�n D .˛; n/.ˇ; n/=.˛ C ˇ; n/;

0 < ˛ < n; 0 < ˇ < n; ˛ C ˇ < n;

ek D .0; : : : ; 1„ƒ‚…
k

; : : : ; 0/; 1 � k � n: (6.10)

and the Riesz composition formula (see [53, Sections 3.1 and 3.2]),Z
Rn

dny jx1 � yj
˛�n

jy � x2j
ˇ�n

D
�
.˛; n/.ˇ; n/=.˛ C ˇ; n/

�
jx1 � x2j

˛Cˇ�n;

0 < ˛ < n; 0 < ˇ < n; ˛ C ˇ < n; x1; x2 2 Rn: (6.11)

For later use in Chapter 10, we recall the following estimate taken from [63,
Lemma 6.3].

Lemma 6.4. Let n 2 N and x1; x2 2 Rn. If ˛;ˇ 2 .0; n�, ";  2 .0;1/, with nC  �

˛ C ˇ, and ˛ C ˇ ¤ n, thenZ
Rn

dny jx1 � yj
˛�n

hyi��"jy � x2j
ˇ�n

� Cn;˛;ˇ;;"

´
jx1 � x2j

�max¹0;n�˛�ˇº; jx1 � x2j � 1;

jx1 � x2j
�min¹n�˛;n�ˇ;nC�˛�ˇº; jx1 � x2j � 1;

where Cn;˛;ˇ;;" 2 .0;1/ is an x1; x2-independent constant.

Returning to G0;>.zI � /, we next combine the estimate (5.26) with Theorem 6.2,
rather than just using the L1-bound (5.27) on G0;>.zI � / in Lemma 6.1, yielding a
considerable improvement of Lemma 6.1.

Theorem 6.5. Let n 2 N, n � 2.
(i) Let z D 0 and F;H 2 ŒL4n=.nC"/.Rn/�N�N for some " > 0. Introducing the

integral operator R0;>;F;H .0/ in ŒL2.Rn/�N with integral kernel R0;>;F;H .0I � ; � /
as in (6.1), then

R0;>;F;H .0/ 2 B2

�
ŒL2.Rn/�N

�
: (6.12)
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In particular, this applies to F;H satisfying for some constant C 2 .0;1/,

jFj;kj; jHj;kj � C h � i
�ı ; ı > n=4; 1 � j; k � N:

(ii) Let z 2 CC and F;H 2 ŒL4n=.nC1/.Rn/�N�N . Introducing the integral oper-
ator R0;>;F;H .z/ in ŒL2.Rn/�N with integral kernel R0;>;F;H .zI � ; � / as in (6.1),
then

R0;>;F;H .z/ 2 B2

�
ŒL2.Rn/�N

�
; z 2 CC; (6.13)

and R0;>;F;H . � / is continuous on CC with respect to the k � kB2.ŒL2.Rn/�N /-norm.
In particular, this applies to F;H satisfying for some constant C 2 .0;1/,

jFj;kj; jHj;kj � C h � i
�ı ; ı > .nC 1/=4; 1 � j; k � N:

Proof. Again, we apply Theorem A.2 (iii) and Lemma A.4.
If z D 0, then R0;>;F;H .0I � ; � / generates a Hilbert–Schmidt operator in L2.Rn/

upon applying the following modified z D 0 part in estimate (5.26),ˇ̌
G0;>.zI x � y/j;k

ˇ̌
� cn;"jx � yj�.n�"/=2;

x; y 2 Rn; jx � yj � 1; 1 � j; k � N;

for some constants cn;" 2 .0;1/, combined with Sobolev’s inequality in the formZ
Rn�Rn

dnxdny

ˇ̌
f .x/

ˇ̌2ˇ̌
h.y/

ˇ̌2
jx � yjn�"

�Œ1;1/
�
jx � yj

�
� Cn;"kf

2
kL2n=.nC"/.Rn/kh

2
kL2n=.nC"/.Rn/;

identifying r D s D 2n=.nC "/, � D n � " in (6.7). One verifies that

h � i
�ı

2 L4n=.nC"/.Rn/

if ı > .nC "/=4, and, since " > 0 can be chosen arbitrarily small, if ı > n=4.
The general case z 2 CC follows along the same lines using the modified estimate

(5.26), ˇ̌
G0;>.zI x � y/j;k

ˇ̌
� cnjx � yj�.n�1/=2;

x; y 2 Rn; jx � yj � 1; 1 � j; k � N;

for some constant cn 2 .0;1/, again combined with Sobolev’s inequality in the formZ
Rn�Rn

dnxdny

ˇ̌
f .x/

ˇ̌2ˇ̌
h.y/

ˇ̌2
jx � yjn�1

�Œ1;1/
�
jx � yj

�
� Cnkf

2
kL2n=.nC1/.Rn/kh

2
kL2n=.nC1/.Rn/; (6.14)

identifying r D s D 2n=.n C 1/, � D n � 1 in (6.7). One verifies that h � i�ı 2

L4n=.nC1/.Rn/ if ı > .nC 1/=4.
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Finally, continuity of R0;>;F;H . � / on CC with respect to the k � kB2.ŒL2.Rn/�N /-
norm follows again by applying Lebesgue’s dominated convergence theorem as in the
proof of Lemma 6.1.

We recall the following interesting results of McOwen [120] and Nirenberg–
Walker [125], which provide necessary and sufficient conditions for the boundedness
of certain classes of integral operators in Lp.Rn/:

Theorem 6.6. Let n 2 N, c; d 2 R, c C d > 0, p 2 .1;1/, and p0 D p=.p � 1/.
Then the following items (i) and (ii) hold.

(i) Consider

Kc;d .x; y/ D jxj�cjx � yj.cCd/�njyj�d ; x; y 2 Rn; x ¤ x0; (6.15)

then the integral operator Kc;d in Lp.Rn/ with integral kernel Kc;d . � ; � / in (6.15)
is bounded if and only if c < n=p and d < n=p0.

(ii) Consider

zKc;d .x; y/D
�
1C jxj

��c
jx � yj.cCd/�n

�
1C jyj

��d
; x; y 2 Rn; x ¤ x0; (6.16)

then the integral operator zKc;d in Lp.Rn/ with integral kernel zKc;d . � ; � / in (6.16)
is bounded if and only if c < n=p and d < n=p0.

This result implies the following fact.

Theorem 6.7. Let n 2 N, n � 2.
(i) Then the integral operator R0;ı in ŒL2.Rn/�N with associated integral kernel

R0;ı. � ; � / bounded entrywise byˇ̌
R0;ı. � ; � /j;k

ˇ̌
� C h � i

�ı
ˇ̌
G0.0I � ; � /j;k

ˇ̌
h � i

�ı ; ı � 1=2; 1 � j; k � N;

for some C 2 .0;1/, is bounded,

R0;ı 2 B
�
ŒL2.Rn/�N

�
: (6.17)

(ii) The integral operator R0;ı.z/ in ŒL2.Rn/�N , with associated integral kernel
R0;ı.zI � ; � / bounded entrywise byˇ̌

R0;ı.zI � ; � /j;k
ˇ̌
� C h � i

�ı
jG0.zI � ; � /j;kjh � i

�ı ;

ı � .nC 1/=4; z 2 CC; 1 � j; k � N;

for some C 2 .0;1/, is bounded,

R0;ı.z/ 2 B
�
ŒL2.Rn/�N

�
; z 2 CC: (6.18)
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(iii) The integral operator R0;˛;ˇ .z/ in ŒL2.Rn/�N , with associated integral ker-
nel R0;˛;ˇ .zI � ; � / bounded entrywise byˇ̌

R0;˛;ˇ .zI � ; � /j;k
ˇ̌
� C h � i

�˛
ˇ̌
G0.zI � ; � /j;k

ˇ̌
h � i

�ˇ ;

˛ � .n � 1/=2; ˇ � 1; z 2 CC; 1 � j; k � N;

for some C 2 .0;1/, is bounded,

R0;˛;ˇ .z/ 2 B
�
ŒL2.Rn/�N

�
; z 2 CC: (6.19)

Proof. (i) The inclusion (6.17) is then an immediate consequence of (5.10) and hence
the estimate jG0.0Ix;y/j;kj �C jx� yj1�n, x;y 2Rn, x¤ y, 1� j;k�N , Theorem
6.6, choosing c D d D 1=2 in (6.15), and an application of Theorem A.2 (i) and
Lemma A.4.

(ii) To prove the inclusion (6.18) we employ the estimates (B.9)–(B.11) (cf. also
(5.20)) to obtainˇ̌
G0.zI x; y/j;k

ˇ̌
� C.z/jx � yj1�n�Œ0;1�

�
jx � yj

�
CD.z/jx � yj.1�n/=2�Œ1;1/

�
jx � yj

�
;

z 2 CC; x; y 2 Rn; x ¤ y; 1 � j; k � N; (6.20)

for some C; D.z/ 2 .0;1/, and apply Theorems 6.6 (parts (i) or (ii)) and A.2 (i)
(cf. also Lemma A.4) to both terms on the right-hand sides of (6.20). The part 0 �

jx � yj � 1 in (6.20) leads to ı � 1=2, whereas the part jx � yj � 1 in (6.20) yields
ı � .nC 1/=4, implying (6.18).

(iii) Again we employ the estimate (6.20) and argue as in item (ii) for the part
where jx � yj � 1. For the part jx � yj � 1 in (6.20) one employs Theorem 6.6 with
c D ˛ � .n � 1/=2 and d D ˇ � 1.

Given the fact (6.13), we will now focus on G0;<.zI � /, z 2 CC. We begin by
recalling that a.�ir/ is a convolution-type operator of the form,�

a.�ir/'
�
.x/ WD

��
F �1a

�
� '

�
.x/

D .2�/�n=2
Z

Rn

dny a_.x � y/'.y/; ' 2 �.Rn/; (6.21)

given a 2 � 0.Rn/, n 2 N. We are particularly interested in operators of the type

b.Q/a.�ir/;

with Q abbreviating the operator of multiplication by the independent variable x,
such that b.Q/a.�ir/ extends to a bounded, actually, compact operator in L2.Rn/,
in fact, we will focus on its membership in certain Schatten–von Neumann classes.
The prime result we will employ from [26, Section 5.4] in this context can be formu-
lated as follows:



Trace ideal properties of F1. � /.H0 � zIŒL2.Rn/�N /�1F2. � / 55

Theorem 6.8 ([26, p. 103, Section 5.4]). Let 2 < r < s, and suppose that a;  2

Lrweak.R
n/,  > 0, k kLr

weak.R
n/ � 1, and let b be a measurable function such that

b= 2 Lsweak

�
RnI rdnx

�
. Then

b.Q/a.�ir/ 2 Bs

�
L2.Rn/

�
;

and for some constant C.r; s/ 2 .0;1/,b.Q/a.�ir/
Bs.L2.Rn//

� C.r; s/kakLr
weak.R

n/

�Z
Rn

dnx b.x/s .x/r�s
�1=s

:

.See, e.g., [26, Section 1] for the notion of Lrweak. � /./

Next, we recall (with n 2 N, n � 2) that

j � j
�n

2 L
n=.n�/
weak .Rn/; 0 <  < n;��

j � j
�n

�^�
.�/ D cnj�j

� ;
�
j � j

�n
�^

2 L
n=
weak.R

n/; 0 <  < n;

G0;<.zI � /j;k D j � j
1�nfn.z; � /j;k�Œ0;1�

�
j � j

�
2 L

n=.n�1/
weak .Rn/ � Lp.Rn/;

1 � j; k � N; p 2
�
0; n=.n � 1/

�
;

where fn.z; � / and G0;<.zI � / are defined by (5.22) and (5.24), respectively. In addi-
tion, we recall the Hausdorff–Young inequality and its weak analog (cf., e.g., [139,
p. 32]), f ^


Lp=.p�1/.Rn/

� Dp;nkf kLp.Rn/; p 2 Œ1; 2�; (6.22)f ^

L

p=.p�1/
weak .Rn/

� Cp;nkf kLp
weak.R

n/; p 2 .1; 2/; (6.23)

noting that p=.p� 1/2 .2;1/ if p 2 .1;2/. In particular, since pD n=.n� 1/2 .1;2/

for n � 3,�
G0;<.zI � /j;k

�^
D
�
j � j

1�nfn.z; � /j;k�Œ0;1�
�
j � j

��^
2 Lnweak.R

n/;

1 � j; k � N; n 2 N; n � 3: (6.24)

Thus, an application of Theorem 6.8 and yields the following result.

Theorem 6.9. Let n 2 N, n � 3, " > 0, and assume that for some q 2 .n;1/, F 2

ŒLq.RnI .1C jxj/.q�n/.1C"/dnx/�N�N . Then,

F.Q/G0;<.zI �ir/
^
2 Bq

�
ŒL2.Rn/�N

�
; z 2 CC; (6.25)
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andF.Q/j;`�G0;<.zI �ir/`;k�^Bq.L2.Rn//

�C`;k.n;q/
�G0;<.z; � /`;k�^Ln

weak.R
n/

�Z
Rn

�
1Cjxj

�.q�n/.1C"/
dnx

ˇ̌
F.x/j;`

ˇ̌q�1=q
;

1 � j; k; ` � N: (6.26)

In addition, the operator F.Q/G0;<.zI �ir/^ is continuous with respect to z 2 CC

in the Bq

�
ŒL2.Rn/�N

�
-norm.

Proof. Pick k; ` 2 ¹1; : : : ; N º. Introducing  .x/ D c.1 C jxj/�1�", x 2 Rn,
c > 0, one infers that 2Ln.Rn/ and choosing c D k.1C j � j/�1�"k�1

Ln
weak.R

n/
yields

k kLn
weak.R

n/ � 1. Identifying a_ in Theorem 6.8 and

G0;<.zI � /`;k 2 L
n=.n�1/
weak .Rn/ � Lp.Rn/; p 2

�
0; n=.n � 1/

�
;

the inclusion (6.24) yields

a D .a_/^ D
�
G0;<.zI � /`;k

�^
2 Lnweak.R

n/:

Identifying b in Theorem 6.8 with Fj;` 2 Lq.RnI .1 C jxj/.q�n/.1C"/dnx/, r with
n� 3, and s with q >n, one verifies thatFj;`= 2Ln.RnI ndnx/ and all hypotheses
of Theorem 6.8 are satisfied. Hence, the inclusion (6.25) and the estimate (6.26) hold.

Continuity ofF.Q/G0;<.zI�ir/^ with respect to z2CC in the Bq.ŒL
2.Rn/�N /-

norm follows from the estimate (6.26) (replacing G0;<.zI �ir/ by G0;<.zI �ir/ �
G0;<.z

0I �ir/), the explicit structure of G0;<.zI � / in (5.21), (5.23), and the con-
tinuity of fn. � ; � /, combined with the weak Hausdorff–Young inequality (6.23)
and the fact that Lq.RnI d�/ � L

q
weak.R

nI d�/ with kgkLq
weak.R

nId�/ � kgkLq.RnId�/,
g 2 Lq.RnI d�/, q 2 .0;1/. Indeed, with Cn 2 .0;1/ some universal constant,�G0;<.zI � /`;k�^ � ŒG0;<.z

0
I � /`;k�

^

Ln

weak.R
n/

� CnkG0;<.zI � /`;k �G0;<.z
0
I � /`;kkLn=.n�1/

weak .Rn/

� CnkG0;<.zI � /`;k �G0;<.z
0
I � /`;kkLn=.n�1/.Rn/ �!

z!z0

z;z02CC

0;

applying the dominated convergence theorem.

A combination of Theorems 6.5 and 6.9 then yields the first principal result of
this chapter, which strengthens a part of Theorem 3.4 (see (3.27)) and shows that
the Birman–Schwinger operators V2.H0 � zIŒL2.Rn/�N /

�1V �
1 are continuous in the

closed upper half-plane in an appropriate Schatten norm, provided that Vj , j D 1; 2,
satisfy appropriate boundedness and decay hypotheses.
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Theorem 6.10. Let n 2 N, n � 3, " > 0, and suppose that

F1 2
�
Lq
�
RnI

�
1C jxj

�.q�n/.1C"/
dnx

��N�N for some q 2 .n;1/;

and
F` 2 ŒL

4n=.nC1/.Rn/�N�N
\ ŒL1.Rn/�N�N ; ` D 1; 2:

Introducing

R0;F1;F2
.z; x; y/ D F1.x/G0.zIx; y/F2.y/; z 2 CC; x; y 2 Rn; x ¤ y; (6.27)

the integral operatorR0;F1;F2
.z/ in ŒL2.Rn/�N with integral kernelR0;F1;F2

.z; � ; � /

satisfies
R0;F1;F2

.z/ 2 Bq

�
ŒL2.Rn/�N

�
; z 2 CC; (6.28)

and R0;F1;F2
. � / is continuous on CC with respect to the k � kBq.ŒL2.Rn/�N /-norm.

In particular, this applies to F`, `D 1;2, satisfying for some constant C 2 .0;1/,

jF`;j;kj � C h � i
�ı ; ı > .nC 1/=4; 1 � j; k � N; ` D 1; 2:

Proof. Recalling the decomposition (5.23),

G0.zI x; y/ D G0;<.zI x � y/CG0;>.zI x � y/; x; y 2 Rn; x ¤ y; (6.29)

(now employed for n 2 N, n � 3), one applies Theorem 6.5 to G0;>.zI � / and Theo-
rem 6.9 to G0;<.zI � /.

One readily verifies that if ı > .nC 1/=4, then h � i�ıIN satisfies the conditions
assumed on F`, ` D 1; 2,

This handles the case n � 3. Due to the condition s > r > 2 (in the underlying
concrete case, r D n) in Theorem 6.8, the special case n D 2 in connection with
G0;<.zI � / does not subordinate to these techniques and hence will be treated using
an alternative approach next (which actually applies to all dimensions n � 2). While
Theorem 6.10 only handles the case n� 3, it has the advantage that it yields continuity
ofR0;F1;F2

. � / on CC (and hence, particularly along the real axis) in a straightforward
manner.

To describe an alternative approach to this circle of ideas, we start with some
preparatory material on the following trace ideal interpolation result, see, for instance,
[85, Theorem III.13.1], [186, Theorem 0.2.6] (see also [80], [86, Theorem III.5.1]).

Theorem 6.11. Let pj 2 Œ1;1/ [ ¹1º, † D ¹� 2 C j Re.�/ 2 .�1; �2/º, �j 2 R,
�1 < �2, j D 1; 2. Suppose that A.�/ 2 B.H /, � 2 † and that A. � / is analytic on†,
continuous up to @†, and that kA. � /kB.H/ is bounded on †. Assume that for some
Cj 2 .0;1/,

sup
�2R

A.�j C i�/


Bpj
.H/

� Cj ; j D 1; 2: (6.30)
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Then

A.�/2Bp.Re.�//.H /;
1

p
�

Re.�/
�D 1

p1
C

Re.�/ � �1
�2 � �1

�
1

p2
�
1

p1

�
; �2†; (6.31)

and A.�/
Bp.Re.�//.H/

� C
.�2�Re.�//=.�2��1/
1 C

.Re.�/��1/=.�2��1/
2 ; � 2 †: (6.32)

In case pj D 1, B1.H / can be replaced by B.H /.

A combination of Theorems 6.6, 6.2 and 6.11 then yields the following fact (cf.
[83]).

Theorem 6.12. Let n 2 N, n � 2, 0 < 2 < n, ı >  , and suppose that T;ı is an
integral operator in L2.Rn/ whose integral kernel T;ı. � ; � / satisfies the estimateˇ̌

T;ı.x; y/
ˇ̌
� C hxi�ı jx � yj2�nhyi�ı ; x; y 2 Rn; x ¤ y

for some C 2 .0;1/. Then,

T;ı 2 Bp
�
L2.Rn/

�
; p > n=.2/; p � 2; (6.33)

and

kT;ıkBn=.2�"/.L
2.Rn//

� sup
�2R

�T;ı.�2 C "C i�/


B.L2.Rn//

�2Œ�2C.n=2/C"�=n
� sup
�2R

�T;ı.�2 C .n=2/C "C i�/


B2.L2.Rn//

�2.2�"/=n (6.34)

for 0 < " sufficiently small.

Proof. Following the idea behind Yafaev’s proof of [186, Lemma 0.13.4], we intro-
duce the analytic family of integral operators T;ı. � / in L2.Rn/ generated by the
integral kernel

T;ı.�I x; y/ D T;ı.x; y/ hxi
�.�=2/

jx � yj� hyi�.�=2/; x; y 2 Rn; x ¤ y;

noting T;ı.0/ D T;ı .
By Theorems 6.6 (ii) and A.2 (i) (for N D 1),

T;ı.�/ 2 B
�
L2.Rn/

�
; 0 < Re.�/C 2 < n; ı � :

To check the Hilbert–Schmidt property of T;ı. � / one estimates for the square of
jT;ı. � I � ; � /j,ˇ̌

T;ı.�I x; y/
ˇ̌2

� hxi�2ı�Re.�/
jx � yj2Re.�/C4�2n

hyi�2ı�Re.�/;

x; y 2 Rn; x ¤ y;
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and hence one can apply Theorem 6.2 upon identifying � D 2n � 4 � 2 Re.z/,
r D s D n=ŒRe.�/ C 2�, and f D h D h � i�Œ2ıCRe.�/�, to verify that 0 < � < n

translates into n=2 < Re.�/C 2 < n, and f 2Lr.Rn/ holds with r 2 .1; 2/ if ı >  .
Hence,

T;ı.�/ 2 B2

�
L2.Rn/

�
; n=2 < Re.�/C 2 < n; ı > :

It remains to interpolate between the B
�
L2.Rn/

�
and B2

�
L2.Rn/

�
property, employ-

ing Theorem 6.11 as follows. Choosing 0 < " sufficiently small, one identifies �1 D
�2 C ", �2 D �2 C .n=2/C ", p1 D 1, p2 D 2, and hence obtains

p
�

Re.�/
�
D n=

�
Re.�/C 2 � "

�
; (6.35)

in particular, p.0/ > n=.2/ (and of course, p.0/� 2). Since "may be taken arbitrar-
ily small, (6.33) follows from (6.35) and (6.34) is a direct consequence of (6.32).

One notes that while subordination in general only applies to Bp-ideals with p
even (see the discussion in [159, p. 24 and Addendum E]), the use of complex inter-
polation in Theorem 6.12 (and the focus on bounded and Hilbert–Schmidt operators)
permits one to avoid this restriction.

Combining Theorems 6.2, 6.6 (ii), 6.11, and 6.12 then yields the second principal
result of this chapter.

Theorem 6.13. Let n 2 N, n� 2. Then the integral operatorR0;ı in ŒL2.Rn/�N with
integral kernel R0;ı. � ; � / permitting the entrywise boundˇ̌
R0;ı. � ; � /j;k

ˇ̌
� C h � i

�ı
ˇ̌
G0.0C i 0I � ; � /j;k

ˇ̌
h � i

�ı ; ı > 1=2; 1 � j; k � N;

for some C 2 .0;1/, satisfies

R0;ı 2 Bp
�
ŒL2.Rn/�N

�
; p > n: (6.36)

In a similar fashion, the integral operator R0;ı.z/ in ŒL2.Rn/�N with integral kernel
R0;ı.zI � ; � / permitting the entrywise boundˇ̌

R0;ı.zI � ; � /j;k
ˇ̌
� C h � i

�ı
ˇ̌
G0.zI � ; � /j;k

ˇ̌
h � i

�ı ;

z 2 CC; ı > .nC 1/=4; 1 � j; k � N;

for some C 2 .0;1/, satisfies

R0;ı.z/ 2 Bp
�
ŒL2.Rn/�N

�
; p > n; z 2 CC: (6.37)

Proof. We will apply the fact (A.5).
The inclusion (6.36) is immediate from (5.10) (employing the elementary esti-

mate jG0.0Ix;y/j;kj � C jx � yj1�n, x;y 2 Rn, x ¤ y, 1 � j; k � N ) and Theorem
6.12 (with  D 1=2).
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To prove the inclusion (6.37) we again employ the estimate (6.20). An application
of Theorem 6.12 to both terms in (6.20), then yields for the part where 0� jx � yj � 1

that  D 1=2 and hence ı > 1=2 and p > n. Similarly, for the part where jx � yj � 1

one infers  D .nC 1/=4 and hence ı > .nC 1/=4 and p > 2n=.nC 1/, p � 2, and
thus one concludes ı > .nC 1/=4 and p > n.

Remark 6.14. Continuity of R0;ı. � / on CC with respect to the k � kBp.ŒL2.Rn/�N /-
norm, p > n, appears to be more difficult to prove within this complex interpolation
approach. In this context the first approach described in this chapter is by far simpler
to apply, but in turn it is restricted to the case n � 3. In fact, as recorded in Theorem
6.10, if ı > .nC 1/=4, then h � i�ıIN satisfies the conditions assumed on F`, `D 1; 2,
in Theorem 6.10, implying the fact,

For n � 3, ı > .nC 1/=4, R0;ı. � / is continuous on CC

with respect to the k � kBp.ŒL2.Rn/�N /-norm, p > n:

Fortunately, the remaining case n D 2 can easily be handled directly as we demon-
strate next. ˘

Corollary 6.15. Let n D 2, ı > 3=4, and z0 2 CC. Then R0;ı. � /, as introduced in
Theorem 6.13, satisfies�

R0;ı.z1/ �R0;ı.z2/
�
2 B2

�
ŒL2.R2/�N

�
; zj 2 CC; j D 1; 2; (6.38)

and
lim
z!z0

z2CCn¹z0º

R0;ı.z/ �R0;ı.z0/B2.ŒL2.R2/�N /
D 0:

Proof. Once more we will apply the fact (A.5) (for p D 2).
By Theorem 6.5 (ii) it suffices to focus on G0;<.zI � /. The explicit formula (see

(C.23), (C.24)),

G0.zI x; y/ D i4�1z H
.1/
0

�
zjx � yj

�
IN

� 4�1jx � yj�1
�
zjx � yj

�
H
.1/
1

�
zjx � yj

�
˛ �
.x � y/

jx � yj
;

z 2 CC; x; y 2 R2; x ¤ y; (6.39)

together with the z ! 0; z 2 CCn¹0º limit (C.25), then permit the following conclu-
sions: Only if z ! 0 (z 2 CCn¹0º) and/or if jx � yj ! 0, can G0.zI x; y/ develop
a singularity which then is of the form ln.zjx � yj/ and jx � yj�1. (In all other cir-
cumstancesG0 is continuous on CC � R2 � R2.) However, the jx � yj�1-singularity
is z-independent and hence drops out in differences of the form R0;ı.z1/�R0;ı.z2/,
zj 2 CC, j D 1; 2. Thus one can safely ignore the jx � yj�1-singularity. Conse-
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quently, this only leaves the ln.zj jx � yj/-singularity, j D 1; 2, when considering
G0;<.z1I x; y/ � G0;<.z2I x; y/. This then yields the estimate (see also (5.21) and
(5.22)),ˇ̌
G0;<.zI x; y/j;k �G0;<.z0I x; y/j;k

ˇ̌
�

´
C
�
jzj C jz0j

�ˇ̌
ln
�
jx � yj

�ˇ̌
CD.z; z0/; z; z0 2 CC

�
¹0º;

C jzj
ˇ̌
ln
�
jx � yj

�ˇ̌
CD.z/; z2CC

�
¹0º; z0D0;

x; y 2 R2; 0 < jx � yj � 1; 1 � j; k � N; (6.40)

with C 2 .0;1/, and D. � ; z0/; D. � / 2 .0;1/ continuous and locally bounded on
CC. The logarithmic-type integral kernel in (6.39) can now be handled as in [186,
Proposition 7.1.17] (upon multiplying R0.z/ by a factor of z if z0 D 0, and choosing
jzj D 1 in equation (7.1.25) in [186, p. 272]) if z0 2 CC

�
¹0º, implying the asserted

Hilbert–Schmidt property. Alternatively, one can use the very rough estimate (for
some c0 2 .0;1/)ˇ̌

ln
�
jx � yj

�ˇ̌2
� c0jx � yj�1; 0 < jx � yj � 1;

and apply the Sobolev inequality in the form of (6.7) with nD 2, �D 1, r D s D 4=3,
recalling that h � i�2ı 2 L4=3.R2/ if ı > 3=4.

Combining Theorems 6.10, 6.13, Remark 6.14, and Corollary 6.15, we finally
summarize the principal results of this chapter as follows:

Theorem 6.16. Let n 2 N, n � 2 and consider the integral operator R0;ı.z/ in
ŒL2.Rn/�N with integral kernel R0;ı.zI � ; � / permitting the entrywise boundˇ̌

R0;ı.zI � ; � /j;k
ˇ̌
� C h � i

�ı
ˇ̌
G0.zI � ; � /j;k

ˇ̌
h � i

�ı ;

z 2 CC; ı > .nC 1/=4; 1 � j; k � N;

for some C 2 .0;1/. Then R0;ı.z/ satisfies

R0;ı.z/ 2 Bp
�
ŒL2.Rn/�N

�
; p > n; z 2 CC: (6.41)

Moreover, if n � 3, ı > .nC 1/=4, then R0;ı. � / is continuous on CC with respect to
the k � kBp.ŒL2.Rn/�N /-norm for p > n. Finally, if n D 2, ı > 3=4, then�

R0;ı.z1/ �R0;ı.z2/
�
2 B2

�
ŒL2.R2/�N

�
; zj 2 CC; j D 1; 2; (6.42)

and
lim
z!z0

z2CCn¹z0º

R0;ı.z/ �R0;ı.z0/B2.ŒL2.R2/�N /
D 0: (6.43)





Chapter 7

Powers of resolvents and trace ideals

We now introduce the following considerably strengthened set of assumptions on the
short-range potential V :

Hypothesis 7.1. Let n2N and suppose that V satisfies for some constantC 2 .0;1/

and � 2 .n;1/,

V 2 ŒL1.Rn/�N�N ;
ˇ̌
V`;`0.x/

ˇ̌
� C hxi�� for a.e. x 2 Rn; 1 � `; `0 � N:

Given Hypothesis 7.1, the principal purpose of this chapter is to prove that for
k � n,�

.H � zIŒL2.Rn/�N /
�k

� .H0 � zIŒL2.Rn/�N /
�k
�
2 B1

�
ŒL2.Rn/�N

�
;

z 2 CnR: (7.1)

Here H D H0 C V is defined according to (3.4), but we do not assume self-
adjointness of the N �N matrix V in this chapter.

The following arguments are straightforward generalizations of the arguments in
[185] in the three-dimensional context n D 3. We start with a study of H0:

Lemma 7.2. Let r 2 .0;1/, k 2N, and define p.r;k/ WD n=min¹r;kº. If p >p.r;k/,
p � 1, then

h � i
�r.H0 � zIŒL2.Rn/�N /

�k
2 Bp

�
ŒL2.Rn/�N

�
; z 2 CnR:

In particular, choosing r D nC " for some "> 0, kD nC 1, then p.nC ";nC 1/< 1,
and hence

h � i
�n�".H0 � zIŒL2.Rn/�N /

�n�1
2 B1

�
ŒL2.Rn/�N

�
; z 2 CnR: (7.2)

Proof. Since�
H0 � zIŒL2.Rn/�N

��k
D
�
H0 C zIŒL2.Rn/�N

�k�
H 2
0 � z2IŒL2.Rn/�N

��k
D
�
h0 � z

2IL2.Rn/

��k=2
IN
�
H0 C zIŒL2.Rn/�N

�k�
H 2
0 � z2IŒL2.Rn/�N

��k=2
;

z 2 CnR;

and the operator .H0C zIŒL2.Rn/�N /
k
�
H 2
0 � z2IŒL2.Rn/�N /

�k=2 is bounded, it is suf-
ficient to prove the assertion for the operator h � i�r.h0 � z2IL2.Rn//

�k=2. The latter
follows from [186, p. 145, Lemma 4.3].
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Turning from H0 to H D H0 C V then yields the following result.

Lemma 7.3. Assume that V 2 ŒL1.Rn/�N�N , let r 2 .0;1/, k 2 N, and define
p.r; k/ WD n=min¹r; kº. If p > p.r; k/, p � 1, then

h � i
�r.H � zIŒL2.Rn/�N /

�k
2 Bp

�
ŒL2.Rn/�N

�
; z 2 CnR: (7.3)

In particular, choosing r D nC " for some "> 0, kD nC 1, then p.nC ";nC 1/< 1,
and hence

h � i
�n�".H � zIŒL2.Rn/�N /

�n�1
2 B1

�
ŒL2.Rn/�N

�
; z 2 CnR:

Proof. Let z 2 CnR and r 2 .0;1/. The proof employs induction on k 2 N. In the
base case, k D 1, one writes

h � i
�r.H � zIŒL2.Rn/�N /

�1

D
�
h � i

�r.H0�zIŒL2.Rn/�N /
�1
��
.H0�zIŒL2.Rn/�N /.H�zIŒL2.Rn/�N /

�1
�
: (7.4)

The first factor on the right-hand side in (7.4) belongs to Bp
�
ŒL2.Rn/�N

�
for p >

p.r; 1/, p � 1 by Lemma 7.2. Since the second factor on the right-hand side in (7.4)
is a bounded operator, (7.3) holds with k D 1.

Suppose that (7.3) holds for k 2 N. Multiplying throughout the commutator iden-
tity

.H � zIŒL2.Rn/�N /h � i
�r

� h � i
�r.H � zIŒL2.Rn/�N / D

�
H0; h � i

�r
�

from the left by .H � zIŒL2.Rn/�N /
�1 and right by .H � zIŒL2.Rn/�N /

�k�1, one
obtains

h � i
�r.H � zIŒL2.Rn/�N /

�k�1

D .H � zIŒL2.Rn/�N /
�1

h � i
�r.H � zIŒL2.Rn/�N /

�k

C .H � zIŒL2.Rn/�N /
�1
�
H0; h � i

�r
�
.H � zIŒL2.Rn/�N /

�k�1: (7.5)

One has

.H � zIŒL2.Rn/�N /
�1

h � i
�r.H � zIŒL2.Rn/�N /

�k

D
�
.H�zIŒL2.Rn/�N/

�1
h�i

�r.kC1/�1��
h�i

�kr.kC1/�1

.H�zIŒL2.Rn/�N/
�k
�
: (7.6)

Now, by the base case,

.H � zIŒL2.Rn/�N /
�1

h � i
�r.kC1/�1

2 Bp
�
ŒL2.Rn/�N

�
;

p > p
�
r.k C 1/�1; 1

�
;
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and by the induction step

h � i
�kr.kC1/�1

.H � zIŒL2.Rn/�N /
�k

2 Bp
�
ŒL2.Rn/�N

�
;

p > p
�
kr.k C 1/�1; k

�
:

Therefore, the product on the right-hand side in (7.6) belongs to the trace ideal
Bp
�
ŒL2.Rn/�N

�
for p � 1, with

p�1 < p
�
r.k C 1/�1; 1

��1
C p

�
kr.k C 1/�1; k

��1
: (7.7)

To compute the right-hand side of (7.7), one distinguishes the two possible cases: (i)
r.k C 1/�1 < 1 or (ii) r.k C 1/�1 � 1.

In case (i), r < k C 1, and

p
�
kr.k C 1/�1; k

�
D n.k C 1/r�1;

p
�
kr.k C 1/�1; k

��1
D n.k C 1/r�1k�1:

Hence, the right-hand side of (7.7) equals

n�1.k C 1/�1r C n�1.k C 1/�1kr

D n�1r D n�1 min¹r; k C 1º D p.r; k C 1/�1;

so the right-hand side in (7.6) belongs to Bp
�
ŒL2.Rn/�N

�
for all indices p >

p.r; k C 1/.
In case (ii), r � k C 1, and

p
�
kr.k C 1/�1; k

�
D n; p

�
kr.k C 1/�1; k

��1
D nk�1:

Hence the right-hand side of (7.7) equals

n�1.k C 1/ D p.r; k C 1/�1;

so the right-hand side of (7.6), and hence the first term on the right-hand side in (7.5),
belongs to Bp

�
ŒL2.Rn/�N

�
for all indices p > p.r; k C 1/. To treat the second term

in (7.5), one uses �
H0; h � i

�r
�
D V0; (7.8)

where
V0.x/ D �rhxi�.rC2/.˛ � x/; x 2 Rn;

so that V0.x/B.CN /
� C hxi�.rC1/; x 2 Rn; (7.9)

for an x-independent constant C > 0. Thus, the second term on the right-hand side in
(7.5) belongs to Bp

�
ŒL2.Rn/�N

�
for all indices p >p.r;kC 1/ by the same argument

used to treat the first term.
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Given these preparations, the principal result of this chapter reads as follows.

Theorem 7.4. Let k 2 N with k � n and suppose that V satisfies Hypothesis 7.1.
Then�

.H � zIŒL2.Rn/�N /
�k

� .H0 � zIŒL2.Rn/�N /
�k
�
2 B1

�
ŒL2.Rn/�N

�
;

z 2 CnR: (7.10)

Proof. Let k � n. By the second resolvent equation,

.H � zIŒL2.Rn/�N /
�1

� .H0 � zIŒL2.Rn/�N /
�1

D �.H � zIŒL2.Rn/�N /
�1V.H0 � zIŒL2.Rn/�N /

�1; z 2 CnR: (7.11)

Differentiation of (7.11) with respect to z yields

.H � zIŒL2.Rn/�N /
�k

� .H0 � zIŒL2.Rn/�N /
�k

D �

kX
jD1

.H � zIŒL2.Rn/�N /
�jV.H0 � zIŒL2.Rn/�N /

j�k�1; z 2 CnR: (7.12)

From this point on, let z 2 CnR be fixed and write

.H � zIŒL2.Rn/�N /
�jV.H0 � zIŒL2.Rn/�N /

j�k�1

D
�
.H � zIŒL2.Rn/�N /

�j
hxi�j�.kC1/

�1��
hxi�V

�
�
�
hxi�.kC1�j /�.kC1/

�1

.H0 � zIŒL2.Rn/�N /
j�k�1

�
;

j 2 N; 1 � j � k: (7.13)

By Lemma 7.3, for a fixed j 2 N, 1 � j � k,

.H � zIŒL2.Rn/�N /
�j

hxi�j�.kC1/
�1

2 Bp
�
ŒL2.Rn/�N

�
;

p > p
�
j�.k C 1/�1; j

�
;

and by Lemma 7.2,

hxi�.kC1�j /�.kC1/
�1

.H0 � zIŒL2.Rn/�N /
j�k�1

2 Bp
�
ŒL2.Rn/�N

�
;

p > p
�
.k C 1 � j /�.k C 1/�1; k C 1 � j

�
:

One distinguishes the two possible cases: (i) �.k C 1/�1 < 1, or (ii) �.k C 1/�1 � 1.
In case (i) with �.k C 1/�1 < 1, one computes

p
�
.k C 1 � j /�.k C 1/�1; k C 1 � j

�
D

n

.k C 1 � j /�.k C 1/�1
;

p
�
j�.k C 1/�1; j

�
D

n

j�.k C 1/�1
;
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so that

p
�
.kC1�j /�.kC1/�1; kC1�j

��1
Cp

�
j�.kC1/�1; j

��1
D�=n>1:

Hence, the right-hand side of (7.13) belongs to B1

�
ŒL2.Rn/�N

�
.

In case (ii) with �.k C 1/�1 � 1, one computes

p
�
.k C 1 � j /�.k C 1/�1; k C 1 � j

�
D n=.k C 1 � j /;

p
�
j�.k C 1/�1; j

�
D n=j;

so that

p
�
.k C 1 � j /�.k C 1/�1; k C 1 � j

��1
C p

�
j�.k C 1/�1; j

��1
D .k C 1/=n D .k=n/C .1=n/ � 1C .1=n/ > 1:

Hence, the right-hand side of (7.13) belongs to B1

�
ŒL2.Rn/�N

�
.

In either case, the right-hand side of (7.13) belongs to B1

�
ŒL2.Rn/�N

�
. Since

j 2 N, 1 � j � k, was arbitrary, it follows that every term in the summation on the
right-hand side in (7.12) belongs to B1

�
ŒL2.Rn/�N

�
, and then (7.10) follows from

the vector space properties of the trace class.

We conclude this chapter by recalling a well-known result:

Lemma 7.5. Suppose p > n=min.�; 2�/, p � 1, with � > 0, � > 0. Then

h � i
�� .h0 C IL2.Rn//

��
2 Bp

�
L2.Rn/

�
: (7.14)

In particular, if V satisfies Hypothesis 7.1 and � > n=2,

V.H 2
0 C IŒL2.Rn/�N /

��
2 B1

�
ŒL2.Rn/�N

�
: (7.15)

Proof. While (7.14) is a special case of [186, Proposition 3.1.5 and Lemma 3.4.3]
(see also [83], [159, Chapter 4]), (7.15) follows from combining (3.5) and (7.14).





Chapter 8

The spectral shift function: Abstract facts

The significance of Theorem 7.4 is that the trace class condition (7.10) permits one
to define a spectral shift function for the pair .H; H0/. To make this precise, we
introduce the class of functions Fr.R/, r 2 N, by

Fr.R/ WD
®
f 2 C 2.R/

ˇ̌
f .`/ 2 L1.R/I there exists " > 0 and f0 D f0.f / 2 C

such that .d `=d�`/
�
f .�/ � f0�

�r
�

D
j�j!1

O
�
j�j�`�r�"

�
; ` D 0; 1; 2

¯
: (8.1)

(It is implied that f0 D f0.f / is the same as �!˙1.) One observes that C1
0 .R/�

Fr.R/, r 2 N.
In [111], M. Krein established the existence of a spectral shift function corre-

sponding to any pair of resolvent comparable self-adjoint operators. Specifically,
Krein proved that if S0 and S are self-adjoint and satisfy�

.S � zIH /
�1

� .S0 � zIH /
�1
�
2 B1.H / (8.2)

for some (and, hence, for all) z 2 CnR, then�
f .S/ � f .S0/

�
2 B1.H /; f 2 F1.R/;

and there exists a real-valued spectral shift function

�. � IS; S0/ 2 L
1
�
R;
�
1C j�j

��2
d�
�

so that

trH

�
f .S/ � f .S0/

�
D

Z
R
�.�IS; S0/d� f

0.�/; f 2 F1.R/: (8.3)

One limitation to Krein’s theory is that the condition (8.2) generally does not hold
for Schrödinger operators in dimensions n � 4. Similar difficulties are encountered
for the polyharmonic operator (cf. [186, Section 3.4]) and the Dirac operator (cf. [186,
Section 3.5.3] and Theorem 7.4). In these cases, only the difference of higher powers
of the resolvents belongs to the trace class (cf. [186, Remark 3.3.3]). Using the theory
of double operator integrals, Yafaev [185] proved the existence of a spectral shift
function under the weaker assumption that the difference of an odd power of the
resolvents belongs to the trace class.

Theorem 8.1 ([185, Theorem 2.2]). Let r 2 N, r odd, and suppose that S0 and S
are self-adjoint operators in H with�

.S � zIH /
�r

� .S0 � zIH /
�r
�
2 B1.H /; z 2 CnR: (8.4)
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Then �
f .S/ � f .S0/

�
2 B1.H /; f 2 Fr.R/;

and there exists a function

�. � IS; S0/ 2 L
1
�
RI
�
1C j�j

��r�1
d�
�

(8.5)

such that the following trace formula holds,

trH

�
f .S/ � f .S0/

�
D

Z
R
�.�IS; S0/d� f

0.�/; f 2 Fr.R/:

In particular, one has

trH

�
.S � zIH /

�r
� .S0 � zIH /

�r
�
D �r

Z
R

�.�IS; S0/d�

.� � z/rC1
; z 2 CnR: (8.6)

Remark 8.2. The above theorem, together with Theorem 7.4 guarantees that for
Dirac operators H and H0 in ŒL2.Rn/�N the spectral shift function �. � IH; H0/
exists. However, for the representation of the spectral shift function in terms of a reg-
ularized perturbation determinant it is desirable to take the regularized determinant
detH ;p..H � zIH /.H0 � zIH /

�1/ with p equal to nC 1. Theorem 8.1 permits this
in odd space dimensions n. In even space dimensions Theorem 8.1 does not guar-
antee the appropriate integrability of the spectral shift function �. � IH;H0/ and so
one would be forced to consider a regularized determinant with p D nC 2. To avoid
this drawback, we prove that under a certain stronger condition (satisfied for Dirac
operators H and H0 considered in Chapter 3) an analogue of Theorem 8.1 holds for
any r 2 N. ˘

Hypothesis 8.3. Let r 2 N and assume that S and S0 are self-adjoint operators in
H with a common dense domain, such that

.S � S0/ 2 B.H /;

and for some 0 < " < 1=2,

.S � S0/.S
2
0 C IH /

�.r=2/�"
2 B1.H /: (8.7)

Remark 8.4. (i) Assuming Hypothesis 8.3, it follows that

.S � S0/.S0 � zIH /
�r�1

2 B1.H /:

Since .S � S0/ 2 B.H /, it follows from the three line theorem that

.S � S0/.S0 � zIH /
�j

2 B.rC1/=j .H /; j 2 N; 1 � j � r C 1: (8.8)
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Furthermore, another application of the three line theorem implies

.S0 � zIH /
�j1.S � S0/.S0 � zIH /

�j2 2 B.rC1/=.j1Cj2/.H / (8.9)

for all j1; j2 2 N; with 1 � j1 C j2 � r C 1.
(ii) For the proof of Theorem 8.12 we will only need (8.7) and (8.8). We assumed

boundedness of S � S0 only to get (8.8) as a consequence of (8.7). It is possible to
go beyond this boundedness assumption, but we omit further details at this point.

(iii) The inclusion (7.15) shows that assumption (8.7) holds with r D n for the
pair of Dirac operators .H;H0/ as long as V satisfies Hypothesis 7.1. ˘

The following result appeared in [44, Theorem 2.7].

Theorem 8.5. Assume Hypothesis 8.3. For any j D 1; : : : ; r , one has

.S � zIH /
�j

� .S0 � zIH /
�j

2 B.rC1/=.jC1/.H /:

Lemma 8.6. Assume Hypothesis 8.3. For any j D 1; : : : ; r , and z 2 CnR, one has�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S0 C zIH /

�rCj
2 B1.H /:

Proof. We prove the claim by induction on j . Let j D 1. Using the resolvent identity
twice one writes�
.S � zIH /

�1
� .S0 � zIH /

�1
�
.S0 C zIH /

�rC1

D �.S � zIH /
�1.S � S0/.S0 � zIH /

�1.S0 C zIH /
�rC1

D .S � zIH /
�1.S � S0/.S0 � zIH /

�1.S � S0/.S0 � zIH /
�1.S0 C zIH /

�rC1

� .S0 � zIH /
�1.S � S0/.S0 � zIH /

�1.S0 C zIH /
�rC1: (8.10)

By (8.9) one obtains

.S0 � zIH /
�1.S � S0/.S0 � zIH /

�r
2 B1.H /;

and therefore the second term on the right-hand side of (8.10) is a trace-class operator.
By (8.8),

.S � S0/.S0 � zIH /
�1

2 BrC1.H /;

.S � S0/.S0 � zIH /
�r

2 B.rC1/=r.H /;

guaranteeing that the first term on the right-hand side of (8.10) is also a trace-class
operator. Thus, one concludes that�

.S � zIH /
�1

� .S0 � zIH /
�1
�
.S0 C zIH /

�rC1
2 B1.H /;

proving the first induction step.
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Next, suppose that�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S0 C zIH /

�rCj
2 B1.H /

for some j D 1; : : : r � 1. Writing�
.S � zIH /

�j�1
� .S0 � zIH /

�j�1
�
.S0 C zIH /

�rCjC1

D
�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S � zIH /

�1.S0 C zIH /
�rCjC1

C .S0 � zIH /
�j
�
.S � zIH /

�1
� .S0 � zIH /

�1
�
.S0 C zIH /

�rCjC1

WD .I /C .II /; (8.11)

we will treat the terms .I / and .II / separately in the following.
For .I / on the right-hand side of (8.11) one gets�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S � zIH /

�1.S0 C zIH /
�rCjC1

D
�
.S � zIH /

�j
� .S0 � zIH /

�j
�

�
�
.S � zIH /

�1
� .S0 � zIH /

�1
�
.S0 C zIH /

�rCjC1

C
�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S0 � zIH /

�1.S0 C zIH /
�rCjC1

D �
�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S � zIH /

�1

� .S � S0/.S0 � zIH /
�1.S0 C zIH /

�rCjC1

C
�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S0 � zIH /

�1.S0 C zIH /
�rCjC1:

By the induction hypothesis one concludes that�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S0 C zIH /

�rCj
2 B1.H /;

and therefore also�
.S�zIH /

�j
�.S0�zIH /

�j
�
.S0�zIH /

�1.S0CzIH /
�rCjC1

2B1.H /:

By Theorem 8.5 one obtains�
.S � zIH /

�j
� .S0 � zIH /

�j
�
2 B.rC1/=.jC1/.H /;

and by (8.8),
.S � S0/.S0 C zIH /

�rCj
2 B.rC1/=.r�j /.H /:

Therefore,�
.S � zIH /

�j
� .S0 � zIH /

�j
�
.S � zIH /

�1.S � S0/.S0 � zIH /
�1

� .S0 C zIH /
�rCjC1

2 B.rC1/=.jC1/.H / � B.rC1/=.r�j /.H / � B1.H /;

1 � j � r � 1:

Thus, .I / 2 B1.H /.
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To show that also .II / on the right-hand side of (8.11) is a trace-class operator,
one writes

.S0 � zIH /
�j
�
.S � zIH /

�1
� .S0 � zIH /

�1
�
.S0 C zIH /

�rCjC1

D �.S0 � zIH /
�j .S � zIH /

�1.S � S0/.S0 � zIH /
�1.S0 C zIH /

�rCjC1

D �.S0 � zIH /
�j .S0 � zIH /

�1.S � S0/.S � zIH /
�1

� .S � S0/.S0 � zIH /
�1.S0 C zIH /

�rCjC1

C .S0 � zIH /
�j .S0 � zIH /

�1.S � S0/.S0 � zIH /
�1.S0 C zIH /

�rCjC1:

By (8.8) one infers

.S0 � zIH /
�j�1.S � S0/ 2 B.rC1/=.jC1/.H /;

.S � S0/.S0 C zIH /
�rCj

2 B.rC1/=.r�j /.H /;

and hence,

.S0 � zIH /
�j .S0 � zIH /

�1.S � S0/.S � zIH /
�1.S � S0/.S0 � zIH /

�1

� .S0 C zIH /
�rCjC1

2 B1.H /:

Furthermore, by (8.9),

.S0 C zIH /
�j�1.S � S0/.S0 C zIH /

�rCj
2 B1.H /; 1 � j � r � 1:

Thus, also .II / is a trace-class operator. Combining this with the fact that .I / 2
B1.H / and referring to (8.11), one concludes that�

.S � zIH /
�j�1

� .S0 � zIH /
�j�1

�
.S0 C zIH /

�rCjC1
2 B1.H /:

From this point on we assume Hypothesis 8.3 for even r D 2k for the remainder
of this chapter. Introducing the function

�.t/ D t .1C t2/.r�1/=2 D t .1C t2/k�.1=2/; t 2 R; (8.12)

we aim at proving that��
�.S/C iIH

��1
�
�
�.S0/C iIH

��1�
2 B1.H /; (8.13)

guaranteeing that the spectral shift function �. � I�.S/;  .S0// is well defined. Since

�0.t/ D .1C t2/.m�3/=2.1C rt2/ � 1 > 0;

it follows that � is a strictly monotone increasing function on R. Therefore, one can
use the invariance principle for the spectral shift function (see [184, Section 8.11]) to
introduce �. � IS; S0/ by setting

�.�IS; S0/ D �
�
�.�/I�.S/; �.S0/

�
for a.e. � 2 R:
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The choice of � and integrability properties of �. � I�.S/;�.S0//will imply an appro-
priate integrability condition for �. � IS; S0/.

A crucial result in the proof of the inclusion (8.13) is the following result. We
recall that the Hölder space C 1;˛.Œ0; 1�/, 0 � ˛ � 1, is the class of functions f on
Œ0; 1� such that

kf kC1;˛.Œ0;1�/ D kf kC1.Œ0;1�/ C sup
t1;t22Œ0;1�

ˇ̌
f 0.t1/ � f

0.t2/
ˇ̌

jt1 � t2j˛
<1:

Theorem 8.7 ([135, Theorem 4 and Corollary 2]). Suppose that A and B are self-
adjoint operators on a Hilbert space H , such that .A � B/ 2 B1.H / and �.A/ [
�.B/ � Œ0; 1�. For any function f 2 C 1;˛.Œ0; 1�/ with 0 < ˛ � 1 one has�

f .A/ � f .B/
�
2 B1.H /

and f .A/ � f .B/
B1.H/

� CkA � BkB1.H/;

where the constant C is independent of A and B .

Assuming Hypothesis 8.3 with r D 2k, k 2 N, we intend to use Theorem 8.7 for
the operators AD .S2C IH /

�k and B D .S20 C IH /
�k . In the following Lemma 8.8

we will show that with this choice of operators A;B the condition .A�B/ 2 B1.H /

of Theorem 8.7 is satisfied.

Lemma 8.8. Assume Hypothesis 8.3 with r D 2k for some k 2 N. Then�
.S2 C IH /

�k
� .S20 C IH /

�k
�
2 B1.H /:

Proof. One writes

.S2 C IH /
�k

� .S20 C IH /
�k

D .S C iIH /
�k.S � iIH /

�k
� .S0 C iIH /

�k.S0 � iIH /
�k

D
�
.S C iIH /

�k
� .S0 C iIH /

�k
��
.S � iIH /

�k
� .S0 � iIH /

�k
�

C
�
.S C iIH /

�k
� .S0 C iIH /

�k
�
.S0 � iIH /

�k

C .S0 C iIH /
�k
�
.S � iIH /

�k
� .S0 � iIH /

�k
�
: (8.14)

By Lemma 8.6, the second and the third terms are trace-class operators. By Theorem
8.5 one infers that�

.S C iIH /
�k

� .S0 C iIH /
�k
�
2 B.rC1/=.kC1/.H /:

Therefore, the first term on the right-hand side of (8.14) is a trace-class operator
too.
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Lemma 8.9. Let k 2 N and introduce the functions

h1.t/ D
1

t2.1C t2/2k�1 C 1
; h2.t/ D

.1C t2/k

t2.1C t2/2k�1 C 1
; t 2 R:

There exist f1; f2 2 C 1;.1=k/.Œ0; 1�/ such that

h1.t/ D f1
�
.1C t2/�k

�
; h2.t/ D f2

�
.1C t2/�k

�
; t 2 R:

Proof. We set

f1.u/ D
u2

1 � u1=k C u2
; f2.u/ D

u

1 � u1=k C u2
; u 2 Œ0; 1�:

A direct verification shows that

h1.t/ D f1
�
.1C t2/�k

�
; h2.t/ D f2

�
.1C t2/�k

�
; t 2 R:

Since
1 � u1=k C u2 > 0; u 2 Œ0; 1�;

f1; f2 2 C.Œ0; 1�/. By the fact f1.u/ D uf2.u/, u 2 Œ0; 1�, it suffices to show that
f2 2 C

1;.1=k/.Œ0; 1�/. One verifies that

f 0
2.u/ D

Œ1 � u1=k C u2� � uŒ� 1
k
u.1=k/�1 C 2u�

Œ1 � u1=k C u2�2

D
1 �

�
1 � .1=k/

�
u1=k � u2

Œ1 � u1=k C u2�2
:

Clearly fj 2 C.Œ0; 1�/, j D 1; 2. Furthermore, since the map u 7! u1=k is of Hölder
class C 0;.1=k/.Œ0; 1�/ and the map u 7!

�
1 � u1=k C u2

��2 is bounded on Œ0; 1�, it
follows that f 0

2 2 C 0;.1=k/.Œ0; 1�/, that is, f2 2 C 1;.1=k/.Œ0; 1�/, as required.

Lemma 8.10. Assume Hypothesis 8.3 with r D 2k for some k 2 N. Let h2 be as in
Lemma 8.9 and introduce

g.t/ D
t

.1C t2/1=2
; t 2 R:

Then, �
g.S/ � g.S0/

�
h2.S0/ 2 B1.H /:

Proof. Since

h2.t/ D
.1C t2/k

t2.1C t2/2k�1 C 1
D

jt j!1
O
�
.1C t2/�k

�
;
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it suffices to show that�
g.S/ � g.S0/

�
.S20 C IH /

�k
2 B1.H /:

By [38, Lemma 3.1],

g.S/ � g.S0/

D
1

�
Re
�Z 1

0

d�

�1=2

��
SCi.�C1/1=2IH

��1
�
�
S0Ci.�C1/

1=2IH

��1��
;

with a convergent Bochner integral in B.H /. The substitution � D .1C �/1=2 then
yields

g.S/ � g.S0/ D
1

�
Re
�Z 1

1

�d�

.�2 � 1/1=2

�
.S C i�IH /

�1
� .S0 C i�IH /

�1
��
:

Therefore, it suffices to prove thatZ 1

1

�d�

.�2 � 1/1=2

�
.S ˙ i�IH /

�1
� .S0 ˙ i�IH /

�1
�
.S20 C IH /

�k;

are convergent integrals in B1.H /.
The resolvent identity impliesZ 1

1

�d�

.�2 � 1/1=2

�
.S ˙ i�IH /

�1
� .S0 ˙ i�IH /

�1
��
S20 C IH

��k
D �

Z 1

1

�d�

.�2 � 1/1=2
.S˙i�IH /

�1.S�S0/.S0˙i�IH /
�1
�
S20CIH

��k
:

Let 0 < " < 1=2 be as in Hypothesis 8.3, that is,

.S � S0/.S
2
0 C IH /

�k�"
2 B1.H /:

One estimates.S ˙ i�IH /
�1.S � S0/.S0 ˙ i�IH /

�1.S20 C IH /
�k


B1.H/

�
.S˙i�IH /

�1


B.H/

.S�S0/.S20CIH /
�k�"


B1.H/

.S20C�2IH /
�1=2C"


B.H/

���2C2"
.S � S0/.S

2
0 C IH /

�k�"


B1.H/
;

implying, Z 1

1

�d�

.�2 � 1/1=2
.S ˙ i�IH /

�1.S � S0/.S0 ˙ i�IH /
�1.S20 C IH /

�k


B1.H/

�

Z 1

1

d�

.�2 � 1/1=2�1�2"

.S � S0/.S
2
0 C IH /

�k�"


B1.H/
:
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Since " < 1=2, it follows that
R1

1
d�.�2 � 1/�1=2�2"�1 <1 and thus the integralZ 1

1

�d�

.�2 � 1/1=2
.S ˙ i�IH /

�1.S � S0/.S0 ˙ i�IH /
�1.S20 C IH /

�k

converges in B1.H /.

Lemma 8.11. Assume Hypothesis 8.3 with r D 2k for some k 2 N. For the function
� introduced in (8.12) one concludes that��

�.S/C iIH

��1
�
�
�.S0/C iIH

��1�
2 B1.H /:

Proof. One writes�
�.t/C i

��1
D
�
t .1C t2/k�.1=2/ C i

��1
D

t .1C t2/k�.1=2/

t2.1C t2/2k�1 C 1
� i

1

t2.1C t2/2k�1 C 1

D
t

.t2 C 1/1=2
.1C t2/k

t2.1C t2/2k�1 C 1
� i

1

t2.1C t2/2k�1 C 1
;

that is, �
�.t/C i

��1
D g.t/h1.t/ � ih2.t/; t 2 R;

where h1; h2 are introduced in Lemma 8.9 and g in Lemma 8.10. Therefore,��
�.S/C iIH

��1
�
�
�.S0/C iIH

��1�
D g.S/h1.S/ � g.S0/h1.S0/ � i

�
h2.S/ � h2.S0/

�
D
�
g.S/ � g.S0/

�
h1.S0/C g.S/

�
h1.S/ � h1.S0/

�
� i
�
h2.S/ � h2.S0/

�
;

and by Lemma 8.10 one concludes that�
g.S/ � g.S0/

�
h1.S0/ 2 B1.H /:

Thus, Lemma 8.9 implies

hj .S/ � hj .S0/ D fj
�
.S2 C IH /

�k
�
� fj

�
.S20 C IH /

�k
�
; j D 1; 2;

with fj 2 C 1;
1
k .Œ0; 1�/, j D 1; 2. Lemma 8.8 then yields�

.S2 C IH /
�k

� .S20 C IH /
�k
�
2 B1.H /:

Thus, by Theorem 8.7 one obtains�
fj
�
.S2 C IH /

�k
�
� fj

�
.S20 C IH /

�k
��

2 B1.H /; j D 1; 2;

and hence, ��
�.S/C iIH

��1
�
�
�.S0/C iIH

��1�
2 B1.H /;

as required.
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The following theorem improves the integrability condition in (8.5) for even
r 2 N.

Theorem 8.12. Assume Hypothesis 8.3 with r D 2k for some k 2 N. For any f 2

Fr.R/ one has �
f .S/ � f .S0/

�
2 B1.H /;

and there exists a function

�. � IS; S0/ 2 L
1
�
RI .1C j�j/�r�1 d�

�
(8.15)

such that the following trace formula holds,

trH

�
f .S/ � f .S0/

�
D

Z
R
�.�IS; S0/d� f

0.�/; f 2 Fr.R/: (8.16)

In particular, one has�
.S � zIH /

�r
� .S0 � zIH /

�r
�
2 B1.H /; z 2 CnR; (8.17)

and

trH

�
.S � zIH /

�r
� .S0 � zIH /

�r
�
D �r

Z
R

�.�IS; S0/d�

.� � z/rC1
; z 2 CnR: (8.18)

Proof. Let � be as in (8.12). Then Lemma 8.11 implies that��
�.S/C iIH

��1
�
�
�.S0/C iIH

��1�
2 B1.H /;

and hence there exists the spectral shift function

�
�
� I�.S/; �.S0/

�
2 L1

�
Œ0; 1�I

�
1C j�j

��2
d�
�

for the pair .�.S/; �.S0//. Since

�0.t/ D .1C t2/.r�3/=2.1C rt2/ � 1 > 0;

it follows that � is strictly monotone increasing on R. Hence, we introduce the spec-
tral shift function �. � IS; S0/ by setting

�.�IS; S0/ D �
�
�.�/I�.S/; �.S0/

�
for a.e. � 2 R:

Since �. � I�.S/; �.S0// 2 L1.Œ0; 1�I .1C j�j/�2d�/, the definition of � implies that

�. � IS; S0/ 2 L
1
�
RI
�
1C j�j

��r�1
d�
�
:

Next, let f 2 Fr.R/. Then f ı ��1 2 F1.R/, and hence (8.3) implies

trH

�
f .S/ � f .S0/

�
D trH

�
.f ı ��1/

�
�.S/

�
� .f ı ��1/.�.S0//

�
D

Z 1

0

�
�
�I�.S/; �.S0/

�
d�
f 0
�
��1.�/

�
�0
�
��1.�/

�
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D

Z
R
�
�
�.�/I�.S/; �.S0/

�
d�f 0.�/

D

Z
R
�.�IS; S0/d� f

0.�/;

proving (8.16).
Since for any z 2 CnR the map � 7! .� � z/�r , � 2 R, belongs to the class

Fr.R/, the trace formula (8.18) is a particular case of formula (8.16).





Chapter 9

Representing �. � IS; S0/ in terms of regularized
Fredholm determinants

In this chapter, we establish the representation of �. � IS; S0/ in terms of regularized
Fredholm determinants.

Hypothesis 9.1. Let S0 and S be self-adjoint operators in H with .S � S0/ 2 B.H /.
(i) If r 2 N is odd, assume (8.4), that is,�

.S � zIH /
�r

� .S0 � zIH /
�r
�
2 B1.H /; z 2 CnR; (9.1)

and

.S � S0/.S0 � zIH /
�j

2 B.rC1/=j .H /; j 2 N; 1 � j � r C 1: (9.2)

(ii) If r 2 N is even, assume the remaining conditions in Hypothesis 8.3, that is,
for some 0 < " < 1=2,

.S � S0/.S
2
0 C IH /

�.r=2/�"
2 B1.H /: (9.3)

By Remark 8.4 (i), (9.2) holds for odd and even r .

Remark 9.2. In the applications to multidimensional Dirac operators to be consid-
ered in the sequel, the number r in (9.2) is the dimension of the underlying Euclidean
space Rn, that is, r D n, n 2 N, n � 2, as detailed in Lemma 7.2. ˘

By Theorem 8.5, Hypothesis 9.1 implies�
.S � zIH /

�r
� .S0 � zIH /

�r
�
2 B1.H /; z 2 CnR; (9.4)

for odd and even r .
By Theorem 8.12 the spectral shift function �. � IS;S0/ exists and (8.5) and (8.18)

hold. The main aim of the present chapter is to obtain an almost everywhere repre-
sentation for �. � IS; S0/ in terms of the regularized perturbation determinants of the
operators .S � S0/.S0 � zIH /

�1, z 2 CnR.
To set the stage, we begin by recalling some basic definitions and results per-

taining to regularized determinants to be used in the sequel. For detailed discussions
of regularized determinants, we refer to [159, Chapters 3, 5, and 9] and [184, Sec-
tion 1.7].

Let ¹hnº1nD1 denote an orthonormal basis for H and suppose A 2 B1.H /. For
each N 2 N, let MN 2 CN�N denote the matrix with entries

ıj;k C .hj ; Ahk/H ; 1 � j; k � N:
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The sequence ¹detCN�N .MN /º
1
ND1 has a limit as N ! 1, and its value does not

depend on the orthonormal basis chosen. One defines the Fredholm determinant

detH .IH C A/ WD lim
N!1

detCN�N .MN /:

The Fredholm determinant is continuous with respect to k � kB1.H/. That is, if ¹Anº1nD1
� B1.H / and limn!1 kAn � AkB1.H/ D 0, then

lim
n!1

detH .IH C An/ D detH .IH C A/: (9.5)

In fact, the Fredholm determinant is Fréchet differentiable with respect to A (cf., e.g.,
[159, Theorem 5.2]). Moreover, if � � C is an open set and A W � ! B1.H / is
analytic, then the function detH .IH C A. � // is analytic in �, and

d

dz
log

�
detH

�
IH C A.z/

��
D trH

��
IH C A.z/

��1
A0.z/

�
:

The definition of the Fredholm determinant given in (9.5) is generally not mean-
ingful if A 2 Bp.H / with p 2 Nn¹1º. To give meaning to the determinant in this
case, suitable modifications are needed. For p 2 Nn¹1º, one introduces the function
Rp W Bp.H /! B1.H / by

Rp.A/ D .IH C A/e
Pp�1

jD1
.�1/j j�1Aj

� IH ; A 2 Bp.H /: (9.6)

Then the regularized (or modified) Fredholm determinant is defined by

detH ;p.IH C A/ D detH
�
IH CRp.A/

�
; A 2 Bp.H /; p 2 Nn¹1º: (9.7)

The Fredholm determinant detH ;p. � / retains many of the properties of the ordinary
Fredholm determinant. For example, detH ;p.IH C A/ is continuous with respect to
A 2 Bp.H /: if A 2 Bp.H /, ¹Anº1nD1 � Bp.H /, and limn!1 kAn �AkBp.H/ D 0,
then

lim
n!1

detH ;p.IH C An/ D detH ;p.IH C A/:

In addition, if� � C is open and A W�! Bp.H / is analytic in�, then the function
detH ;p.IH C A. � // is analytic in � and

d

dz
log

�
detH ;p

�
IH C A.z/

��
D .�1/p�1 trH

��
IH C A.z/

��1
Ap�1.z/A0.z/

�
: (9.8)

The importance of the regularized determinant stems from the fact that for A 2

Bp.H /, the operator IH C A is boundedly invertible (i.e., �1 2 �.A/) if and only if
detH ;p.IH C A/ ¤ 0 (cf., e.g., [159, Theorem 9.2]). Equivalently, �1 2 �.A/ if and
only if detH ;p.IH C A/ D 0.
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Finally, we note the cyclicity property of the regularized determinant: if A; B 2

B.H / are such that AB;BA 2 Bp.H /, then

detH ;p.IH C AB/ D detH ;p.IH C BA/: (9.9)

In particular, if A 2 Bp.H / and B 2 B.H /, then (9.9) holds. Similarly, if A; B 2

B.H / are such that AB;BA 2 B1.H /, then

trH .AB/ D trH .BA/: (9.10)

With these preliminaries in hand, we start with introducing the regularized deter-
minant associated with the (non-symmetrized) Birman–Schwinger-type operator

B.z/ WD .S � S0/.S0 � zIH /
�1; z 2 CnR: (9.11)

Lemma 9.3. Assume Hypothesis 9.1. The map

B.z/ D .S � S0/.S0 � zIH /
�1; z 2 CnR; (9.12)

is a BrC1.H /-valued analytic function.

Proof. Let z0 2 CnR be fixed. Then (see e.g. [183, Theorem 5.14])

.S0 � zIH /
�1

D

1X
kD0

.S0 � z0IH /
�k�1.z � z0/

k;

where the series converges with respect to the B.H /-norm for all z 2 CnR such that
jz � z0j < k.S0 � z0IH /

�1k�1
B.H/

� j Im.z0/j�1. Therefore,

.S � S0/.S0 � zIH /
�1

D

1X
kD0

.S � S0/.S0 � z0IH /
�k�1.z � z0/

k :

We claim that the latter series converges in the ball ¹z 2 C j jz � z0j < j Im.z0/jº in
the BrC1.H / norm. By (9.2), the operator

B.z/ D .S � S0/.S0 � z0IH /
�1

2 BrC1.H /;

so that .S � S0/.S0 � z0IH /
�k�1


BrC1.H/

�
.S � S0/.S0 � z0IH /

�1


BrC1.H/

.S0 � z0IH /
�k


B.H/

�
.S � S0/.S0 � z0IH /

�1


BrC1.H/

ˇ̌
Im.z0/

ˇ̌�k
:

This proves the convergence.
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Lemma 9.4. Assume Hypothesis 9.1. The function

FS;S0
.z/ WD ln

�
detH ;rC1

�
.S � zIH /.S0 � zIH /

�1
��
; z 2 CnR; (9.13)

is well-defined, in fact, analytic in CnR.

Proof. By the second resolvent identity,

.S � zIH /.S0 � zIH /
�1

D IH C B.z/; z 2 CnR;

where B. � / is the BrC1.H /-valued analytic function defined in (9.12). Hence, by the
properties of regularized determinants the function

z ! detH ;rC1

�
IH C B.z/

�
is analytic in C˙. Combining the Cauchy integral theorem and [128, Theorem V.4.1],
one infers that the function

z ! ln
�

detH ;rC1

�
IH C B.z/

��
is a well-defined analytic function in C˙, provided that detH ;rC1.IH C B.z// ¤ 0

for all z 2 CnR. Thus, it remains to show, that detH ;rC1.IH C B.z// ¤ 0 for every
z 2 CnR. If detH ;rC1.IH CB.z//D 0 for some z 2 CnR, then �1 is in the spectrum
of B.z/: By compactness of B. � /, �1 is an eigenvalue of B.z/; and therefore, IH C

B.z/ has a nontrivial kernel. Since S0 is self-adjoint and hence z 2 CnR cannot be
an eigenvalue of S0, z is an eigenvalue for S , which, once more, cannot be the case
since S is also self-adjoint.

To correlate the function ln.detH ;rC1.IH C B. � /// with the spectral shift func-
tion for the pair .S; S0/, we need to introduce an auxiliary function.

Lemma 9.5. Assume Hypothesis 9.1 and let B. � / be defined by (9.12). There exists
an analytic function GS;S0

. � / in CnR such that

d r

dzr
GS;S0

.z/

D trH

�
d r�1

dzr�1

r�1X
jD0

.�1/r�j .S0 � zIH /
�1B.z/r�j

�
; z 2 CnR: (9.14)

Proof. It suffices to prove that each of the terms

trH

�
d r�1

dzr�1
.S0 � zIH /

�1B.z/r�j
�
; z 2 CnR; j 2 N0; 0 � j � r � 1; (9.15)

defines an analytic function. To analyze the operator under the trace in (9.15), we
introduce multi-indices. Recalling N0 D N [ ¹0º, for � 2 N an element k 2 N�

0 is
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called a multi-index which we express componentwise as

k D .k1; : : : ; k�/ 2 N�
0 ; kp 2 N0; 1 � p � �: (9.16)

The order of the multi-index k 2 N�
0 is defined to be

jkj WD k1 C � � � C k� : (9.17)

For each fixed j 2 N0 with 0 � j � r � 1,

d r�1

dzr�1
.S0 � zIH /

�1B.z/r�j

D

X
k2Nr�jC1

0

jkjDr�1

cj;k.S0 � zIH /
�.k1C1/

r�jC1Y
`D2

.S � S0/.S0 � IH /
�.k`C1/; (9.18)

for an appropriate set of z-independent scalars

cj;k 2 R; k 2 Nr�jC1
0 ; jkj D r � 1:

The assumption (9.2) and the analog of Hölder’s inequality for trace ideals (see [159,
Theorem 2.8]) imply that each term in the sum in (9.18) is a trace class operator. In
particular, (9.18) implies that the operator dr�1

dzr�1 .S0� zIH /
�1B.z/r�j is a trace class

operator. Repeating the argument in Lemma 9.3 and employing (9.2), one concludes
that the map

CnR 3 z !
d r�1

dzr�1
.S0 � zIH /

�1B.z/r�j ; 0 � j � r � 1;

is a B1.H /-valued analytic function.

The following lemma is the main result, which allows to correlate the regular-
ized determinant of the operator IH C .S � S0/.S0 � zIH /

�1 and the spectral shift
function �. � ; S; S0/ (see Theorem 9.9 below).

Lemma 9.6. Assume Hypothesis 9.1. If FS;S0
and GS;S0

denote the analytic func-
tions in CnR introduced in (9.13) and (9.14), respectively, then there exist polynomi-
als P˙;r�1 of degree less than or equal to r � 1 such that

FS;S0
.z/ D .z � i/r

Z
R

�.�IS; S0/d�

.� � i/r
1

� � z
CGS;S0

.z/C P˙;r�1.z/; z2C˙:

Proof. One recalls the BrC1.H /-valued analytic function B. � / defined in (9.12). By
the second resolvent identity,�

IH C B.z/
��1

D
�
IH C .S � S0/.S0 � zIH /

�1
��1
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D
�
.S � zIH /.S0 � zIH /

�1
��1

D .S0 � zIH /.S � zIH /
�1; z 2 CnR:

In addition,
B 0.z/ D B.z/.S0 � zIH /

�1; z 2 CnR:

Applying (9.8), one obtains

d

dz
FS;S0

.z/

D
d

dz
ln
�

detH ;rC1.IH C B.z//
�

D .�1/m trH

�
.S0 � zIH /.S � zIH /

�1B.z/rB.z/.S0 � zIH /
�1
�

D .�1/m trH

�
.S0�zIH /.S �zIH /

�1B.z/rC1.S0�zIH /
�1
�
; z2CnR:

For z 2 CnR, .S0 � zIH /.S � zIH /
�1 2 B.H / and B.z/rC1 2 B1.H / (cf. (9.2)),

so that
d

dz
FS;S0

.z/ D .�1/r trH

�
B.z/rC1.S0 � zIH /

�1.S0 � zIH /.S � zIH /
�1
�

D .�1/r trH

�
B.z/rC1.S � zIH /

�1
�

D .�1/r trH

�
.S � zIH /

�1B.z/rC1
�
; z 2 CnR: (9.19)

By the second resolvent identity,

.S � z/�1B.z/ D .S � z/�1.S � S0/.S0 � z/
�1

D .S0 � z/
�1

� .S � z/�1; z 2 CnR; (9.20)

and repeated application of (9.20) yields

.�1/r.S � zIH /
�1B.z/rC1

D .�1/r
�
.S0 � zIH /

�1
� .S � zIH /

�1
�
B.z/r

D .S0 � zIH /
�1

r�1X
jD0

.�1/r�jB.z/r�j

C .S0 � zIH /
�1

� .S � zIH /
�1; z 2 CnR: (9.21)

Hence, combining (9.19) with (9.21), one obtains

d

dz
FS;S0

.z/

D trH

�
.S0 � zIH /

�1
� .S � zIH /

�1
C .S0 � zIH /

�1

r�1X
jD0

.�1/r�jB.z/r�j
�
;

z 2 CnR: (9.22)
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Differentiating (9.22) r � 1 times,

d r

dzr
FS;S0

.z/

D
d r�1

dzr�1
trH

�
.S0 � zIH /

�1
� .S � zIH /

�1

C .S0 � zIH /
�1

r�1X
jD0

.�1/r�jB.z/r�j
�

D trH

�
.r � 1/Š

�
.S0 � zIH /

�r
� .S � zIH /

�r
�

C
d r�1

dzr�1
.S0 � zIH /

�1

r�1X
jD0

.�1/r�jB.z/r�j
�
; z 2 CnR: (9.23)

By (9.4) and Lemma 9.5, (9.23) may be recast as

d r

dzr
FS;S0

.z/ D .r � 1/Š trH

�
.S0 � zIH /

�r
� .S � zIH /

�r
�

C
d r

dzr
GS;S0

.z/; z 2 CnR;

and an application of Theorem 8.12 yields

d r

dzr
FS;S0

.z/ D rŠ

Z
R

�.�IS; S0/ d�

.� � z/rC1
C
d r

dzr
GS;S0

.z/; z 2 CnR: (9.24)

Repeated application of the elementary identity

kŠ

.� � z/kC1
D

d

dz

�
.k � 1/Š

.� � z/k
�

1

.� � i/k

�
; z 2 CnR; � 2 R; k 2 N;

yields

rŠ

.� � z/rC1
D

d r

dzr

�
1

� � z
�

rX
jD1

.z � i/j�1

.� � i/j

�
D

d r

dzr

�
1

� � z
�
.z � i/r � .� � i/r

.z � �/.� � i/r

�
D

d r

dzr

�
.z � i/r

.� � z/.� � i/r

�
; z 2 CnR; � 2 R: (9.25)

Therefore, (9.24) and (9.25) imply

d r

dzr
FS;S0

.z/

D
d r

dzr

Z
R

�.�IS; S0/d� .z � i/
r

.� � i/r.� � z/
C
d r

dzr
GS;S0

.z/; z 2 CnR;

completing the proof.
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Remark 9.7. For bookkeeping purposes we have thus far worked with the non-
symmetrized Birman–Schwinger-type operator B.z/ WD .S � S0/.S0 � zIH /

�1, z 2
CnR and avoided a factorization of S � S0 (and similarly we exploited V without
its factorization (3.20) in Chapter 7). In the concrete case of massless Dirac opera-
tors H0;H we will eventually switch over to a symmetrized analog (cf. (2.6)–(2.10),
(10.78)). ˘

The main result of this chapter provides a means for recovering the spectral shift
function �. � I S; S0/ almost everywhere in terms of the normal (or nontangential)
boundary values of the functions FS;S0

. � / and GS;S0
. � / when the latter exist. Its

proof relies on the following (special case of) Privalov’s theorem (see, e.g., [184,
Theorem 1.2.5]).

Theorem 9.8. Let � 2 L1
�
RI .1C j�j/�1 d�

�
. If

H.z/ WD

Z
R

�.�/d�

� � z
; z 2 CnR;

then

lim
"#0

H.�˙ i"/ D ˙�i�.�/C p:v:
Z

R

�.�0/d�0

�0 � �
for a.e. � 2 R; (9.26)

where p:v:. � / abbreviates the principal value operation. In particular, one obtains
the following special case of the Stieltjes inversion theorem,

�.�/ D .2�i/�1 lim
"#0

�
H.�C i"/ �H.� � i"/

�
for a.e. � 2 R: (9.27)

Moreover, the normal limits in (9.26) and (9.27) can be replaced by nontangential
limits.

Theorem 9.9. Assume Hypothesis 9.1 and let FS;S0
and GS;S0

denote analytic func-
tions in CnR satisfying (9.13) and (9.14), respectively. If FS;S0

and GS;S0
have

normal boundary values on R, then for a.e. � 2 R,

�.�IS; S0/ D ��1 Im
�
FS;S0

.�C i0/
�
� ��1 Im

�
GS;S0

.�C i0/
�

C Pr�1.�/ for a.e. � 2 R; (9.28)

where Pr�1 is a polynomial of degree less than or equal to r � 1.

Proof. By Lemma 9.6,

FS;S0
.z/ D .z � i/r

Z
R

�.�IS; S0/d�

.� � z/.� � i/r
CGS;S0

.z/

C P˙;r�1.z/; z 2 C˙: (9.29)
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If
H˙.z/ WD FS;S0

.z/ �GS;S0
.z/ � P˙;r�1.z/; z 2 C˙;

then (9.29) may be recast as

H˙.z/

.z � i/r
D

Z
R

�.�IS; S0/d�

.� � z/.� � i/r
; z 2 C˙; z ¤ i:

By (8.5), the spectral shift function �. � IS; S0/ satisfies

�. � IS; S0/. � � i/
�r

2 L1
�
RI .1C j�j/�1 d�

�
:

An application of Theorem 9.8 then yields

�.�IS; S0/

.� � i/r

D .2�i/�1 lim
"#0

�
HC.�C i"/

.�C i" � i/r
�
H�.� � i"/

.� � i" � i/r

�
for a.e. � 2 R;

and hence,

�.�IS; S0/ D .2�i/�1 lim
"#0

�
HC.� � i"/ �H�.�C i"/

�
for a.e. � 2 R: (9.30)

It follows from the definition of the functions FS;S0
and GS;S0

(cf. Lemmas 9.4 and
9.5) that

FS;S0
. Nz/ D FS;S0

.z/; GS;S0
. Nz/ D GS;S0

.z/; z 2 CnR:

Thus, by (9.30),

�.�IS; S0/ D .2�i/�1 lim
"#0

�
FS;S0

.�C i"/ � FS;S0
.� � i"/

�
� .2�i/�1 lim

"#0

�
GS;S0

.�C i"/CGS;S0
.� � i"/

�
� .2�i/�1

�
PC;r�1.�/ � P�;r�1.�/

�
D ��1 Im

�
FS;S0

.�C i0/
�
� ��1 Im

�
GS;S0

.�C i0/
�

C Pr�1.�/ for a.e. � 2 R;

where the polynomial Pr�1 WD .2�i/�1ŒP�;r�1 � PC;r�1� has degree less than or
equal to r � 1 (since P˙;r�1 have degree less than or equal to r � 1).





Chapter 10

Analysis of Im.FH;H0
.� C i 0//, � 2 R

The principal purpose of this chapter is to analyze continuity properties of the func-
tion Im.FH;H0

.�C i0//, � 2 R.
One recalls (see Lemma 9.4) that

FH;H0
.z/

D ln
�
detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N CV.H0� zIŒL2.Rn/�N /

�1
��
; z2CC:

Using a factorization V D V �
1 V2 (see Hypothesis 10.5 for the details of the factor-

ization) and elementary properties of regularized determinants, the analysis of the
function FH;H0

.z/ reduces to an analysis of

ln
�
detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /

�1V �
1

��
; z 2 CC:

Theorem 6.16 then guarantees that the Birman–Schwinger-type operator

V2.H0 � zIŒL2.Rn/�N /
�1V �

1 ; z 2 CC;

extends to a continuous BnC1

�
ŒL2.Rn/�N

�
-valued function for z in the closed upper-

half plane CC, provided that V1 and V2 are decaying sufficiently fast. In particular,
the boundary values of the regularized Fredholm determinant,

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2.H0 � .�C i0/IŒL2.Rn/�N /

�1V �
1

�
;

exist and are continuous for all � 2 R. This means that the function FH;H0
.�C i0/

has normal boundary values and is continuous at any point � in R such that

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2

�
H0 � .�C i0/IŒL2.Rn/�N

��1
V �
1

�
¤ 0:

By Theorem 3.4, the latter holds for �2Rn¹0º if and only if � is not an eigenvalue
ofH . By [103] one can exclude nonzero eigenvalues by assuming (4.2) and (4.3) (see
Theorem 4.1). In particular, under these assumptions the function Im.FH;H0

.�C i0//

is continuous for � 2 Rn¹0º. Thus, the only point where the behavior Im.FH;H0
.�C

i0//, � 2 R, remains to be studied is the “threshold point” � D 0, and hence the
majority of this chapter is devoted to an analysis of the latter.

We start with a series of well-known preliminary results which we state without
proof closely following the general outline in the paper by Jensen and Nenciu [99].
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Lemma 10.1. (i) (cf. [99]). Let A be a densely defined closed operator and P a pro-
jection in H . Suppose that .ACP /�12B.H / and denote by a WDP�P.ACP /�1P

an operator in PH . Then

A�1
2 B.H / if and only if a�1 2 B.PH /: (10.1)

In particular, if a�1 2 B.PH / then

A�1
D .AC P /�1 C .AC P /�1Pa�1P.AC P /�1:

(ii) (cf. [76], [108, Section III.6.5]). Let A be a densely defined closed operator
in H and �0 2 C an isolated point in �.A/ with P�0

the Riesz projection in H

associated with A and �0. If the quasi-nilpotent operator associated with A and �0
vanishes, that is, D0 WD .A � �0IH /P�0

D 0, then

.A � �0IH C P�0
/�1 D P�0

C S�0
2 B.H /;

where
S�0

D n-lim
z!�0

z¤�0

.A � zIH /
�1ŒIH � P�0

� 2 B.H /:

(iii) (cf. [138]). Let A be a compact operator in H and �0 2 C an isolated point
in �.A/ with P�0

the Riesz projection in H associated with A and �0. Then

.A � �0IH C P�0
/�1 2 B.H /:

(iv) (cf. [99]). Suppose that H D H1 ˚ H2 and B in H is the block operator
matrix

B D

�
b1;1 b1;2
b2;1 b2;2

�
;

where

bj;j are densely defined, closed operators in Hj , j D 1; 2,

b1;2 2 B.H2;H1/; b2;1 2 B.H1;H2/:

In addition, assume that b�12;2 2 B.H2/. Then

B�1
2 B.H / if and only if Œb1;1 � b1;2 b�12;2 b2;1�

�1
2 B.H1/: (10.2)

In particular, abbreviating

b WD Œb1;1 � b1;2 b
�1
2;2 b2;1�;

if b�1 2 B.H1/, then

B�1
D

 
b�1 �b�1 b1;2 b

�1
2;2

�b�12;2 b2;1 b
�1 b�12;2 C b�12;2 b2;1 b

�1 b1;2 b
�1
2;2

!
: (10.3)
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We emphasize that b in Lemma 10.1 (iv) is also known as a Schur complement
(see, e.g., [170, Section 1.6]) and formula (10.3) is a variant of the so-called Feshbach
formula (see, e.g., [50]). In particular, Lemma 10.1 (iv) is especially useful in the con-
text of two-dimensional Schrödinger operators (cf. [99]) as well as two-dimensional
massless Dirac operators (cf. [60]).

Lemma 10.2 ([99]). Suppose that � � C has zero as an accumulation point. Let
A.�/ D A0 C �A1.�/, � 2 �, be a family of B.H /-valued operators, with A1. � /
uniformly bounded for � 2 � sufficiently small. Suppose that 0 is an isolated point
in �.A0/ and denote by P0 the Riesz projection in H associated with A0 and 0. If
A0P0 D 0 (i.e., the quasi-nilpotent operator associated withA0 and 0 vanishes), then
for � 2 � sufficiently small, the operator B. � / in P0H , defined by

B.�/ WD ��1
®
P0 � P0

�
A.�/C P0

��1
P0
¯

D

X
j2N0

.��/jP0
�
A1.�/.A0 C P0/

�1
�jC1

P0;

is uniformly bounded as � ! 0. Moreover, for � 2 � sufficiently small,

A.�/�1 2 B.H / if and only if B.�/�1 2 B.P0H /:

In particular, if B.�/�1 2 B.P0H / for � 2 � sufficiently small, then

A.�/�1 D
�
A.�/C P0

��1
C ��1

�
A.�/C P0

��1
P0B.�/

�1P0
�
A.�/C P0

��1
: (10.4)

Remark 10.3. A combined application of Lemma 10.1 (iv) and Lemma 10.2 can be
realized in the following scenario: Suppose

b1;1.�/ D ��1
�
b0Cˇ.�/

�
; with b�10 2B.H1/ and

ˇ.�/
B.H1/

D
�!0
�2�

o.1/;

b2;2.�/
�1

2 B.H2/ is uniformly bounded for � 2 � sufficiently small,

b1;2.�/ 2 B.H2;H1/; b2;1.�/ 2 B.H1;H2/ are uniformly bounded

for � 2 � sufficiently small:

Then

b1;1.�/
�1

D �b�10
�
IH1

C ˇ.�/b�10
��1

;
b1;1.�/�1 D

�!0
�2�

O.�/;

and under these circumstances one then infers, with

b.�/ WD
�
b1;1.�/ � b1;2.�/ b

�1
2;2.�/ b2;1.�/

�
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(cf. (10.2)), that for � 2 � sufficiently small,

b.�/�1 D b1;1.�/
�1
�
IH1

� b1;2.�/ b2;2.�/
�1 b2;1.�/ b1;1.�/

�1
��1

: ˘

At this point one can summarize the strategy in deriving threshold expansions of
resolvents described in Jensen and Nenciu [99] (see also Murata [122]), in fact, in our
context, expansions of

V2.H � zIŒL2.Rn/�N /
�1V �

1

D IŒL2.Rn/�N �
�
IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /

�1V �
1

��1
; z 2 CnR;

(10.5)

in terms of the (symmetrized) Birman–Schwinger-type operator

V2.H0 � zIŒL2.Rn/�N /
�1V �

1 (10.6)

(cf. Theorem 3.4) around z D 0 as follows:
.˛/ One notes upon combining (B.1)–(B.8) and (5.9) that treating even dimen-

sions n is considerably more involved than the case of odd dimensions n due to the
presence of the logarithm1 in (B.4). At any rate, formulas (B.1)–(B.8) and (5.9) permit
one to expand the Birman–Schwinger-type operator (10.6) around z D 0 assuming
sufficient decay of V �

1 .x/; V2.x/ as jxj ! 1. This step is cumbersome, but poses
no further difficulties. What might cause difficulties is an expansion of the left-hand
side of (10.5), or, equivalently, an expansion of the inverse ŒIŒL2.Rn/�N C V2.H0 �

zIŒL2.Rn/�N /
�1V �

1 �
�1 on the right-hand side of (10.5).

.ˇ/ If this inverse exists boundedly in a sufficiently small neighborhood of z D 0,
that is, if�

IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /
�1V �

1

��1
2 B

�
ŒL2.Rn/�N

�
(10.7)

for jzj sufficiently small, then no difficulty arises and a geometric series argument
yields the existence of such an expansion in norm (cf. Chapter 5), given sufficient
decay of V �

1 .x/; V2.x/ as jxj ! 1 also in appropriate trace ideal norms (cf. the
detailed treatment in Chapter 6). This is actually the generic case where H has no
zero-energy eigenvalue and no zero-energy resonance (the latter is defined as giving

1This is even more pronounced in the case of Schrödinger operators for n D 2 due to the
logarithmic blowup of the Green’s function (5.1) as z! 0. Actually, in the Schrödinger context
even the one-dimensional case exhibits a z�1=2 singularity at z D 0, rendering both cases more
involved than n � 3. Since the Dirac Green’s matrix never exhibits a blowup as z ! 0 in all
dimensions n 2 N, n � 2 (cf. (5.10)), this renders the massless Dirac situation technically a bit
simpler than the case of one and two-dimensional Schrödinger operators (considered in great
detail in [99]).
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rise to an eigenvalue �1 of the Birman–Schwinger-type operator (10.6) but with no
associated L2-eigenfunction in the domain of H ). At this point all that remains is a
computation of the expansion coefficients, but the latter is of limited urgency in our
present context as we will primarily rely on the leading order in all expansions.

./ If the inverse in (10.7) does not exist boundedly in a sufficiently small neigh-
borhood of z D 0, that is, if the compact operator V2.H0 � zIŒL2.Rn/�N /

�1V �
1 has an

eigenvalue �1, the situation changes drastically. In this case H either has an eigen-
value 0, or zero-energy resonances, or possibly both, a zero-energy eigenvalue and
zero-energy resonances (all of them possibly degenerate) in the worst case scenario.
In any of these (exceptional) situations the norm of�

IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /
�1V �

1

��1
and hence that of

V2.H � zIŒL2.Rn/�N /
�1V �

1

will exhibit a singularity as z ! 0. Without going into details in this summary (see,
however, Theorem 10.14), we note that the blowup in the case of zero-energy eigen-
value(s) is of the order z�1, and in the presence of zero-energy resonances (but no
zero-energy eigenvalues) is of a less singular structure, for instance, like z�1Œln.z/��1,
z�1=2, or ln.z/, etc., the details now depending crucially on the space dimension
n 2 N, n � 2, and whether Schrödinger or Dirac operators (massive or massless) are
considered.

But even though ŒIŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /
�1V �

1 � does not possess a
bounded inverse as z ! 0, the operator�

IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /
�1V �

1 C P0
�
;

where P0 is the (finite-dimensional) Riesz projection associated with the operator

IŒL2.Rn/�N C V2
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 ; (10.8)

and its eigenvalue 0, the norm limit of

IŒL2.Rn/�N C V2.H0 � i"IŒL2.Rn/�N /
�1V �

1

as " # 0, and its eigenvalue 0, actually has a bounded inverse according to Lemma
10.1 (ii). (Assuming compactness of the operators V2.H0� .0C i0/IŒL2.Rn/�N/

�1V �
1

as well as V2.H0 � i"IŒL2.Rn/�N /
�1V �

1 , one concludes that dim.ran.P0// < 1.)
Lemma 10.2 then demonstrates the key reduction step where the inverse of A.�/
in H is now reduced to the inverse of B.�/ in the finite-dimensional Hilbert space
P0H .
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.ı/ At this point one iterates the procedure ending up localizing the singularity
in subspaces of decreasing dimensions. With each step the singularity is increased.
However, since

z
�
V2.H0 � zIŒL2.Rn/�N /

�1V �
1

�
stays bounded for zD i" as "# 0, the reduction process must stop after a finite number
of steps, leading to invertibility of a reduced operator so that again a geometric series
argument as in step .ˇ/ applies. This completes the process resulting in an expansion
in appropriate variables involving z, z1=2, ln.z/, or Œc C ln.z/� for appropriate c 2

Cn¹0º (again, depending on spatial dimension n and whether Schrödinger or Dirac
operators are involved). We refer once more to [99] for the somewhat involved details
(and the difficulties associated with expansions involving

P1

kD�1

P1

`D�1 �kŒln.�/�`

which cannot be asymptotic in nature) in the case of Schrödinger operators and to
[60] in the case of two-dimensional massless Dirac operators. Much of the threshold
analysis in [60] readily extends to dimensions n� 3 as we will see later in this chapter.

Remark 10.4. In outlining steps .˛/–.ı/ above, we deliberately sidestepped veri-
fying the condition A0P0 D 0 necessary for Lemma 10.2 to hold. The condition
is equivalent to the statement that the algebraic and geometric multiplicities of the
eigenvalue 0 of A0 coincide. Since by (5.10), G0.0C i 0I x; y/ is purely imaginary,
but also involves the scalar product ˛ � .x � y/, employing the polar decomposition
for the self-adjoint N � N matrix V. � / (i.e., V. � / D UV . � /jV. � /j) in the form (cf.
[81])

V.x/ D
ˇ̌
V.x/

ˇ̌1=2
UV .x/

ˇ̌
V.x/

ˇ̌1=2
D V1.x/

�V2.x/ for a.e. x 2 Rn;

V1 D V �
1 D jV j

1=2; V2 D UV jV j
1=2

D UV V1; U 2V D IN ; (10.9)

making the choice that

UV is unitary and self-adjoint (10.10)

(the choice of UV is nonunique if V has a kernel and we simply fix UV to be the
identity operator on ker.V /), the matrix-valued integral kernelˇ̌

V.x/
ˇ̌1=2

.x/G0.0C i 0I x; y/
ˇ̌
V.y/

ˇ̌1=2
generates a self-adjoint operator. Hence, the elegant device used in [99] that reduces
their analysis to a self-adjoint operator A0 in Lemma 10.2, so that A0P0 D 0 is auto-
matically satisfied, applies also in the massless Dirac operator context. (Naturally,
this approach of [99] also applies in the massive case, where H0.m/, m > 0, has the
spectral gap .�m;m/.) In essence, Jensen and Nenciu [99] replace the operator

IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /
�1V �

1 ; z 2 CnR; (10.11)
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by its modification

UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /
�1V �

1 ; z 2 CnR; (10.12)

and show that the formalism displayed in (2.6)–(2.10) instantly extends to the setup
in (10.12). In particular, the norm limit

UV IŒL2.Rn/�N C V1
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 (10.13)

is now self-adjoint and hence the analog of the condition

A0P0 D 0 (10.14)

thus holds automatically. Due to this fact we can, without loss of generality, safely
disregard the distinction between (10.11) and (10.12) in much of the remainder of
this manuscript.

Finally, by an abuse of notation, we also denote the Riesz projection associated
with the self-adjoint operator (10.13) and its eigenvalue 0 by P0. Assuming compact-
ness of the operator

V1
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 ; (10.15)

the fact that �.UV / � ¹1;�1º implies that zero is an isolated point in the spectrum of
the operator in (10.13) and hence

dim
�

ran.P0/
�
<1: (10.16)

(In the concrete context of (10.9) one has in addition that V1 D V �
1 , but this simplifi-

cation is not needed to conclude (10.14) and (10.16).) ˘

Applying the resolvent equation (2.7), (2.8) to the pair H;H0 results in

.H � zIŒL2.Rn/�N /
�1

D .H0 � zIŒL2.Rn/�N /
�1

�
�
V1.H0 � zIŒL2.Rn/�N /

�1
��

�
�
IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /

�1V �
1

��1
V2.H0 � zIŒL2.Rn/�N /

�1;

z 2 CnR;

To analyze the possible singularity of .H � zIŒL2.Rn/�N /
�1 as z ! 0, we choose

arbitrary
 j 2 C1

0 .R
n/ real-valued, j D 1; 2;

and consider

 2IN .H � zIŒL2.Rn/�N /
�1 1IN

D  2IN .H0 � zIŒL2.Rn/�N /
�1 1IN

�
�
V1.H0 � zIŒL2.Rn/�N /

�1 2IN
��
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�
�
IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /

�1V �
1

��1
� V2.H0 � zIŒL2.Rn/�N /

�1 1IN ; z 2 CnR:

As long asˇ̌
jV j

1=2

`;`0
.x/
ˇ̌
D
ˇ̌
V1;`;`0.x/

ˇ̌
� C hxi�1 for a.e. x 2 Rn; 1 � `; `0 � N; (10.17)

Theorem 6.7 (iii) implies that

Vj .H0 � zIŒL2.Rn/�N /
�1 j 0IN 2B

�
ŒL2.Rn/�N

�
; z2CC; j; j

0
2¹1; 2º;

since obviously

 2IN .H0 � zIŒL2.Rn/�N /
�1 1IN 2 B

�
ŒL2.Rn/�N

�
; z 2 CC;

(in fact, Theorem 6.13 implies trace ideal properties) one also has

 2IN .H � zIŒL2.Rn/�N /
�1 1IN 2 B

�
ŒL2.Rn/�N

�
; z 2 CC:

Thus, since  j 2 C1
0 .R

n/, j D 1; 2, are arbitrary (apart from being real-valued for
simplicity), one thus concludes that

 2IN .H � zIŒL2.Rn/�N /
�1 1IN 2B

�
ŒL2.Rn/�N

�
for jzj sufficiently small

if and only if
�
IŒL2.Rn/�N CV2.H0� zIŒL2.Rn/�N /

�1V �
1

��1
2B

�
ŒL2.Rn/�N

�
for jzj sufficiently small:

Given the extensive treatment in [99] in the case of Schrödinger operators in
dimensions n 2 N (especially, in the most difficult of cases n D 1; 2), and in [60]
in the case of massless Dirac operators in dimension n D 2, and given the fact that
dimensions n 2 N, n � 3, subordinate in difficulty to the case n D 2 in the massless
context, we now briefly discuss the threshold (i.e., z D 0) behavior of massless Dirac
operator in dimensions n � 2.

We start by making the following assumptions on the matrix-valued potential V .

Hypothesis 10.5. Let n 2 N, n � 2, and " > 0. Assume the a.e. self-adjoint matrix-
valued potential V D ¹V`;`0º1�`;`0�N satisfies for some fixed " 2 .0; 1/, C 2 .0;1/,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�2.1C"/ for a.e. x 2 Rn; 1 � `; `0 � N: (10.18)

In accordance with the factorization based on the polar decomposition of V discussed
in (10.9) we suppose that

V D V �
1 V2 D jV j

1=2UV jV j
1=2; where V1 D V �

1 D jV j
1=2; V2 D UV jV j

1=2:
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We continue with the threshold, that is, the z D 0 behavior of H :

Definition 10.6. Assume Hypothesis 10.5 with " D 0 in (10.18).
(i) The point 0 is called a zero-energy eigenvalue ofH ifH D 0 has a distribu-

tional solution  satisfying

 2 dom.H/ D ŒW 1;2.Rn/�N

(equivalently, ker.H/ ¥ ¹0º).
(ii) The point 0 is called a zero-energy (or threshold) resonance of H if

ker
��
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

��
¥ ¹0º;

and if there exists 0 ¤ � 2 ker.ŒIŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /
�1V �

1 �/

such that  defined by

 .x/ D �
��
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �
�
.x/

D �i2�1��n=2�.n=2/

Z
Rn

dny jx � yj�n
�
˛ � .x � y/

�
V1.y/

��.y/ (10.19)

(for a.e. x 2 Rn, n � 2) is a distributional solution of Hu D 0 satisfying

 … ŒL2.Rn/�N :

(iii) 0 is called a regular point for H if it is neither a zero-energy eigenvalue nor
a zero-energy resonance of H .

Additional properties of  are isolated in Theorem 10.7.
While the point 0 being regular for H is the generic situation, zero-energy eigen-

values and/or resonances are exceptional cases.
For future purposes we recall the asymptotic Green’s matrix expansion as z ! 0

in the following form,

G0.zI x; y/

D
z!0

z2CCn¹0º

i2�1��n=2�.n=2/˛ �
.x � y/

jx � yjn
� ın;2.2�/

�1z ln.z/IN

C ın;2.2�/
�1
�
E�M � i.�=2/C ln

�
jx � yj=2

��
zIN

C Œ1 � ın;2�.n � 2/
�12�1��n=2�.n=2/jx � yj2�nzIN

C ın;2O
�
z2jx � yj ln.zjx � yj/

�
C ın;3O

�
z2
�
CO

�
z2jx � yj2

�
D
z!0

z2CCn¹0º

R0;0.x � y/C zR1;0.x � y/

C z
�
� .2�/�1 ln.z=2/ � .2�/�1E�M C i4�1

�
ın;2R1;1.x � y/

C ın;2O
�
z2jx�yj ln.zjx�yj/

�
C ın;3O

�
z2
�
CO

�
z2jx�yj2

�
;
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where we introduced the following convenient abbreviations (for x; y 2 Rn, x ¤ y):

R0;0.x � y/ D G0.0C i0I x; y/ D i2�1��n=2�.n=2/ ˛ �
.x � y/

jx � yjn

D

´
.2�/�1i˛ � rx ln

�
jx � yj

�
; n D 2;

�i˛ � rxg0.0I x; y/; n � 3;
(10.20)

R1;0.x � y/ D

´
�.2�/�1 ln

�
jx � yj

�
IN ; n D 2;

g0.0I x; y/IN D
1

.n�2/!n�1
jx � yj2�nIN ; n � 3;

!n�1 D 2�n=2=�.n=2/; (10.21)

R1;1.x � y/ D 1; n � 2: (10.22)

Theorem 10.7. Assume Hypothesis 10.5 with " D 0 in (10.18).
(i) If n D 2, there are precisely four possible cases:
Case (I): 0 is regular for H .
Case (II): 0 is a .possibly degenerate2/ resonance ofH . In this case the resonance

functions  satisfy

 2 ŒLq.R2/�2; q 2 .2;1/ [ ¹1º; r 2 ŒL2.R2/�2�2;

 … ŒL2.R2/�2: (10.23)

Case (III): 0 is a .possibly degenerate/ eigenvalue of H . In this case the corre-
sponding eigenfunctions  2 dom.H/ D ŒW 1;2.R2/�2 of H D 0 also satisfy

 2 ŒLq.R2/�2; q 2 Œ2;1/ [ ¹1º: (10.24)

Case (IV): A possible mixture of Cases (II) and (III).
(ii) If n 2 N, n � 3, there are precisely two possible cases:
Case (I): 0 is regular for H .
Case (II): 0 is a .possibly degenerate/ eigenvalue of H . In this case, the corre-

sponding eigenfunctions  2 dom.H/ D ŒW 1;2.Rn/�N of H D 0 also satisfy

 2 ŒLq.Rn/�N ; q 2

8̂̂<̂
:̂
.3=2;1/ [ ¹1º; n D 3;

.4=3; 4/; n D 4;�
2n=.nC 2/; 2n=.n � 2/

�
; n � 5:

(10.25)

In particular, there are no zero-energy resonances of H in dimension n � 3.
(iii) The point 0 is regular for H if and only if

ker
��
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

��
D ¹0º:

2We will recall in Lemma 10.12 (i) that if nD 2, the degeneracy in Case (II) is at most two.
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Proof. Since G0.0C i0I x; y/, x ¤ y, exists for all n � 2 (cf. (5.10)), the Birman–
Schwinger eigenvalue equation (cf. (10.8))�

IŒL2.Rn/�N C V2
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

�
�0 D 0;

0 ¤ �0 2 ŒL
2.Rn/�N ; (10.26)

gives rise to a distributional zero-energy solution  0 2 ŒL1loc.R
n/�N of H 0 D 0 in

terms of �0 of the form (for a.e. x 2 Rn, n � 2),

 0.x/ D �
��
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �0

�
.x/

D�
�
R0;0 � .V

�
1 �0/

�
.x/ (10.27)

D�i2�1��n=2�.n=2/

Z
Rn

dny jx�yj�n
�
˛ � .x�y/

�
V1.y/

��0.y/; (10.28)

D�i2�1��n=2�.n=2/

Z
Rn

dny jx�yj�n
�
˛ � .x�y/

�
V1.y/

�V2.y/ 0.y/; (10.29)

�0.x/ D .V2 0/.x/: (10.30)

In particular, one concludes that  0 ¤ 0. Thus, one estimates, with kV1. � /kCN�N �

ch � i�1 and some constant dn 2 .0;1/, 0.x/CN � dn

Z
Rn

dny jx � yj1�nhyi�1
�0.y/CN

D dnR1;n

�
h � i

�1
�0. � /CN

�
.x/; x 2 Rn: (10.31)

Invoking the Riesz potential R1;n (cf. Theorem 6.3), one obtains (for some constant
Qdn 2 .0;1/) 0.x/CN � dn

Z
Rn

dny jx � yj1�nhyi�1
�0.y/CN

� QdnR1;n

�
h � i

�1
�0. � /CN

�
.x/; x 2 Rn; (10.32)

and hence (6.9) implies (for some constant zCp;q;n 2 .0;1/)

k 0kŒLq.Rn/�N � Qdn
R1;n

�
h � i

�1
k�0. � /kCN

�
Lq.Rn/

� zCp;q;n
h � i�1k�0. � /kCN


Lp.Rn/

� zCp;q;n
h � i�1

Ls.Rn/
kk�0. � /kCN kL2.Rn/

D zCp;q;n
h � i�1

Ls.Rn/
k�0kŒL2.Rn/�N ;

1 < p < q <1; p�1
D q�1 C n�1; s D 2qnŒ2nC 2q � qn��1 � 1:

(10.33)

In particular,
p D qn=.nC q/; 2nC 2q � qn > 0:
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(a) The case n D 2: Then one can choose q 2 .2;1/, hence p D 2q=.q C 2/ 2

.1; 2/, and s D q > 2. Thus, (10.33) and
h � i�1

Ls.R2/
<1 imply

 0 2 ŒL
q.R2/�N ; q 2 .2;1/:

Recalling R0;0.x � y/ in (10.20), this implies

�i˛ � rxR0;0.x � y/ D ��xg0.0I x; y/IN D ı.x � y/IN ;

x; y 2 Rn; x ¤ y; n � 2; (10.34)

in the sense of distributions. Here we abused notation a bit and denoted also in the
case n D 2,

g0.0I x; y/ D �.2�/�1 ln
�
jx � yj

�
; x; y 2 R2; x ¤ y; n D 2: (10.35)

Thus, one obtains

i˛ � .r 0/.x/ D �i˛ � rx

�
R0;0 � .V

�
1 �0/

�
.x/

D �i˛ � rx

�
� i.˛ � rxg0/ � .V

�
1 �0/

�
.x/

D
�
.��xg0IN / � .V

�
1 �0/

�
.x/

D .V �
1 �0/.x/ 2 ŒL

2.R2/�2; (10.36)

proving r 0 2 ŒL
2.R2/�2�2, upon employing the fact that Œ˛ �p�2D IN jpj

2, p 2Rn.
To prove that  0 2 ŒL1.R2/�2 in (10.23) and (10.24), one applies (10.30) to the

inequality in (10.31), and then employs the condition kV2. � /kC2�2 � C h � i�1 for
some constant C 2 .0;1/ to obtain 0.x/C2 � Qd2

Z
R2

d2y jx � yj�1hyi�2
 0.y/C2 ; x 2 R2;

where Qd2 2 .0;1/ is an appropriate x-independent constant. By Hölder’s inequality,

 0.x/C2 � Qd2

�Z
R2

d2y jx � yj�3=2hyi�3
�2=3�Z

R2

d2y
 0.y/3C2

�1=3
;

x 2 R2: (10.37)

The second integral on the right-hand side in (10.37) is finite since  0 2 ŒL3.R2/�2.
Choosing x1 D x, ˛ D n� .3=2/, ˇ D n,  D 2, and "D 1 in Lemma 6.4, one infers
that Z

R2

d2y jx � yj�3=2hyi�3 � C2;3=2;0;2;1; x 2 R2: (10.38)

Hence, the containment  0 2 ŒL1.R2/�2 follows from (10.37) and (10.38).
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(b) The case n � 3: An application of Theorem 6.6 (ii) with c D 0, d D 1, p D

p0 D 2, and the inequality 1 < n=2, combined with k�0. � /kCN 2 L2.Rn/, yield 0. � /CN 2 L2.Rn/ and hence,  0 2 ŒL
2.Rn/�N ; n � 3: (10.39)

To prove that actually  0 2 dom.H/ D ŒW 1;2.Rn/�N , it suffices to argue as follows:

i˛ � r 0 D �V 0 2 ŒL
2.Rn/�N (10.40)

in the sense of distributions since V 2 ŒL1.Rn/�N�N and  0 2 ŒL2.Rn/�N . Given
the fact dom.H0/ D ŒW 1;2.Rn/�N (cf. (3.2)), one concludes

 0 2 ŒW
1;2.Rn/�N ; n � 3: (10.41)

By (10.41) we know that  0 2 ŒW 1;2.Rn/�N . Employing the fact that �0 D V2 0
in the first line of (10.32), one obtains 0.x/CN � zDn

Z
Rn

dny jx � yj1�nhyi�2
 0.y/CN

D DnR1;n

�
h � i

�2
 0. � /CN

�
.x/; x 2 Rn; (10.42)

for some constants zDn;Dn 2 .0;1/. Thus, as in (10.33), (6.9) implies for n � 3,

k 0kŒLq.Rn/�N � Dn
R1;n

�
h � i

�2
k 0. � /kCN

�
Lq.Rn/

� zDp;q;n
h � i�2k 0. � /kCN


Lp.Rn/

� zDp;q;n
h � i�2

Ls.Rn/
kk 0. � /kCN kL2.Rn/

D zDp;q;n
h � i�2

Ls.Rn/
k 0kŒL2.Rn/�N ;

1 < p < q <1; p�1
D q�1 C n�1; s D 2qnŒ2nC 2q � qn��1 � 1;

(10.43)

for some constant zDp;q;n 2 .0;1/. In particular, one again has p D qn=.nC q/ and
2n C 2q � qn > 0. The latter condition implies q < 2n=.n � 2/. The requirement
p > 1 results in q > n=.n� 1/, and the condition s � 1 yields q � 2n=.3n� 2/which,
however, is superseded by q > p > 1. Moreover, the requirement

h � i�2
Ls.Rn/

<1

yields q > 2n=.nC 2/. Putting it all together implies (10.25).
To prove the containment  0 2 ŒL1.R3/�4 in (10.25), one invokes the inequality

in (10.42) with nD 3. Indeed, applying Hölder’s inequality (with conjugate exponents
q0 D 27=20 and q D 27=7) to the integral on the right-hand side of the inequality in
(10.42), one infers that 0.x/C4

� d3

�Z
R3

d3y jx � yj�27=10hyi�27=10
�20=27�Z

R3

d3y
 0.y/2=77C4

�7=27
;

x 2 R3: (10.44)
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The second integral in (10.44) is finite since  0 2 ŒL27=7.R3/�4, and the first integral
in (10.44) may be estimated by taking x1 D x, ˛ D n � .27=10/, ˇ D n,  D 2, and
" D 7=10 in Lemma 6.4,Z

R3

d3y jx � yj�
27
10 hyi�

27
10 � C3; 27

10 ;0;2;
7

10
; x 2 R3n¹0º: (10.45)

Hence, the containment  0 2 ŒL1.R3/�4 follows from (10.44) and (10.45).
Returning to arbitrary n � 2, we show (following the proof of [60, Lemma 7.4])

that if ker.H/ ¥ ¹0º then also

ker
��
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

��
¥ ¹0º:

Indeed, if 0 ¤  0 2 ker.H/, then �0 WD V2 0 D UV V1 0 2 ŒL
2.Rn/�N and hence

V �
1 �0 2 ŒL

2.Rn/�N . Then, H 0 D 0 yields i˛ � r 0 D V 0 D V �
1 V2 0 D V �

1 �0.
Thus, applying (10.20), (10.34)–(10.35) once again, one obtains for all n � 2,

� i˛ � r
�
 0 C

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �0

�
.x/

D �i Œ˛ � r 0�.x/ � i˛ � rx

�
R0;0 � .V

�
1 �0/

�
.x/

D �i Œ˛ � r 0�.x/ � i˛ � rx

�
� i.˛ � rxg0/ � .V

�
1 �0/

�
.x/

D �i Œ˛ � r 0�.x/C
�
.��xg0IN / � .V

�
1 �0/

�
.x/

D �i Œ˛ � r 0�.x/C .V �
1 �0/.x/

D �V.x/ 0.x/C V.x/ 0.x/ D 0:

Consequently,

�i˛ � r
�
 0 C

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �0

�
D 0;

implying
 0 C

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �0 D c>

for some c 2 CN . Since  0 2 ŒL2.Rn/�N , and by exactly the same arguments em-
ployed in (10.31)–(10.39), alsoR0;0 � .V �

1 �0/2 ŒL
2.Rn/�N , one concludes that cD 0

and hence
 0 D �

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �0:

Thus, �0 ¤ 0, and

0 D V2 0 C V2
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 �0

D
�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

�
�0;

that is,

0 ¤ �0 2 ker
��
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

��
:

This concludes the proof.



Analysis of Im.FH;H0
.�C i0//, � 2 R 105

Recalling results of [60], we will revisit the basic elements in the proof of item
(i) of Theorem 10.7 in Lemma 10.12.

Remark 10.8. (i) In physical notation, the zero-energy resonances in Cases (II) and
(IV) for n D 2 correspond to eigenvalues ˙1=2 of the spin-orbit operator (cf. the
operator S in [103,106]) when V is spherically symmetric, see the discussion in [60].

(ii) For basics on the Birman–Schwinger principle in an abstract context, espe-
cially, if 0 2 �.H0/, we refer to [79] (cf. also [20, 77]) and the extensive literature
cited therein. In the concrete case of Schrödinger operators, relations (10.28), (10.30)
are discussed at length in [10, 29, 30, 58, 61, 62, 64, 68, 69, 76, 96–99, 122], [124, Sec-
tion 10.3.2], [169] (see also the list of references quoted therein), and in [59, 60,
65–67] in the case of (massive and massless) Dirac operators.

(iii) As mentioned in Remark 5.1 (ii), the absence of zero-energy resonances is
well known in the three-dimensional case nD 3, see [8], [16, Section 4.4], [17,28,150,
151, 190]. In fact, for n D 3 the absence of zero-energy resonances has been shown
under the weaker decay jVj;kj � C hxi�1�", x 2 R3, in [8]. The absence of zero-
energy resonances for massless Dirac operators in dimensions n � 4 as contained
in Theorem 10.7 (ii) appears to have gone unnoticed in the literature and was only
recently observed in [82]. ˘

To determine the leading order behavior of�
UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /

�1V �
1

��1 as z ! 0; z 2 CC;

in all possible cases discussed in Theorem 10.7, it is convenient to introduce some
more notation:

T .z/ WD UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /
�1V �

1 ; z 2 CC; (10.46)

T .�/ WD UV IŒL2.Rn/�N C V1
�
H0 � .�C i0/IŒL2.Rn/�N

��1
V �
1 ; � 2 R: (10.47)

Next, we split P0 in (10.16) according to all possible cases in Theorem 10.7 as fol-
lows: If n D 2, we write

P0 D P0;1 ˚ P0;2; (10.48)

where P0;1 represents case (II), P0;2 represents case (III), and if P0;1 and P0;2 are
both nonzero, P0 represents case (IV). Similarly, if n� 3, P0¤ 0 represents case (II).
(Again, we remark that we will discuss in Lemma 10.12 (i) that dim.ran.P0;1// � 2.)

In the following we denote the integral operators in ŒL2.Rn/�N generated by the
integral kernels Rj;k. � ; � / in (10.20)–(10.22) by Rj;k , j; k 2 ¹0; 1º. In particular,

T .0/ D UV IŒL2.Rn/�N C V1R0;0V
�
1 :

In order to study asymptotics as z ! 0 of the Birman–Schwinger-type operators,
we strengthen Hypothesis 10.5 as follows.
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Hypothesis 10.9. Let n 2 N, n � 2, and " > 0. Assume the a.e. self-adjoint matrix-
valued potential V D ¹V`;`0º1�`;`0�N satisfies for some fixed " 2 .0; 1/, C 2 .0;1/,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�n.1C"/ for a.e. x 2 Rn; 1 � `; `0 � N: (10.49)

In accordance with the factorization based on the polar decomposition of V discussed
in (10.9) we suppose that

V DV �
1 V2DjV j

1=2UV jV j
1=2; where V1DV �

1 DjV j
1=2; V2DUV jV j

1=2:

We note that, in accordance with (10.49), the entries of V1. � / satisfyˇ̌
.V1/`;`0.x/

ˇ̌
� zC hxi�n.1C"/=2 for a.e. x 2 Rn; 1 � `; `0 � N;

for a constant zC 2 .0;1/.

Lemma 10.10. Assume Hypothesis 10.9. Then (cf. (10.20)–(10.22))

V1.H0 � zIŒL2.Rn/�N /
�1V �

1 D
z!0

z2CCn¹0º

V1R0;0V
�
1 C zV1R1;0V

�
1

C z
�
� .2�/�1 ln.z=2/ � .2�/�1E�M C i4�1

�
ın;2V1R1;1V

�
1 CE.z/; (10.50)

where E.z/
B.ŒL2.Rn/�N /

D
z!0

z2CCn¹0º

O
�
jzj1C"

�
(10.51)

.with 0 < " taken as in Hypothesis 10.9/.

Proof. In order to prove (10.50) and (10.51) it suffices to showV1.x/G0.zI x; y/V �
1 .y/ � V1.x/R0;0.x � y/V �

1 .y/

� zV1.x/R1;0.x � y/V �
1 .y/


B.CN /

� c0jzj
1C"k.x; y/;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; (10.52)

for some positive .z;x;y/-independent constant c0 and for some z-independent func-
tion k. � ; � / which generates a bounded integral operator in L2.Rn/. In the following
we treat separately Cases (I) n odd and (II) n even.

Case (I): n odd. In order to prove (10.52), we estimate

G0.zI x; y/ �R0;0.x � y/ � zR1;0.x � y/;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1;

separately in the regimes jzjjx � yj � 1 and jzjjx � yj > 1.
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The expansion (C.5) impliesG0.zI x; y/ �R0;0.x � y/ � zR1;0.x � y/


B.CN /
� c1

�
jzj2 C jzj2jz � yj3�n

�
� c1

�
jzj2 C jzj1C"jz � yj.2C"/�n

�
� c1jzj

1C"
�
1C jx � yj.2C"/�n

�
;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; jzjjx � yj � 1; (10.53)

for some .z; x; y/-independent constant c1 2 .0;1/. By Lemma B.6,

G0.zI x; y/

D i4�1.2�/.2�n/=2jx � yj.2�n/=2zn=2eizjx�yj!n�2
2
.zjx � yj/IN

� 4�1.2�/.2�n/=2jx � yj.2�n/=2zn=2eizjx�yj!n
2

�
zjx � yj

�
˛ �
.x � y/

jx � yj
;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; (10.54)

with

jx � yj.2�n/=2jzjn=2
ˇ̌
!�
�
zjx � yj

�ˇ̌
� c2jx � yj1�

n
2 jzjn=2

�
1C jzjjx � yj

��1=2
� c2jzj

n�1
�
1C jzjjx � yj

��1=2
� c2jzj

2
�
1C jzjjx � yj

��1=2
;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; jzjjx � yj � 1; (10.55)

for some .z; x; y/-independent constant c2 2 .0;1/. The representation (10.54) and
the estimate (10.55) combine to yieldG0.zI x; y/B.CN /

� c3jzj
2
�
1C jzjjx � yj

��1=2
;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; jzjjx � yj � 1; (10.56)

for some .z; x; y/-independent constant c3 2 .0;1/, and it follows thatG0.zI x; y/ �R0;0.x � y/ � zR1;0.x � y/


B.CN /

� c4
�
jzj2

�
1C jzjjx � yj

��1=2
C jx � yj1�n C jzjjx � yj2�n

�
� c4jzj

2;

for a.e. x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; jzjjx � yj � 1; (10.57)

for some .z; x; y/-independent constant c4 2 .0;1/.
By combining (10.53) and (10.57), one obtainsG0.zI x; y/ �R0;0.x � y/ � zR1;0.x � y/


B.CN /

� c5
�
jzj2 C jzj1C"jx � yj.2C"/�n

�
� c5jzj

1C"
�
1C jx � yj.2C"/�n

�
;

for a.e. x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; (10.58)
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for some .z; x; y/-independent constant c5 2 .0;1/. Hence, (10.52) holds for some
constant c0 2 .0;1/ and

k.x; y/ D hxi�n.1C"/=2hyi�n.1C"/=2

C
�
1C jxj

��n.1C"/=2
jx � yj.2C"/�n

�
1C jyj

��n.1C"/=2
;

x; y 2 Rn; x ¤ y: (10.59)

In deducing the form of k. � ; � / in (10.59), one usesV1.x/B.CN /
� C 0

hxi�n.1C"/=2 � C 00
�
1C jxj

��1�."=2/ for a.e. x 2 Rn (10.60)

for appropriate x-independent constants C 0; C 00 2 .0;1/.
The first term on the right-hand side in (10.59) generates a Hilbert–Schmidt inte-

gral operator in L2.Rn/, since h � i�n.1C"/=2 2 L2.Rn/. The second term on the
right-hand side in (10.59) generates a bounded integral operator in L2.Rn/ as a con-
sequence of Theorem 6.6 .i i/ with the choices c D d D 1C ."=2/ and p D p0 D 2,
since 1C ."=2/ < 3=2 � n=2. Thus, k. � ; � / generates a bounded integral operator in
L2.Rn/.

Case (II): n even. The case n D 2 is treated in detail in [60, Lemma 5.1], so we
consider n � 4 here. It suffices to verify the inequality in (10.52). The expansion
(C.15) impliesG0.zI x; y/ �R0;0.x � y/ � zR1;0.x � y/


B.CN /

� c1
�
jzjn�1 C jzj2jx � yj3�n C jzjn�1

ˇ̌
ln
�
zjx � yj

�ˇ̌�
� c1

�
jzjn�1 C jzj1C"jx � yj.2C"/�n C jzjn�1

ˇ̌
ln
�
zjx � yj

�ˇ̌�
� c1jzj

1C"
�
1C jx � yj.2C"/�n C jx � yj�1

�
;

x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; jzjjx � yj � 1; (10.61)

for some .z; x; y/-independent constant c1."/ 2 .0;1/, and an argument entirely
analogous to (10.54)–(10.56) shows that (10.57) extends to the current case where n
is even. Combining (10.57) and (10.61), one obtainsG0.zI x; y/ �R0;0.x � y/ � zR1;0.x � y/


B.CN /

� c3jzj
1C"

�
1C jx � yj.2C"/�n C jx � yj�1

�
;

for a.e. x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1;

Hence, (10.52) holds for some constant c0 2 .0;1/ and

k.x; y/ D hxi�n.1C"/=2hyi�n.1C"/=2

C
�
1C jxj

��n.1C"/=2
jx � yj.2C"/�n

�
1C jyj

��n.1C"/=2
C
�
1Cjxj

�.1�n/=2
jx�yj�1

�
1Cjyj

�.1�n/=2
; x; y2Rn; x¤y: (10.62)
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In deducing the form of k. � ; � / in (10.62), we used (10.60) and the elementary bound
Œ1C jxj��n.1C"/=2 � Œ1C jxj��.n�1/=2, x 2 Rn. The fact that the first two terms on
the right-hand side in (10.62) generate bounded integral operators in L2.Rn/ was
established in Case (I) above. The third term on the right-hand side in (10.62) gen-
erates a bounded integral operator in L2.Rn/ by Theorem 6.6 (ii) with the choices
c D d D .n� 1/=2 and p D p0 D 2, since .n� 1/=2 < n=2, c C d D n� 1 > 0, and
n � .c C d/ D 1.

Lemma 10.11. Assume Hypothesis 10.9. If T . � / is defined by (10.46) andP0 denotes
the (finite-dimensional) Riesz projection associated to the operator (10.8), then�

T .z/C P0
��1

D
z!0

z2CCn¹0º

�
T .0/C P0

��1
� z

�
� .2�/�1 ln.z=2/ � .2�/�1E�M C i4�1

�
� ın;2ŒT .0/C P0�

�1V1R1;1V
�
1

�
T .0/C P0

��1
� z

�
T .0/C P0

��1
V1R1;0V

�
1

�
T .0/C P0

��1
CE1.z/; (10.63)

where E1.z/B.ŒL2.Rn/�N /

D
z!0

z2CCn¹0º

´
O
�
jzj1Ck

�
for any 0 < k < min¹1; "º; n D 2;

O
�
jzj
�
; n � 3

(10.64)

.with 0 < " taken as in Hypothesis 10.9/.

Proof. The case n D 2 is treated in detail in [60, Lemma 5.2], so we consider n � 3

here. By Lemma 10.10,�
T .z/C P0

��1
D
�
T .0/C P0 C zV1R1;0V

�
1 CE.z/

��1
D
�
IŒL2.Rn/�N C

�
T .0/CP0

��1
zV1R1;0V

�
1 C

�
T .0/CP0

��1
E.z/

��1�
T .0/CP0

��1
;

z 2 CCn¹0º; 0 < jzj � 1; (10.65)

where E. � / satisfies (10.51). By (10.21) and (10.58),V1.x/G0.zI x; y/V �
1 .y/ � V1.x/R0;0.x � y/V �

1 .y/


B.CN /

� c1jzj
�
V1.x/V

�
1 .y/C

�
1C jxj

�.1�n/=2
jx � yj�1

�
1C jyj

�.1�n/=2
C
�
1C jxj

��1
jx � yj2�n

�
1C jyj

��1�
;

for a.e. x; y 2 Rn; x ¤ y; z 2 CCn¹0º; jzj � 1; (10.66)
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for some .z; x; y/-independent constant c1 2 .0;1/. The kernel

k.x; y/ D V1.x/V
�
1 .y/C

�
1C jxj

�.1�n/=2
jx � yj�1

�
1C jyj

�.1�n/=2
C
�
1C jxj

��1
jx � yj2�n

�
1C jyj

��1
; x; y 2 Rn; x ¤ y; (10.67)

generates a bounded integral operator in L2.Rn/. The first term on the right-hand
side in (10.67) generates a Hilbert–Schmidt operator due to the containmentV1. � /B.CN /

2 L2.Rn/:

The fact that the second term generates a bounded operator is explained in the proof of
Lemma 10.10 in connection with (10.59). Finally, the third term in (10.67) generates
a bounded integral operator by an application of Theorem 6.6 (ii) with a D b D 1. It
follows thatT .z/ � T .0/

B.ŒL2.Rn/�N /
� c2jzj; z 2 CC; jzj � 1; (10.68)

for some z-independent constant c2 2 .0;1/. The estimate in (10.68) implies that,
for z 2 CC with 0 < jzj � 1, a Neumann series may be used to obtain�
T .z/C P0

��1
D
�
T .0/C P0

��1
� z

�
T .0/C P0

��1
V1R1;0V

�
1

�
T .0/C P0

��1
�
�
T .0/C P0

��1
E.z/

�
T .0/C P0

��1
C

1X
nD2

.�1/nA.z/n
�
T .0/C P0

��1
;

z 2 CCn¹0º; 0 < jzj � 1; (10.69)

where

A.z/ WDz
�
T .0/CP0

��1
V1R1;0V

�
1 C

�
T .0/CP0

��1
E.z/ D

z!0
z2CCn¹0º

O
�
jzj
�
; (10.70)

applying (10.51). In particular, 1X
nD2

.�1/nA.z/n
�
T .0/C P0

��1
B.ŒL2.Rn/�N /

D
z!0

z2CCn¹0º

O
�
jzj
�
: (10.71)

Hence, (10.63) follows from (10.69) with

E1.z/ WD �
�
T .0/C P0

��1
E.z/

�
T .0/C P0

��1
C

1X
nD2

.�1/nA.z/n
�
T .0/C P0

��1
;

z 2 CC; 0 < jzj � 1:

Thus, the O.jzj/ relation in (10.64) for n � 3 follows from (10.51) and (10.71).
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Lemma 10.12 ([60, Lemmas 5.2, 7.1–7.6]). Assume Hypothesis 10.9 and nD 2. The
following statements (i)–(iv) hold.

(i) If �0 2 ker.T .0//, then �0 D UV V1 0, with  0 a distributional solution of
H 0 D 0 satisfying  0 2 ŒLp.R2/�2 for all p 2 .2;1/ [ ¹1º. Moreover,

 0.x/ D �i˛ � x
�
2�hxi2

��1
.R1;1V

�
1 �0/C  1.x/;

where

.R1;1V
�
1 �0/ D

Z
R2

d2y V �
1 .y/�0.y/ and  1 2

�
W 1;2.R2/

�2
:

In particular,

 0 2
�
W 1;2.R2/

�2 if and only if .R1;1V �
1 �0/ D

Z
R2

d2y V �
1 .y/�0.y/ D 0:

Moreover, the rank of P0 is at most two plus the dimension of the eigenspace of H at
energy zero, that is,

P0 D P0;1 ˚ P0;2; with dim
�
ran.P0;1/

�
� 2

in (10.48).
(ii) If  0 2 ŒL2.R2/�2 C

T
p2.2;1/[¹1ºŒL

p.R2/�2, then

�0 D UV V1 0 2 ker
�
T .0/

�
:

(iii) If �0 D UV V1 0 2 ker.T .0//, then �0 2 ran.P0;2/

if and only if  0 2
�
W 1;2

�
L2.R2/

��2
:

Thus, �0 2 ran.P0;2/ if and only if �0 2 ker.P0V1R1;1V �
1 P0/.

(iv) If �0 2 ran.P0;2/, then

.R0;0V
�
1 �0; R0;0V

�
1 �0/ŒL2.R2/�2 D .V �

1 �0; R1;0V
�
1 �0/ŒL2.R2/�2 (10.72)

and
ker.P0;2V1R1;0V �

1 P0;2/ D ¹0º: (10.73)

Lemma 10.13. Assume Hypothesis 10.9 and n � 3. The following statements (i) and
(ii) hold.

(i) �0 D UV V1 0 2 ker.T .0// (i.e., �0 2 ran.P0/)

if and only if  0 2
�
W 1;2

�
L2.Rn/

��N
:

Thus, �0 2 ran.P0/ if and only if �0 2 ker.P0V1R1;1V �
1 P0/.
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(ii) �0 2 ran.P0/, then

.R0;0V
�
1 �0; R0;0V

�
1 �0/ŒL2.Rn/�N D .V �

1 �0; R1;0V
�
1 �0/ŒL2.Rn/�N (10.74)

and
ker.P0V1R1;0V �

1 P0/ D ¹0º: (10.75)

Proof. Item (i) is just a rephrasing of the proof of Theorem 10.7 for n � 3. Item (ii)
is proved exactly along the lines of [60, Lemma 7.6]; we briefly sketch the argument.
By item (i),  0 D �R0;0V

�
1 �0 2 ŒL

2.R2/�2 and hence, applying Fourier transforms,

.R0;0V
�
1 �0; R0;0V

�
1 �0/ŒL2.Rn/�N

D

Z
Rn

dnp jpj�4
�
.˛ � p/.V �

1 �0/
^; .˛ � p/.V �

1 �0/
^
�

CN

D

Z
Rn

dnp jpj�2
�
.V �
1 �0/

^; .V �
1 �0/

^
�

CN : (10.76)

On the other hand, employing the monotone convergence theorem,

.V �
1 �0; R1;0V

�
1 �0/ŒL2.Rn/�N D

�
V �
1 �0; .��/V

�
1 �0

�
ŒL2.Rn/�N

D lim
"#0

Z
Rn

dnp
�
jpj2 C "2

��1�
.V �
1 �0/

^; .V �
1 �0/

^
�

CN

D

Z
Rn

dnp jpj�2
�
.V �
1 �0/

^; .V �
1 �0/

^
�

CN ;

proving (10.74). Finally, assume that �02ker.P0V1R1;0V �
1P0/. Then (10.74) yields

k 0kŒL2.Rn/�N D .R0;0V
�
1 �0; R0;0V

�
1 �0/ŒL2.Rn/�N D 0;

implying  0 D 0 and thus �0 D UV V1 0 D 0.

One of the principal results of this chapter then reads as follows:

Theorem 10.14. Assume Hypothesis 10.5.
(i) Suppose n D 2. Then

T .z/�1 D
�
UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /

�1V �
1

��1

D
z!0

z2CCn¹0º

8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂:

T .0/�1 � T .0/�1
�
O
�ˇ̌
z ln.z/

ˇ̌��
T .0/�1 in Case (I);�

z ln.z/
��1

P0;1AP0;1

CP0;1
�
O
�
jzj�1j ln.z/j�2

��
P0;1 in Case (II);

z�1P0;2ŒP0;2V1R1;0V
�
1 P0;2�P0;2

CP0;2
�
O
�
jzj�1C"

��
P0;2 in Case (III);

z�1P0
� 0 0
0 P0;2V1R1;0V

�
1
P0;2

�
P0

CP0
�
O
�
jz ln.z/j�1

��
P0 in Case (IV);
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where

T .0/ D UV C V1R0;0V
�
1 ; T .0/�1 2 B

�
ŒL2.Rn/�N

�
in Case (I);

A 2 Rn¹0º if dim
�

ran.P0;1/
�
D 1 in Case (II);

detC2.A/ ¤ 0 if dim
�

ran.P0;1/
�
D 2 in Case (II):

(ii) Suppose n 2 N, n � 3. Then

T .z/�1 D
�
UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /

�1V �
1

��1
D
z!0

z2CCn¹0º

´
T .0/�1 � T .0/�1

�
O
�ˇ̌
z ln.z/

ˇ̌��
T .0/�1 in Case (I);

z�1P0ŒP0V1R1;0V
�
1P0�P0CP0

�
O
�
jzj�1C"

��
P0 in Case (II);

where, again,

T .0/ D UV C V1R0;0V
�
1 ; T .0/�1 2 B

�
ŒL2.Rn/�N

�
in Case (I):

Moreover, in both items (i) and (ii), the coefficients of all singular terms in the
expansion of T .z/�1 at z D 0 .i.e., in cases different from (I)/ are finite-rank opera-
tors acting in .subspaces of / P0ŒL2.Rn/�N .

Here, O.j�ja/, a 2 R, abbreviate estimates with respect to the operator norm.

Proof. Item (i) for n D 2 has been treated in detail [60, Section 5] on the basis of
the Jensen and Nenciu method [99] outlined in Lemmas 10.1, 10.2, Remarks 10.3,
10.4, and our summary in items (˛)–(ı) following Remark 10.3. Item (ii) for n � 3

parallels Cases (I) and (III) for n D 2.

Remark 10.15. A comparison of the threshold behavior of massless Dirac operators
[60, Theorem 9.10 (i)] and Schrödinger operators [29, 30, 99, 122] demonstrates that
in both situations zero-energy resonances produce a logarithmically weaker singular-
ity of the order O.jz ln.z/j�1/ than the zero-energy eigenvalues which produce the
expected O.jzj�1/ singularity. ˘

Finally, returning to FH;H0
, we again introduce the strengthened assumptions

made in Hypothesis 7.1 and Corollary 4.4 (ii).

Hypothesis 10.16. Let n 2 N and suppose that V D ¹V`;`0º1�`;`0�N satisfies for
some constants C 2 .0;1/ and " > 0,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�n�" for a.e. x 2 Rn; 1 � `; `0 � N: (10.77)

In addition, assume that V.x/D ¹V`;`0.x/º1�`;`0�N is self-adjoint for a.e. x 2 Rn. In
accordance with the factorization based on the polar decomposition of V discussed
in (10.9) we suppose that V D V �

1 V2 D jV j1=2UV jV j1=2, where V1 D V �
1 D jV j1=2,

V2 D UV jV j1=2.
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In addition, we assume that V satisfies (4.2) and (4.3)3.

According to Remark 9.7, we now use the symmetrized version of the Birman–
Schwinger operator in connection with (9.13) and hence write

FH;H0
.z/

D ln
�
detŒL2.Rn/�N ;nC1

�
.H � zIŒL2.Rn/�N /.H0 � zIŒL2.Rn/�N /

�1
��

D ln
�
detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V.H0 � zIŒL2.Rn/�N /

�1
��

D ln
�
detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2.H0 � zIŒL2.Rn/�N /

�1V �
1

��
D ln

�
detŒL2.Rn/�N ;nC1

�
UV
®
UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /

�1V �
1

¯��
D ln.detŒL2.Rn/�N ;nC1

�
UV T .z/

��
; z 2 C˙; (10.78)

employing U 2V D IN .
Next, we briefly recall a few facts on continuous (resp., analytic) logarithms and

continuous arguments of complex-valued functions (see [12, pp. 40–46] for details):
If S � C and f W S ! Cn¹0º, then g is called a continuous logarithm of f on

S if g is continuous on S and f .z/ D eg.z/, z 2 S . Similarly, � W S ! R is called
a continuous argument of f on S if � is continuous on S and f .z/ D jf .z/jei�.z/,
z 2 S .

� If g is a continuous logarithm of f on S , then Im.g/ is a continuous argument
of f on S .

� If � is a continuous argument of f , then ln.jf j/C i� is a continuous logarithm
of f on S .

� Thus, f has a continuous logarithm on S if and only if f has a continuous
argument on S .

If � � C is open and f W� ! Cn¹0º is analytic, then gW� ! C is called an
analytic logarithm of f on � if g is analytic on � and f .z/ D eg.z/, z 2 �.

� If � � C is open and starlike and f W�n¹0º is analytic, then f has an analytic
logarithm on �.

� Suppose� is open and f W�!Cn¹0º is analytic with g a continuous logarithm
of f on �. Then g is analytic on �.

� Let a;b;c;d 2R,RD¹zD xC iy j a� x � b; c � y � dº, and f WR!Cn¹0º

continuous. Then f has a continuous logarithm on R.
� f W CC ! Cn¹0º analytic, f W CC ! Cn¹0º continuous, then f has an ana-

lytic logarithm on CC which is continuous on CC. More generally, f WCC ! Cn¹0º

analytic, f WCC ! C continuous, then f has an analytic logarithm on CC which is
continuous at x0 2 R if f .x0/ ¤ 0.

This yields the final and principal result of this chapter.

3The first condition in (4.3) is superseded by assumption (10.77).
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Theorem 10.17. Let n 2 N, n � 2, and assume Hypothesis 10.16. Then FH;H0
, z 2

C˙, has normal boundary values on Rn¹0º. In addition, the boundary values to R of
the function Im.FH;H0

.z//, z 2 CC, are continuous on .�1; 0/ [ .0;1/,

Im
�
FH;H0

.�C i0/
�
2 C

�
.�1; 0/ [ .0;1/

�
; (10.79)

and the left and right limits at zero,

Im
�
FH;H0

.0˙ C i0/
�
D lim

"#0
Im
�
FH;H0

.˙"C i0/
�
; (10.80)

exist. In particular, if 0 is a regular point for H according to Definition 10.6 (iii) and
Theorem 10.7 (iii) .this corresponds to case (I) in Theorem 10.7 (i), (ii)/, then

Im
�
FH;H0

.�C i0/
�
2 C.R/: (10.81)

Proof. Applying Theorem 3.4, Corollary 4.4 .i/, and Theorem 6.16, the function
detŒL2.Rn/�N ;nC1.UV T .z//, z 2 C˙, in (10.78) continuously extends to z 2 C˙n¹0º

and does not vanish there. In particular, FH;H0
has normal boundary values on Rn¹0º.

Moreover, combining Theorem 6.16 and [12, Theorem 3.1.7], and especially, by [12,
p. 46, Exercise 3.2.6], the function

detŒL2.Rn/�N ;nC1

�
UV T .z/

�
D detŒL2.Rn/�N ;nC1

�
UV
®
UV IŒL2.Rn/�N C V1.H0 � zIŒL2.Rn/�N /

�1V �
1

¯�
;

z 2 CCn¹0º;

has a continuous argument in any rectangle of the form®
z D x C iy j x 2 Œa; b� � .�1; 0/ [ .0;1/; y 2 Œ0; c�

¯
; c > 0;

in CCn¹0º, proving (10.79). Thus � D 0 is the only possible exception to continuity
of Im.FH;H0

. � C i0// on R.
If 0 is a regular point for H , that is, if

ker
��
IŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1

��
D ¹0º; (10.82)

then
detŒL2.Rn/�N ;nC1

�
UV T .0/

�
¤ 0

and hence detŒL2.Rn/�N ;nC1.UV T .z// has a continuous argument in any rectangle of
the form ®

z D x C iy j x 2 Œa; b� � R; y 2 Œ0; c�
¯
; c > 0;

proving (10.81).
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If

ker
��
IŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1

��
¥ ¹0º; (10.83)

denote byP0;C the projection onto the (finite-dimensional) eigenspace of the compact
operator V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1 corresponding to the eigenvalue �1. By

Lemma 10.1 (iii),�
IŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1 C P0;C

��1
2 B

�
ŒL2.Rn/�N

�
and hence,

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1 C P0;C

�
¤ 0

and

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1

�
DdetŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N CV2

�
H0�.0Ci0/IŒL2.Rn/�N

��1
V �
1 CP0;C�P0;C

�
DdetŒL2.Rn/�N ;nC1

��
IŒL2.Rn/�N C V2.H0 � .0C i0/IŒL2.Rn/�N /

�1V �
1 C P0;C

�
�
®
IŒL2.Rn/�N �

�
IŒL2.Rn/�N CV2

�
H0�.0Ci0/IŒL2.Rn/�N

��1
V �
1 CP0;C

��1¯
P0;C

�
:

(10.84)

Applying Theorem D.1 in (10.84) one obtains

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

�
D detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

�
� detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N

�
�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

��1
P0;C

�
� e

tr
ŒL2.Rn/�N

.XnC1/

D detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

�
� detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N

� P0;C
�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

��1
P0;C

�
� exp

�
trŒL2.Rn/�N .XnC1/

�
:

Here trŒL2.Rn/�N .XnC1/ is a finite sum of traces of products of the operators�
V2
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

�
and

�
�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

��1
P0;C
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of at least nC 1 factors (in various orders) as described in detail in Appendix D, in
particular,

exp
�
trŒL2.Rn/�N .XnC1/

�
¤ 0:

Thus, the structure of the zero of the modified Fredholm determinant

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1

�
as z ! 0, z 2 CCn¹0º, is identical to the structure of the zero of the modified Fred-
holm determinant (see, e.g., [159, Theorem 9.2(d)])

detŒL2.Rn/�N ;nC1

�
IŒL2.Rn/�N

� P0;C
�
IŒL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

��1
P0;C

�
D detŒP0;CL2.Rn/�N

�
P0;CIŒL2.Rn/�N

� P0;C
�
IŒP0;CL2.Rn/�N C V2

�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

��1
P0;C

�
� exp

� nX
jD1

j�1trŒL2.Rn/�N

��
P0;C

�
IŒP0;CL2.Rn/�N

C V2
�
H0 � .0C i0/IŒL2.Rn/�N

��1
V �
1 C P0;C

��1
P0;C

�j ��
; (10.85)

which now reduces to a finite-dimensional determinant. The behavior of the latter as
z ! 0, z 2 CCn¹0º,

detŒP0;CL2.Rn/�N

�
P0;CIŒL2.Rn/�N � P0;C

�
IŒP0;CL2.Rn/�N

C V2.H0 � zIŒL2.Rn/�N /
�1V �

1 C P0;C
��1

P0;C
�

in turn, is governed by Lemma 10.11 and hence in leading order is a polynomial
P . � ; � / in the two variables z ln.z/ and z (the z ln.z/ part being absent in odd space
dimensions). By (10.83), P . � ; � / has no constant term and hence its leading order is
of the form

P
�
z ln.z/; z

�
D
z!0

z2CCn¹0º

czM1
�

ln.z/
�M2

�
1C o.1/

�
; M1 2 N; M2 2 N0; c 2 C: (10.86)

Setting z D "ei' , ' 2 Œ0; ��, and letting " # 0 in (10.86) then readily yields

Im
�

ln
�
P
�
z ln.z/; z

���
D
z!0

z2Rn¹0º

Im
�

ln.c/
�
C

´
0; ' D 0;

M1�; ' D �;

and hence proves the claim (10.80).





Chapter 11

Analysis of GH;H0

In this chapter, we analyze GH;H0
.z/, z 2 CnR, and its limiting behavior on R.

One recalls from (9.14) (with S DH , S0 DH0, and r D n, cf. Remark 8.4 (iii)),
that GH;H0

is of the form

dn

dzn
GH;H0

.z/D trŒL2.Rn/�N

�
dn�1

dzn�1

n�1X
jD0

.�1/n�j .H0 � zIŒL2.Rn/�N/
�1A.z/n�j

�
;

z 2 CnR; (11.1)

where
A.z/ D V.H0 � zIŒL2.Rn/�N /

�1; z 2 CnR:

To analyze the trace in (11.1), we use multi-indices (see (9.16) and (9.17)). For
each fixed j 2 N0 with 0 � j � n � 1,

dn�1

dzn�1
.H0 � zIŒL2.Rn/�N /

�1A.z/n�j

D

X
k2Nn�jC1

0

jkjDn�1

cj;k.H0 � zIŒL2.Rn/�N /
�.k1C1/

�

n�jC1Y
`D2

V.H0 � zIŒL2.Rn/�N /
�.k`C1/; (11.2)

for an appropriate set of z-independent scalars

cj;k 2 R; k 2 Nn�jC1
0 ; jkj D n � 1:

Therefore, applying the cyclicity property of the trace, one infers

dn

dzn
GH;H0

.z/ D

n�1X
jD0

.�1/n�j
X

k2Nn�jC1
0

jkjDn�1

cj;k

� trŒL2.Rn/�N

 � n�jY
`D2

V.H0 � zIŒL2.Rn/�N /
�.k`C1/

�
� V.H0 � zIŒL2.Rn/�N /

�.k1Ckn�jC1C2/

!
; (11.3)
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and hence it suffices to analyze the trace

trŒL2.Rn/�N

 � n�jY
`D2

V.H0 � zIŒL2.Rn/�N /
�.k`C1/

�
� V.H0 � zIŒL2.Rn/�N /

�.k1Ckn�jC1C2/

!
D

Z
Rn

dnx1 � � �

Z
Rn

dnxn�j V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� � � � V.xn�j�1/

1

kn�j Š

�
@kn�j

@zkn�j
G0.zI xn�j�1; xn�j /

�
� � � � V.xn�j /

1

.k1 C kn�jC1 C 1/Š

�
@k1Ckn�jC1C1

@zk1Ckn�jC1C1
G0.zI xn�j ; x1/

�
;

z 2 CC; k 2 Nn�jC1
0 ; jkj D n � 1; 0 � j � n � 1; (11.4)

and its properties as Im.z/ # 0.
Here we employed the fact that the integral kernel of

.H0 � zIŒL2.Rn/�N /
�.1Cs/

D
1

sŠ

d s

dzs
.H0 � zIŒL2.Rn/�N /

�1;

z 2 CC; s 2 N0;

is of the form

1

sŠ

@s

@zs
G0.zI x; y/; z 2 CC; s 2 N0; x; y 2 Rn; x ¤ y: (11.5)

Next, we recall the asymptotic relations proved in Appendix C and the estimates
(C.30), (C.31). In particular, the estimates (C.30) and (C.31) as jzjjx � yj � 1 neces-
sitate the following strengthening of the estimate (10.77) in Hypothesis 10.16:

Hypothesis 11.1. Let n 2 N and suppose that V D ¹V`;`0º1�`;`0�N satisfies for some
constant C 2 .0;1/ and " > 0,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�n�1�" for a.e. x 2 Rn; 1 � `; `0 � N: (11.6)

This yields the following result.

Theorem 11.2. Assume Hypothesis 11.1,
(i) Let n 2 N be odd, n� 3. Then dn

dznGH;H0
. � / is analytic in CC and continuous

in CC.
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(ii) Let n 2 N be even. Then dn

dznGH;H0
. � / is analytic in CC, continuous in

CCn¹0º. If n � 4, then dndznGH;H0
. � /


B.CN /

D
z!0;

z2CCn¹0º

O
�
jzj�Œn�.n=.n�1//�

�
:

If n D 2, then for any ı 2 .0; 1/, d2dz2GH;H0
. � /


B.C2/

D
z!0;

z2CCn¹0º

O
�
jzj�.1Cı/

�
:

Proof. By Lemma 9.5 it suffices to focus on the boundary values of dn

dznGH;H0
.z/

as Im.z/ # 0. Utilizing the asymptotic relations (C.6), (C.10), (C.11), (C.12), (C.16),
(C.19), (C.20), (C.21), (C.24), (C.28), (C.29), and the fact that @k

@zkG0.zI x; y/, k 2

N0, 0 � k � n, is continuous in z 2 CC, x; y 2 Rn, x ¤ y, the stated continuity of
dn

dznGH;H0
. � / in CC follows once we derive a z-independent integrable majorant of

the integrand in (11.4), appealing to Lebesgue’s dominated convergence theorem.
(i) Specializing to n2N odd, n� 3, and employing (11.6) and (C.30), one obtains

from (11.4), Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� � � � V.xn�j�1/

1

kn�j Š

�
@kn�j

@zkn�j
G0.zI xn�j�1; xn�j /

�
� � � � V.xn�j /

1

.k1 C kn�jC1 C 1/Š

�
@k1Ckn�jC1C1

@zk1Ckn�jC1C1
G0.zI xn�j ; x1/

�
B.CN /

� Cn

Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

®
jx1 � x2j

k2C1�n�Œ0;1�
�
jzjjx1 � x2j

�
C jzj.n�1/=2

�
jx1j

.2k2C1�n/=2 C jx2j
.2k2C1�n/=2

�
�Œ1;1/

�
jzjjx1 � x2j

�¯
:::

� hxn�j�1i
�n�1�"

®
jxn�j�1 � xn�j j

kn�j C1�n�Œ0;1�
�
jzjjxn�j�1 � xn�j j

�
C jzj.n�1/=2

�
jxn�j�1j

.2kn�j C1�n/=2
C jxn�j j

.2kn�j C1�n/=2
�

� �Œ1;1/
�
jzjjxn�j�1 � xn�j j

�¯
� hxn�j i

�n�1�"
®
jxn�j � x1j

k1Ckn�jC1C2�n�Œ0;1�
�
jzjjxn�j � x1j

�
C jzj.n�1/=2

�
jxn�j j

.2k1C2kn�jC1C3�n/=2 C jx1j
.2k1C2kn�jC1C3�n/=2

�
� �Œ1;1/

�
jzjjxn�j � x1j

�¯
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� zCn

Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

®
jx1 � x2j

k2C1�n

C jzj.n�1/=2
�
1C jx1j

�.2k2C1�n/=2
�
1C jx2j

�.2k2C1�n/=2
¯

:::

� hxn�j�1i
�n�1�"

®
jxn�j�1 � xn�j j

kn�j C1�n

C jzj.n�1/=2
�
1C jxn�j�1j

�.2kn�j C1�n/=2�
1C jxn�j j

�.2kn�j C1�n/=2¯
� hxn�j i

�n�1�"
®
jxn�j � x1j

k1Ckn�jC1C2�n

C jzj.n�1/=2
�
1C jxn�j j

�.2k1C2kn�jC1C3�n/=2

�
�
1C jx1j

�.2k1C2kn�jC1C3�n/=2
¯
;

z 2 CC; k 2 Nn�jC1
0 ; jkj D n � 1; 0 � j � n � 2; (11.7)

where Cn; zCn 2 .0;1/ are suitable constants and we removed all characteristic func-
tions in the last step (a very crude estimate, but sufficient for our purpose).

We postpone a discussion of the case j D n� 1 to the end of the proof of part (i).
Next, one notes that all terms originally multiplied by an “exterior” characteristic

function �Œ1;1/.jzjj � j/, that is, all terms of the type

jzj.n�1/=2
�
1C jxn�j�1j

�.2kn�j C1�n/=2�
1C jxn�j j

�.2kn�j C1�n/=2
; : : : ;

jzj.n�1/=2
�
1Cjxn�j j

�.2k1C2kn�jC1C3�n/=2
�
1Cjx1j

�.2k1C2kn�jC1C3�n/=2; (11.8)

can be grouped together with

hxn�j�1i
�n�1�"; hxn�j i

�n�1�"; : : : ; hxn�j i
�n�1�"; hx1i

�n�1�";

due to the decay assumptions imposed in (11.6), and hence we can simply disregard
all these contributions in the following as they lead to finite integrals. To illustrate
this fact we look at the extreme case where only these terms are considered. Indeed,
ignoring all numerical constants and the factors jzj.n�1/=2 for simplicity, this leads to
the integral,Z

Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

�
1C jx1j

�.2k2C1�n/=2
�
1C jx2j

�.2k2C1�n/=2

:::

� hxn�j�1i
�n�1�"

�
1C jxn�j�1j

�.2kn�j C1�n/=2�
1C jxn�j j

�.2kn�j C1�n/=2

� hxn�j i
�n�1�"

�
1C jxn�j j

�.2k1C2kn�jC1C3�n/=2

�
�
1C jx1j

�.2k1C2kn�jC1C3�n/=2
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�

Z
Rn

dnx1 hx1i
�n�1�"

�
1C jx1j

�k1Ck2Ckn�jC1C2�n

�

Z
Rn

dnx2 hx2i
�n�1�"

�
1C jx2j

�k2Ck3C1�n

:::

�

Z
Rn

dnxn�j�1 hxn�j�1i
�n�1�"

�
1C jxn�j�1j

�kn�j�1Ckn�j C1�n

�

Z
Rn

dnxn�j hxn�j i
�n�1�"

�
1C jxn�j j

�k1Ckn�j Ckn�jC1C2�n

�

Z
Rn

dnx1 hx1i
�n�1�"

�
1C jx1j

�� Z
Rn

dnyhyi�n�1�"
�n�j�2

�

Z
Rn

dnxn�j hxn�j i
�n�1�"

�
1C jxn�j j

�
<1; k 2 Nn�jC1

0 ; jkj D n � 1; 0 � j � n � 2; (11.9)

employing (11.6).
Thus, without loss of generality, we now focus on the terms originally multiplied

by an “interior” characteristic function �Œ0;1�.jzjj � j/ and hence arrive at the need to
estimate the integralZ

Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j hx1i
�n�1�"

jx1 � x2j
k2C1�n

:::

� hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�n

� hxn�j i
�n�1�"

jxn�j � x1j
k1Ckn�jC1C2�n;

k 2 Nn�jC1
0 ; jkj D n � 1; 0 � j � n � 2: (11.10)

For this purpose we recall the following special case of Lemma 6.4,Z
Rn

dny jy1 � yj
˛�n

hyi��"jy � y2j
ˇ�n

� zCn;˛;ˇ;;"

´
jy1 � y2j

min.n;˛Cˇ/�n; jy1 � y2j � 1;

jy1 � y2j
max.˛;ˇ/�n; jy1 � y2j � 1;

� zCn;˛;ˇ;;"

´
jy1 � y2j

min.n;˛Cˇ/�n; jy1 � y2j � 1;

1; jy1 � y2j � 1;

� Cn;˛;ˇ;;"
�
jy1 � y2j

min.n;˛Cˇ/�n
C 1

�
;

˛; ˇ 2 .0; n�;  > .˛ C ˇ/ � n; " > 0; (11.11)

for appropriate constants zCn;˛;ˇ;;"; Cn;˛;ˇ;;" 2 .0;1/.
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Hence, Z
Rn

dnx2 jx1 � x2j
k2C1�nhx2i

�n�1�"
jx2 � x3j

k3C1�n

� c2;n
�
jx1 � x3j

min.n;k2Ck3C2/�n C 1
�
; (11.12)

for some c2;n 2 .0;1/. For precisely the same reason as in the context of (11.9), we
will simply disregard the additive term C1 on the right-hand side of (11.12) as the
latter is bounded and we want to focus on the possibly most singular contribution to
the integral in (11.10) when probing whether or not this integral is finite.

Thus, with these simplifications of ignoring 1’s and at the same time focusing on
the possibly most singular contribution, the next integral over x3 becomesZ

Rn

dnx3 jx1 � x3j
k2Ck3C2�nhx3i

�n�1�"
jx3 � x4j

k4C1�n

� c3;n
�
jx1 � x4j

min.n;k2Ck3Ck4C3/�n C 1
�
; (11.13)

for some c3;n 2 .0;1/. Repeating this process (again disregarding 1’s at each step
and focusing on the possibly most singular contributions only) leads toZ

Rn

dnxn�j�1 jx1 � xn�j�1j
k2Ck3C���Ckn�j�1C.n�j�2/�nhxn�j�1i

�n�1�"

� jxn�j�1 � xn�j j
kn�j C1�n

� cn�j�1;n
�
jx1 � xn�j j

min.n;k2Ck3C���Ckn�j C.n�j�1//�n
C 1

�
; (11.14)

for some cn�j�1;n 2 .0;1/. Thus, disregarding once more the additive constant C1
in (11.14) results in the following integral over xn�j , 0 � j � n � 2,Z

Rn

dnxn�j

"´
jx1 � xn�j j

k2Ck3C���Ckn�j �j�1;
�Pn�j

qD2 kq
�
� j � 1 � 0;

1;
�Pn�j

qD2 kq
�
� j � 1 � 0

#
� hxn�j i

�n�1�"
jxn�j � x1j

k1Ckn�jC1C2�n

� c

Z
Rn

dnxn�j hxn�j i
�n�1�"

jx1 � xn�j j
k1Ck2C���Ckn�jC1�jC1�n

C d

Z
Rn

dnxn�j hxn�j i
�n�1�"

jxn�j � x1j
k1Ckn�jC1C2�n

� C

Z
Rn

dnxn�j hxn�j i
�n�1�"

�
jx1 � xn�j j

�j
C jx1 � xn�j j

�m
�

for some � 1 � m � n � 2; where m D k1 C kn�jC1 C 2 � n; (11.15)

for appropriate c; d; C 2 .0;1/, employing again that

k D .k1; : : : ; kn�jC1/ 2 Nn�jC1
0 ; jkj D k1 C k2 C � � � kn�jC1 D n � 1:
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At this point we invoke the special case ˛ D n in (11.11), resulting inZ
Rn

dnxn�j hxn�j i
�n�1�"

�
jx1 � xn�j j

�j
C jx1 � xn�j j

�m
�
� Cj;m;

0 � j � n � 2; 0 � m � n � 2; (11.16)

for some Cj;m 2 .0;1/. The remaining case m D �1 in (11.15) leads toZ
Rn

dnxn�j hxn�j i
�n�1�"

jx1 � xn�j j

�

Z
Rn

dnxn�j hxn�j i
�n�1�"

�
1C jx1j C jxn�j j

�
� Cn CDn

�
1C jx1j

�
; (11.17)

for some Cn;Dn 2 .0;1/, sinceZ
Rn

dny hyi�n�1�"
�
1C jyj

�
<1: (11.18)

Thus, altogether, (11.15)–(11.17) finally yield

(11.15) � C0
�
1C jx1j

�
; 0 � j � n � 2; (11.19)

for appropriate C0 2 .0;1/. Hence, applying (11.18) once more, the integral (11.10)
is finite.

If j D n� 1 in (11.2), (11.3) one is left to consider k D .k1; k2/, jkj D k1C k2 D

n � 1, and hence obtains

trŒL2.Rn/�N

�
dn�1

dzn�1
.H0 � zIŒL2.Rn/�N /

�1A.z/

�
D trŒL2.Rn/�N

�
dn�1

dzn�1
.H0 � zIŒL2.Rn/�N /

�1V.H0 � zIŒL2.Rn/�N /
�1

�
D trŒL2.Rn/�N

�
V.H0 � zIŒL2.Rn/�N /

�.k1Ck2C2/

�
D trŒL2.Rn/�N

�
V.H0 � zIŒL2.Rn/�N /

�.nC1/

�
; z 2 CC: (11.20)

Since by (C.7)–(C.9)

dn

dzn
G0.zI x; y/ D

jx�yj!0
O
�
jx � yj

�
; (11.21)

the trace in (11.17) vanishes and hence extends continuously to z 2 CC.
(ii) Next, we specialize to n 2 N even. We investigate each term in (11.3) sepa-

rately. To this end, let 0 � j � n� 1 and k 2 Nn�jC1
0 with jkj D n� 1 be fixed. We

distinguish the following cases:
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Case 1. n � 4 with 0 � j � n � 3 and k1 C kn�jC1 ¤ n � 1.

Case 2. n � 4 with 0 � j � n � 3 and k1 C kn�jC1 D n � 1.

Case 3. n � 2 with j D n � 2 and k1 C k3 ¤ n � 1.

Case 4. n � 2 with j D n � 2 and k1 C k3 D n � 1.

Case 5. n � 2 with j D n � 1.

We begin with Case 1. The assumptions in Case 1 imply

0 � k` � n � 1 for all 2 � ` � n � j and k1 C kn�jC1 C 1 < n: (11.22)

Define the quantity ı D ı.n; j / by

ı WD
n � j � 2

n � j � 1
; (11.23)

so that ı 2 .0; 1/ and

ı �
n � j � `

n � j � `C 1
; 2 � ` � n � j � 1: (11.24)

Invoking the final estimate in (C.31), one obtains Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� � � � V.xn�j�1/

1

kn�j Š

�
@kn�j

@zkn�j
G0.zI xn�j�1; xn�j /

�
� V.xn�j /

1

.k1 C kn�jC1 C 1/Š

�
@k1Ckn�jC1C1

@zk1Ckn�jC1C1
G0.zI xn�j ; x1/

�
B.CN /

� Cn;j;ı jzj
�.n�j /ı

Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

®
jx1 � x2j

k2C1�ı�n�Œ0;1�
�
jzjjx1 � x2j

�
C jzj.n�1C2ı/=2

�
jx1j

.2k2C1�n/=2 C jx2j
.2k2C1�n/=2

�
�Œ1;1/

�
jzjjx1 � x2j

�¯
:::

� hxn�j�1i
�n�1�"

®
jxn�j�1 � xn�j j

kn�j C1�ı�n�Œ0;1�
�
jzjjxn�j�1 � xn�j j

�
C jzj.n�1C2ı/=2

�
jxn�j�1j

.2kn�j C1�n/=2
C jxn�j j

.2kn�j C1�n/=2
�

� �Œ1;1/
�
jzjjxn�j�1 � xn�j j

�¯
� hxn�j i

�n�1�"
®
jxn�j � x1j

k1Ckn�jC1C2�ı�n�Œ0;1�
�
jzjjxn�j � x1j

�
C jzj.n�1C2ı/=2

�
jxn�j j

.2k1C2kn�jC1C3�n/=2 C jx1j
.2k1C2kn�jC1C3�n/=2

�
� �Œ1;1/

�
jzjjxn�j � x1j

�¯
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� zCn;j;ı jzj
�.n�j /ı

Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

®
jx1 � x2j

k2C1�ı�n

C jzj.n�1C2ı/=2
�
jx1j

.2k2C1�n/=2 C jx2j
.2k2C1�n/=2

�¯
:::

� hxn�j�1i
�n�1�"

®
jxn�j�1 � xn�j j

kn�j C1�ı�n

C jzj.n�1C2ı/=2
�
jxn�j�1j

.2kn�j C1�n/=2
C jxn�j j

.2kn�j C1�n/=2
�¯

� hxn�j i
�n�1�"

®
jxn�j � x1j

k1Ckn�jC1C2�ı�n

C jzj.n�1C2ı/=2
�
jxn�j j

.2k1C2kn�jC1C3�n/=2 C jx1j
.2k1C2kn�jC1C3�n/=2

�¯
;

z 2 CC; (11.25)

whereCn;j;ı ; zCn;j;ı 2 .0;1/ are suitable constants and we removed all characteristic
functions in the last step (again, a very crude estimate, but sufficient for our purpose).

We claim that for each bounded subset � � CC, the integrand under the iterated
integral on the right-hand side in (11.25) is uniformly bounded with respect to z 2 �
by an integrable function of the variables x1; : : : ; xn�j . Since jzj.n�1C2ı/=2 is locally
bounded, to justify the claim, it suffices to establish convergence of the following
integral:Z

Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

®
jx1 � x2j

k2C1�ı�n

C
�
jx1j

.2k2C1�n/=2 C jx2j
.2k2C1�n/=2

�¯
:::

� hxn�j�1i
�n�1�"

®
jxn�j�1 � xn�j j

kn�j C1�ı�n

C
�
jxn�j�1j

.2kn�j C1�n/=2
C jxn�j j

.2kn�j C1�n/=2
�¯

� hxn�j i
�n�1�"

®
jxn�j � x1j

k1Ckn�jC1C2�ı�n

C
�
jxn�j j

.2k1C2kn�jC1C3�n/=2 C jx1j
.2k1C2kn�jC1C3�n/=2

�¯
: (11.26)

In turn, as in the argument for the proof of part (i), it suffices to focus on the most
singular term in (11.26) and thus disregard the terms originally multiplied by the
factor jzj.n�1C2ı/=2 in (11.25) (following the same line of reasoning used throughout
(11.8)–(11.9)). With this simplification, the claim reduces to establishing convergence
of the integral Z

Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j

� hx1i
�n�1�"

jx1 � x2j
k2C1�ı�n

:::
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� hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�ı�n

� hxn�j i
�n�1�"

jxn�j � x1j
k1Ckn�jC1C2�ı�n: (11.27)

The integrals over the inner variables x2; : : : ; xn�j�1 in (11.27) can be estimated
successively as follows. Beginning with the integral with respect to x2, an application
of (11.11) with the choices

˛ D k2 C 1 � ı; ˇ D k3 C 1 � ı;  D nC 1; (11.28)

implies Z
dnx2 jx1 � x2j

k2C1�ı�nhx2i
�n�1�"

jx2 � x3j
k3C1�ı�n

� c2;n;ı
�
jx1 � x3j

k2Ck3C2.1�ı/�n C 1
�
; (11.29)

for some c2;n;ı 2 .0;1/. The conditions on ˛ and ˇ in (11.11) are satisfied by the
choices in (11.28) since (11.22) implies

0 � k2 C 1 � ı � n and 0 < k3 C 1 � ı � n;

together with

.˛ C ˇ/ � n D k2 C k3 C 2.1 � ı/ � n � n � 2ı < nC 1 D : (11.30)

The inequality in (11.24) with ` D n � j � 1 implies 1 � 2ı � 0, so that

k2 C k3 C 2.1 � ı/ � n � 1C 2.1 � ı/ D nC 1 � 2ı � n;

which yields

min.n; ˛ C ˇ/ D min
�
n; k2 C k3 C 2.1 � ı/

�
D k2 C k3 C 2.1 � ı/;

and the estimate in (11.29) follows. If j D n � 3, then x2 is the only inner variable,
and the integration over the inner variables is complete with (11.29). For j � n � 4

the process continues and there are n � j � 3 remaining inner integrals to estimate.
Applying (11.29) in (11.27), the next inner integral is with respect to x3:Z

Rn

dnx2

Z
Rn

dnx3 jx1 � x2j
k2C1�ı�nhx2i

�n�1�"
jx2 � x3j

k3C1�ı�n

� hx3i
�n�1�"

jx3 � x4j
k4C1�ı�n

� c2;n;ı

Z
Rn

dnx3
�
jx1 � x3j

k2Ck3C2.1�ı/�n C 1
�
hx3i

�n�1�"
jx3 � x4j

k4C1�ı�n

D c2;n;ı

� Z
Rn

dnx3 jx1 � x3j
k2Ck3C2.1�ı/�nhx3i

�n�1�"
jx3 � x4j

k4C1�ı�n

C

Z
Rn

dnx3 hx3i
�n�1�"

jx3 � x4j
k4C1�ı�n

�
DW c2;n;ı

�
	1.x1; x4/C 	2.x4/

�
: (11.31)
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An application of (11.11) with the choices

˛ D n; ˇ D k4 C 1 � ı;  D nC 1;

immediately yields (note that in this case min.n; ˛ C ˇ/ D n)

	2.x4/ � c003;n;ı ; x4 2 Rn; (11.32)

for some c00
3;n;ı

2 .0;1/. Another application of (11.11), this time with the choices

˛ D k2 C k3 C 2.1 � ı/; ˇ D k4 C 1 � ı;  D nC 1; (11.33)

implies
	1.x1; x4/ � c03;n;ı

�
jx1 � x4j

k2Ck3Ck4C3.1�ı/�n C 1
�

(11.34)

for some c0
3;n;ı

2 .0;1/. The conditions on ˛ and ˇ in (11.11) are satisfied by the
choices in (11.33) since (cf. (11.30))

0 < k2 C k3 C 2.1 � ı/ � n � 1C 2 � 2ı D nC 1 � 2ı � n

and
0 < k4 C 1 � ı � n � ı � n

together with

.˛ C ˇ/ � n D k2 C k3„ ƒ‚ …
�n�1

C k4„ƒ‚…
�n�1

C3.1 � ı/ � n � 2.n � 1/C 3.1 � ı/ � n

D nC 1 � 3ı < nC 1 D :

The inequality in (11.24) with ` D n � j � 2 implies 2 � 3ı � 0, so that

k2 C k3 C k4 C 3.1 � ı/ � n � 1C 3.1 � ı/ D nC 2 � 3ı � n;

which yields

min.n; ˛ C ˇ/ D min
�
n; k2 C k3 C k4 C 3.1 � ı/

�
D k2 C k3 C k4 C 3.1 � ı/;

and the estimate in (11.34) follows. Finally, combining (11.31), (11.32), and (11.34),
one obtainsZ

Rn

dnx2

Z
Rn

dnx3 jx1 � x2j
k2C1�ı�nhx2i

�n�1�"
jx2 � x3j

k3C1�ı�n

� hx3i
�n�1�"

jx3 � x4j
k4C1�ı�n

� c3;n;ı
�
jx1 � x4j

k2Ck3Ck4C3.1�ı/�n C 1
�

(11.35)
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for some c3;n;ı 2 .0;1/. Continuing systematically in this way, one obtainsZ
Rn

dnx2

Z
Rn

dnx3 � � �

Z
Rn

dnxn�j�1

� jx1 � x2j
k2C1�ı�nhx2i

�n�1�"
jx2 � x3j

k3C1�ı�n

� hx3i
�n�1�"

jx3 � x4j
k4C1�ı�n

:::

� hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�ı�n

� cn�j�2;n;ı

Z
Rn

dnxn�j�1
�
jx1 � xn�j�1j

k2C���Ckn�j�1C1.n�j�2/.1�ı/�n C 1
�

� hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�ı�n

D cn�j�2;n;ı

� Z
Rn

dnxn�j�1 jx1 � xn�j�1j
k2C���Ckn�j�1C1.n�j�2/.1�ı/�n

� hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�ı�n

C

Z
Rn

dnxn�j�1 hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�ı�n

�
DW cn�j�2;n;ı

�
	1.x1; xn�j /C 	2.xn�j /

�
(11.36)

for some cn�j�2;n;ı 2 .0;1/. An application of (11.11) with the choices

˛ D n; ˇ D kn�j C 1 � ı;  D nC 1

immediately yields (note that in this case min.n; ˛ C ˇ/ D n)

	2.xn�j / � c00n�j�1;n;ı ; xn�j 2 Rn; (11.37)

for some c00
n�j�1;n;ı

2 .0;1/. Another application of (11.11), this time with the
choices

˛ D k2 C � � � C kn�j�1 C .n � j � 2/.1 � ı/; ˇ D kn�j C 1 � ı;  D nC 1;

(11.38)
implies

	1.x1; xn�j / � c0n�j�1;n;ı
�
jx1 � xn�j j

k2C���Ckn�j C.n�j�1/.1�ı/�n
C 1

�
(11.39)

for some c0
n�j�1;n;ı

2 .0;1/. The conditions on ˛ and ˇ in (11.11) are satisfied by
the choices in (11.38) since

0 < k2 C � � � C kn�j�1 C .n � j � 2/.1 � ı/

� n � 1C .n � j � 2/.1 � ı/

D nC .n � j � 3/ � .n � j � 2/ı

� n; (11.40)
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and
0 < kn�j C 1 � ı � n � ı � n:

The final inequality in (11.40) follows by choosing ` D 3 in (11.24). In addition,

.˛ C ˇ/ � n D k2 C � � � C kn�j C .n � j � 1/.1 � ı/ � n

D k2 C � � � C kn�j„ ƒ‚ …
�n�1

�.j C 1/ � .n � j � 1/.1 � ı/

� n � 2 � j � .n � j � 2/.1 � ı/

< nC 1

D :

The inequality in (11.25) with ` D 2 implies .n� j � 2/� .n� j � 1/ı � 0, so that

k2 C � � � C kn�j C .n � j � 1/ı D k2 C � � � C kn�j C .n � j � 1/C .n � j � 1/ı

� nC .n � j � 2/ � .n � j � 1/ı

� n;

which yields

min.n; ˛ C ˇ/ D k2 C � � � C kn�j C .n � j � 1/ı;

and the estimate in (11.39) follows. Finally, combining (11.36), (11.37), and (11.39),
one obtainsZ

Rn

dnx2

Z
Rn

dnx3 � � �

Z
Rn

dnxn�j�1

� jx1 � x2j
k2C1�ı�nhx2i

�n�1�"
jx2 � x3j

k3C1�ı�n

� hx3i
�n�1�"

jx3 � x4j
k4C1�ı�n

:::

� hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
kn�j C1�ı�n

� cn�j�1;n;ı
�
jx1 � xn�j j

k2C���Ckn�j C.n�j�1/.1�ı/�n
C 1

�
(11.41)

for some cn�j�1;n;ı 2 .0;1/.
The estimate in (11.41) implies

(11.27) � cn�j�1;n;ı

Z
Rn

dnx1

Z
Rn

dnxn�j

� hx1i
�n�1�"

�
jx1 � xn�j j

k2C���Ckn�j C.n�j�1/.1�ı/�n
C 1

�
� hxn�j i

�n�1�"
jxn�j � x1j

k1Ckn�jC1C2�ı�n: (11.42)
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Focusing on the integral over xn�j in (11.42),Z
Rn

dnxn�j
�
jx1 � xn�j j

k2C���Ckn�j C.n�j�1/.1�ı/�n
C 1

�
� hxn�j i

�n�1�"
jxn�j � x1j

k1Ckn�jC1C2�ı�n

D

Z
Rn

dnxn�j jx1 � xn�j j
.n�j /.1�ı/�n

hxn�j i
�n�1�"

C

Z
Rn

dnxn�j hxn�j i
�n�1�"

jxn�j � x1j
k1Ckn�jC1C2�ı�n

D 	1.x1/C 	2.x1/; (11.43)

an application of (11.11) with the choices

˛ D .n � j /.1 � ı/; ˇ D n;  D nC 1; (11.44)

yields
	1.x1/ � c0n�j;n;ı ; x1 2 Rn; (11.45)

for some c0
n�j;n;ı

2 .0;1/. The conditions on ˛ and ˇ in (11.11) are satisfied by the
choices in (11.44) since ˛ D .n � j /.1 � ı/; ˇ D n 2 .0; n� and

.˛ C ˇ/ � n D ˛ D .n � j /.1 � ı/ � n < nC 1 D :

Since min.n;˛Cˇ/D n, the estimate in (11.11) results in (11.45). To estimate 	2. � /,
one applies (11.11) with the choices

˛ D n; ˇ D k1 C kn�jC1 C 2 � ı;  D nC 1; (11.46)

to obtain
	2.x1/ � c00n�j;n;ı ; x1 2 Rn; (11.47)

for some c00
n�j;n;ı

2 .0;1/. The conditions on ˛ and ˇ in (11.11) are satisfied by the
choices in (11.46) since ˛ D n 2 .0; n�,

0 < ˇ D k1 C kn�jC1„ ƒ‚ …
�n�2

C2 � ı � n � ı � n;

and .˛ C ˇ/ � n D ˇ � n < n C 1. In this case, min.n; ˛ C ˇ/ D n, and (11.11)
results in (11.47). Combining (11.43), (11.45), and (11.47), one obtains

(11.43) � cn�j;n;ı ; x1 2 Rn;

for some cn�j;n;ı 2 .0;1/. As a consequence,

(11.42) � cn�j�1;n;ıcn�j;n;ı

Z
Rn

dnx1 hx1i
�n�1�" <1:
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Hence, this establishes the claim that for each bounded subset�� CC, the integrand
under the iterated integral on the right-hand side in (11.25) is uniformly bounded
with respect to z 2 � by an integrable function of the variables x1; :::; xn�j . As a
consequence of this claim, (11.25) implies that for each bounded subset� � CC, the
following estimate holds:

(11.25) � Cn;j;ı;�jzj
�.n�j /ı ; z 2 �;

for some Cn;j;ı;� 2 .0;1/. In summary, for Case 1, one has that for any bounded
subset � � CC, Z

Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� � � � V.xn�j�1/

1

kn�j Š

�
@kn�j

@zkn�j
G0.zI xn�j�1; xn�j /

�
� V.xn�j /

1

.k1 C kn�jC1 C 1/Š

�
@k1Ckn�jC1C1

@zk1Ckn�jC1C1
G0.zI xn�j ; x1/

�
B.CN /

� Cn;j;ı;�jzj
�.n�j /ı ; z 2 �; (11.48)

where ı is defined by (11.23). In addition, since jzj�.n�j /ı is bounded in � if 0 … �,
Lebesgue’s dominated convergence theorem implies thatZ

Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� � � � V.xn�j�1/

1

kn�j Š

�
@kn�j

@zkn�j
G0.zI xn�j�1; xn�j /

�
� V.xn�j /

1

.k1 C kn�jC1 C 1/Š

�
@k1Ckn�jC1C1

@zk1Ckn�jC1C1
G0.zI xn�j ; x1/

�
;

z 2 �;

is analytic in � and extends continuously to � if 0 … �. This settles Case 1.
Next, we treat Case 2. The assumptions in Case 2 imply

k` D 0 for all 2 � ` � n � j and k1 C kn�jC1 C 1 D n: (11.49)

Let ı 2 .0; 1/ be fixed. Applying the final estimate in (C.31), one obtains: Z
Rn

dnx1 � � �

Z
Rn

dnxn�j�1

Z
Rn

dnxn�j V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� � � � V.xn�j�1/

1

kn�j Š

�
@kn�j

@zkn�j
G0.zI xn�j�1; xn�j /

�
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where Cn;j;ı ; zCn;j;ı 2 .0;1/ are suitable constants. We claim that for each bounded
subset � � CC, the integrand under the iterated integral on the right-hand side in
(11.50) is uniformly bounded with respect to z 2 � by an integrable function of the
variables x1; : : : ; xn�j . Since jzj.n�1C2ı/=2 and jzj.nC1/=2 are locally bounded, to
justify the claim, it suffices to establish convergence of the following integral:Z
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As with Case 1, it suffices to focus on the most singular term in (11.51) and thus
disregard the terms originally multiplied by jzj.n�1C2ı/=2 or jzj.nC1/=2 in (11.50)
(following the same line of reasoning used throughout (11.8)–(11.9)). With this sim-
plification, the claim reduces to establishing convergence of the integralZ
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In analogy to Case 1, one successively estimates the integrals over the inner variables
x2; : : : ; xn�j�1 in (11.52) as follows. Beginning with the integral with respect to x2,
an application of (11.11) with the choices

˛ D ˇ D 1 � ı;  D nC 1; (11.53)

yields Z
Rn

dnx2 jx1 � x2j
1�ı�n

hx2i
�n�1�"

jx2 � x3j
1�ı�n

� c2;n
�
jx1 � x3j

2.1�ı/�n
C 1

�
: (11.54)

The assumptions on ˛ and ˇ in (11.11) are satisfied by the choices in (11.53). In fact,

˛ D ˇ D 1 � ı 2 .0; n� and .˛ C ˇ/ � n D 2.1 � ı/ � n < nC 1 D :

Finally, min.n; 2.1� ı//D 2.1� ı/ and (11.11) results in (11.54). If j D n� 3, then
x2 is the only inner variable, and the integration over the inner variables is complete
with (11.54). For j � n� 4 the process continues and there are n� j � 3 remaining
inner integrals to estimate. Applying (11.54) in (11.52), the next inner integral is with
respect to x3:Z
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for some c2;n;ı 2 .0;1/. An application of (11.11) with the choices
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yields
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for some c0
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2 .0;1/. With the choices in (11.56), it is clear that ˛; ˇ 2 .0; n� and
.˛ C ˇ/ � n D 3.1 � ı/ � n < nC 1 since
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D 2.n � 1/C 3ı > 0;

so the assumptions on ˛ and ˇ in (11.11) are satisfied. Finally, min.n; 3.1 � ı// D
3.1 � ı/, and (11.11) results in (11.57). A second application of (11.11), this time
with the choices
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for some c3;n;ı 2 .0;1/. Continuing systematically in this way, one obtainsZ
Rn

dnx2 � � �

Z
Rn

dnxn�j�1jx1 � x2j
1�ı�n

hx2i
�n�1�"

� � � � � jxn�j�2 � xn�j�1j
1�ı�n

hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
1�ı�n

� cn�j�2;n;ı

Z
Rn

dnxn�j�1
�
jx1 � xn�j�1j

.n�j�2/.1�ı/�n
C 1

�
� hxn�j�1i

�n�1�"
jxn�j�1 � xn�j j

1�ı�n

D cn�j�2;n;ı

� Z
Rn

dnxn�j�1 jx1 � xn�j�1j
.n�j�2/.1�ı/�n

C

Z
Rn

dnxn�j�1 hxn�j�1i
�n�1�"

jxn�j�1 � xn�j j
1�ı�n

�
DW cn�j�2;n;ı

�
	1.x1; xn�j /C 	2.xn�j /

�
(11.60)

for some cn�j�2;n;ı 2 .0;1/. Applying (11.11) with the choices

˛ D .n � j � 2/.1 � ı/; ˇ D 1 � ı;  D nC 1; (11.61)
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yields
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The assumptions on ˛ and ˇ in (11.11) are satisfied by the choices in (11.61). In fact,

0 < ˛ D .n � j � 2/.1 � ı/ � n � 2 � n and 0 < ˇ D 1 � ı � n;

while
.˛ C ˇ/ � n D .n � j � 1/.1 � ı/ � n � 0 < nC 1 D :

Finally, min.n; .n � j � 1/.1 � ı// D .n � j � 1/.1 � ı/ and (11.11) results in
(11.62). A second application of (11.11), this time with the choices
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for some cn�j�1;n;ı 2 .0;1/.
The estimate in (11.65) implies
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Focusing on the integral over xn�j in (11.66),Z
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one infers that
	2 D cn <1: (11.68)
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An application of (11.11) with the choices

˛ D .n � j � 1/.1 � ı/; ˇ D n;  D nC 1

yields
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Hence, this establishes the claim that for each bounded subset�� CC, the integrand
under the iterated integral on the right-hand side in (11.50) is uniformly bounded
with respect to z 2 � by an integrable function of the variables x1; : : : ; xn�j . As a
consequence of this claim, (11.50) implies that for each ı 2 .0; 1/ and each bounded
subset � � CC, the following estimate holds:
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for some Cn;j;ı;� 2 .0;1/. In summary, for Case 2, one has that for any ı 2 .0; 1/
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In addition, since jzj�.n�j�1/.1�ı/�1 is bounded in� if 0 …�, Lebesgue’s dominated
convergence theorem implies thatZ
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is analytic in � and extends continuously to � if 0 … �. This settles Case 2.

Turning to Case 3, we assume that j D n � 2. In this case, k D .k1; k2; k3/ with
k1 C k3 ¤ n � 1. Let ı 2 .0; 1/ be fixed. Invoking the final estimate in (11.27), one
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obtains Z
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where Cn;n�2;ı ; zCn;n�2;ı 2 .0;1/ are suitable constants. We claim that for each
bounded subset � � CC, the integrand under the iterated integral on the right-hand
side in (11.73) is uniformly bounded with respect to z 2 � by an integrable function
of the variables x1; x2. Since jzj.n�1C2ı/=2 is locally bounded, to justify the claim, it
suffices to establish convergence of the following integral:Z
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In turn, as in the argument for the proof of part (i) and Cases 1 and 2, it suffices
to focus on the most singular term in (11.74) and thus disregard the terms originally
multiplied by the factor jzj.n�1C2ı/=2 in (11.73) (following the same line of reasoning
used throughout (11.8)–(11.9)). With this simplification, the claim reduces to estab-
lishing convergence of the integral:Z
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Applying (11.11) with ˛ D 2.1 � ı/, ˇ D n, and  D nC 1, one infers thatZ
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for some c2;n;ı 2 .0;1/. In turn, (11.76) implies
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Hence, this establishes the claim that for each bounded subset�� CC, the integrand
under the iterated integral on the right-hand side in (11.73) is uniformly bounded
with respect to z 2 � by an integrable function of the variables x1; : : : ; x2. As a
consequence of this claim, (11.73) implies that for each ı 2 .0; 1/ and each bounded
subset � � CC, the following estimate holds:
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for some Cn;n�2;ı;� 2 .0;1/. In summary, for Case 3, one has that for any ı 2 .0; 1/
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In addition, since jzj�2ı is bounded in� if 0…�, Lebesgue’s dominated convergence
theorem implies thatZ
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Turning to Case 4, we assume that j D n � 2. In this case, k D .k1; 0; k3/ with
k1 C k3 D n � 1. Let ı 2 .0; 1/ be fixed. Invoking the final estimate in (11.27), one
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where Cn;n�2;ı ; zCn;n�2;ı 2 .0;1/ are suitable constants. We claim that for each
bounded subset � � CC, the integrand under the iterated integral on the right-hand
side in (11.79) is uniformly bounded with respect to z 2 � by an integrable func-
tion of the variables x1; x2. Since jzj.n�1C2ı/=2 and jzj.nC1/=2 are locally bounded,
to justify the claim, it suffices to establish convergence of the following integral:Z

Rn

dnx1

Z
Rn

dnx2

� hx1i
�n�1�"

®
jx1 � x2j

1�ı�n
C jzj.n�1C2ı/=2

�
jx1j

.1�n/=2
C jx2j

.1�n/=2
�¯

� hx2i
�n�1�"

®
1C jzj.nC1/=2

�
jx2j

.nC1/=2
C jx1j

.nC1/=2
�¯
: (11.80)

In turn, as in the argument for the proof of part (i) and Cases 1, 2, and 3, it suffices
to focus on the most singular term in (11.80) and thus disregard the terms originally
multiplied by the factor jzj.n�1C2ı/=2 or jzj.nC1/=2 in (11.79) (following the same
line of reasoning used throughout (11.8)–(11.9)). With this simplification, the claim
reduces to establishing convergence of the integral:Z

Rn

dnx1

Z
Rn

dnx2 hx1i
�n�1�"

jx1 � x2j
1�ı�n

hx2i
�n�1�": (11.81)

The integral in (11.81) is similar to the integral in (11.75). An argument entirely
analogous to that used throughout (11.75)–(11.77) to show the integral in (11.75) is
finite yields that the integral in (11.81) is finite. We omit further details at this point. In
summary, for Case 4, one has that for any ı 2 .0; 1/ and any bounded subset�� CC, Z

Rn

dnx1

Z
Rn

dnx2 V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� V.x2/

1

.k1 C k3 C 1/Š

�
@k1Ck3C1

@zk1Ck3C1
G0.zI x2; x1/

�
B.CN /

� Cn;n�2;ı;�jzj
�ı�1; z 2 �; (11.82)
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for some Cn;n�2;ı;� 2 .0;1/. In addition, since jzj�ı�1 is bounded in � if 0 … �,
Lebesgue’s dominated convergence theorem implies thatZ

Rn

dnx1

Z
Rn

dnx2 V.x1/
1

k2Š

�
@k2

@zk2
G0.zI x1; x2/

�
� V.x2/

1

.k1 C k3 C 1/Š

�
@k1Ck3C1

@zk1Ck3C1
G0.zI x2; x1/

�
is analytic in � and extends continuously to � if 0 … �. This settles Case 4.

In Case 5, we assume that j D n � 1. In this case, k D .k1; k2/ with k1 C k2 D

n � 1. Invoking the final estimate in (C.31), one obtains Z
Rn

dnx1 V.x1/

�
@n

@zn
G0.zI x1; x1/

�
B.CN /

� Cnjzj
�1

Z
Rn

dnx1 hx1i
�n�1�"

D zCnjzj
�1; z 2 CC; (11.83)

for some Cn; zCn 2 .0;1/. In addition, since jzj�1 is bounded outside any neighbor-
hood of 0, Lebesgue’s dominated convergence theorem implies thatZ

Rn

dnx1 V.x1/

�
@n

@zn
G0.zI x1; x1/

�
(11.84)

is analytic in � and extends continuously to CCn¹0º.
Now, looking at the bounds (11.48), (11.72), (11.78), (11.82), and (11.83), we

identify the bound which is the most singular as z ! 0 in CC. The bounds from
(11.48) are (up to z-independent constant multiples)

jzj�.n�j /ı ; ı D
n � j � 2

n � j � 1
; 0 � j � n � 3: (11.85)

The singularity in (11.85) is strongest when .n� j /ı, 0� j � n� 3, is largest. Since
the expression

.n � j /ı D .n � j / �
n � j

n � j � 1

is decreasing with respect to the parameter j , its maximum value is attained for j D 0:

max
0�j�n�3

.n � j /ı D n �
n

n � 1
:

Thus, the strongest singularity in (11.85) corresponds to j D 0 and is

jzj�Œn�.n=.n�1//�: (11.86)

The bounds from (11.72) are (up to z-independent constant multiples)

jzj�.n�j�1/ı�1; ı 2 .0; 1/; 0 � j � n � 3: (11.87)
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Choosing ı D �=.n � j � 1/, � 2 .0; 1/, the bound in (11.87) may be recast as

jzj�.1C�/; � 2 .0; 1/; 0 � j � n � 3: (11.88)

The bound from (11.78) is (up to a z-independent constant multiple)

jzj�2ı ; ı 2 .0; 1/; j D n � 2: (11.89)

Choosing ı D �=2, � 2 .0; 1/, the bound in (11.89) may be recast as

jzj��; � 2 .0; 1/; j D n � 2: (11.90)

The bound from (11.82) is (up to a z-independent constant multiple)

jzj�.1Cı/; ı 2 .0; 1/; j D n � 2: (11.91)

The bound from (11.83) is (up to a z-independent constant multiple)

jzj�1; j D n � 1: (11.92)

If n � 4, then the strongest singularity from (11.85), (11.88), (11.90), (11.91), and
(11.92) is given by (11.86). Therefore, combining the results of Case 1–Case 5 above
with (11.3) and (11.4), one concludes that dn

dznGH;H0
. � / is analytic in CC, continuous

in CCn¹0º and dndznGH;H0
. � /


B.CN /

D
z!0;

z2CCn¹0º

O
�
jzj�Œn�.n=.n�1//�

�
: (11.93)

If nD 2, then the strongest singularity in (11.90) and (11.92) is jzj�.1Cı/. There-
fore, combining the results of Case 4 and Case 5 above with (11.3) and (11.4), one
concludes that d2

dz2GH;H0
. � / is analytic in CC, continuous in CCn¹0º and for any

ı 2 .0; 1/,  d2dz2GH;H0
. � /


B.C2/

D
z!0;

z2CCn¹0º

O
�
jzj�.1Cı/

�
: (11.94)





Chapter 12

Analysis of �. � IH; H0/ and an application to the Witten
index for a class of non-Fredholm operators

Combining Hypotheses 10.16 and 11.1 we next make the following assumptions to
describe continuity properties of the spectral shift function for the pair .H;H0/.

Hypothesis 12.1. Let n 2 N and suppose that V D ¹V`;`0º1�`;`0�N satisfies for some
constants C 2 .0;1/ and " > 0,

V 2 ŒL1.Rn/�N�N ;ˇ̌
V`;`0.x/

ˇ̌
� C hxi�n�1�" for a.e. x 2 Rn; 1 � `; `0 � N: (12.1)

In addition, assume that V.x/D ¹V`;`0.x/º1�`;`0�N is self-adjoint for a.e. x 2 Rn. In
accordance with the factorization based on the polar decomposition of V discussed
in (10.9) we suppose that V D V �

1 V2 D jV j1=2UV jV j1=2, where V1 D V �
1 D jV j1=2,

V2 D UV jV j1=2.
Finally, we assume that V satisfies (4.2) and (4.3)1.

Thus, combining Theorems 9.9, 10.17, and 11.2 yields our principal result:

Theorem 12.2. Assume Hypothesis 12.1. Then

�. � IH;H0/ 2 C
�
.�1; 0/ [ .0;1/

�
; (12.2)

and the left and right limits at zero,

�.0˙IH;H0/ D lim
"#0

�.˙"IH;H0/; (12.3)

exist. In particular, if 0 is a regular point for H according to Definition 10.6 (iii) and
Theorem 10.7 (iii), then

�. � IH;H0/ 2 C.R/: (12.4)

In the remainder of this chapter we describe an application to the Witten index
for a class of non-Fredholm operators applicable in the context of multi-dimensional,
massless Dirac operators H . We develop some necessary preparations and the basic
setup next.

We begin by isolating a bit of notation: Linear operators in the Hilbert space
L2.RIdt IH /, in short,L2.RIH /, will be denoted by boldface symbols of the type T ,

1The first condition in (4.3) is superseded by assumption (12.1).
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to distinguish them from operators T in H . In particular, operators denoted by T in
the Hilbert space L2.RIH / represent operators associated with a family of operators
¹T .t/ºt2R in H , defined by

.T f /.t/ D T .t/f .t/ for a.e. t 2 R;

f 2 dom.T / D
²
g 2 L2.RIH /

ˇ̌̌
g.t/ 2 dom

�
T .t/

�
for a.e. t 2 RI

t 7! T .t/g.t/ is (weakly) measurable;
Z

R
dt
T .t/g.t/2

H
<1

³
: (12.5)

In the special case, where ¹T .t/º is a family of bounded operators on H with

sup
t2R

T .t/
B.H/

<1;

the associated operator T is a bounded operator onL2.RIH /with kT kB.L2.RIH// D

supt2R kT .t/kB.H/.
For brevity we will abbreviate I WD IL2.RIH/ in the following and note that

in the concrete situation of n-dimensional, massless Dirac operators at hand, H D

ŒL2.Rn/�N .
Denoting

A� D H0; BC D V; AC D A� C BC D H;

we introduce two families of operators in ŒL2.Rn/�N by

B.t/ D b.t/BC; t 2 R;

b.k/ 2 C1.R/ \ L1.RI dt/; k 2 N0; b0 2 L1.RI dt/;

lim
t!1

b.t/ D 1; lim
t!�1

b.t/ D 0;

A.t/ D A� C B.t/; t 2 R:

(12.6)

Next, following the general setups described in [38, 41–44, 78, 137] we recall the
definitions of A, B;A0 D B 0, given in terms of the families A.t/, B.t/, and B 0.t/,
t 2 R, as in (12.5). In addition, A� in L2

�
RI ŒL2.Rn/�N

�
represents the self-adjoint

(constant fiber) operator defined by

.A�f /.t/ D A�f .t/ for a.e. t 2 R;

f 2 dom.A�/ D

²
g 2 L2

�
RI ŒL2.Rn/�N

� ˇ̌̌
g.t/ 2 dom.A�/ for a.e. t 2 R;

t 7! A�g.t/ is (weakly) measurable,
Z

R
dt
A�g.t/

2
ŒL2.Rn/�N

<1

³
: (12.7)
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Next, we introduce the operator D
A

in L2
�
RI ŒL2.Rn/�N

�
by

DA D
d

dt
C A; dom.DA/ D W 1;2

�
RI ŒL2.Rn/�N

�
\ dom.A�/; (12.8)

where
A D A� C B; dom.A/ D dom.A�/;

and
kBkB.L2.RIŒL2.Rn/�N // D sup

t2R

B.t/
B.ŒL2.Rn/�N /

<1:

Here the operator d=dt in L2
�
RI ŒL2.Rn/�N

�
is defined by�

d

dt
f

�
.t/ D f 0.t/ for a.e. t 2 R;

f 2 dom.d=dt/ D
®
g 2 L2

�
RI ŒL2.Rn/�N

�
j g 2 ACloc

�
RI ŒL2.Rn/�N

�
;

g0 2 L2
�
RI ŒL2.Rn/�N

�¯
D W 1;2

�
RI ŒL2.Rn/�N

�
: (12.9)

By [78, Lemma 4.4] (which extends to the present setting), D
A

is densely defined
and closed in L2.RI ŒL2.Rn/�N / and the adjoint operator D�

A
of D

A
is given by

D�
A D �

d

dt
C A; dom.D�

A/ D W 1;2
�
RI ŒL2.Rn/�N

�
\ dom.A�/:

This enables one to introduce the nonnegative, self-adjoint operators Hj , j D 1;2,
in L2.RI ŒL2.Rn/�N / by

H1 D D�
ADA; H2 D DAD�

A:

In order to effectively describe the domains of Hj , j D 1; 2, we will decompose
the latter as discussed below: To this end, one first observes that

kB 0
kB.L2.RIŒL2.Rn/�N // D sup

t2R

B 0.t/


B.ŒL2.Rn/�N /
<1: (12.10)

It is convenient to also introduce the operator H0 in L2.RI ŒL2.Rn/�N / by

H0 D �
d2

dt2
C A2

�; dom.H0/ D W 2;2
�
RI ŒL2.Rn/�N

�
\ dom.A2

�/: (12.11)

Then H0 is self-adjoint by Theorem VIII.33 of [141]. Moreover, since the opera-
tor BA� C A�B is H0-bounded with bound less than one, [108, Theorem VI.4.3]
implies the following decomposition of the operators Hj , j D 1; 2,

Hj D �
d2

dt2
C A2

C .�1/jA0
D H0 C BA� C A�B C B2

C .�1/jB 0;

dom.Hj / D dom.H0/; j D 1; 2: (12.12)
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Next, we introduce an approximation procedure as follows: Consider the charac-
teristic function for the interval Œ�`; `� � R,

�`.�/ D �Œ�`;`�.�/; � 2 R; ` 2 N; (12.13)

and hence
s-lim
`!1

�`.A�/ D IŒL2.Rn/�N : (12.14)

Introducing

A`.t/ D A� C �`.A�/B.t/�`.A�/ D A� C B`.t/;

dom
�
A`.t/

�
D dom.A�/; ` 2 N; t 2 R; (12.15)

AC;` D A� C �`.A�/BC�`.A�/; dom.AC;`/ D dom.A�/; ` 2 N; (12.16)

where

B`.t/ D �`.A�/B.t/�`.A�/; dom
�
B`.t/

�
D ŒL2.Rn/�N ; ` 2 N; t 2 R;

one concludes that

AC;` � A�D�`.A�/BC�`.A�/ 2 B1

�
ŒL2.Rn/�N

�
; ` 2 N; (12.17)

A0
`.t/DB

0
`.t/D�`.A�/B

0.t/�`.A�/2B1

�
ŒL2.Rn/�N

�
; `2N; t 2R: (12.18)

As a consequence of (12.17), which follows from�`.A�/BC�`.A�/


B1.ŒL2.Rn/�N /

�
�`.A�/BC.A� � iIŒL2.Rn/�N /

�n�1


B1.ŒL2.Rn/�N /

�
.A� � iIŒL2.Rn/�N /

nC1�`.A�/


B.ŒL2.Rn/�N /
<1 (12.19)

(cf. (7.2)), the spectral shift functions �. � IAC;`; A�/, ` 2 N, exist and are uniquely
determined by

�. � IAC;`; A�/ 2 L
1.RI d�/; ` 2 N; (12.20)

implying

trŒL2.Rn/�N

�
f .AC;`/ � f .A�/

�
D

Z
R
�.�IAC;`; A�/d� f

0.�/; f 2C1
0 .R/:

We also note the analogous decompositions,

Hj;` D �
d2

dt2
C A2

` C .�1/jA0
` D H0 C B`A� C A�B` C B2

` C .�1/jB 0
`;

dom.Hj;`/ D dom.H0/ D W 2;2
�
RI ŒL2.Rn/�N

�
; ` 2 N; j D 1; 2;
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with
B` D �`.A�/B�`.A�/; B 0

` D �`.A�/B
0�`.A�/; ` 2 N;

implying

H2 � H1 D 2B 0; (12.21)

H2;` � H1;` D 2B 0
` D 2�`.A�/B

0�`.A�/; ` 2 N: (12.22)

Next, we recall the fact that for " > 0,

L2
�
RnI .1C jxj/.n=2/C"dnx

�
� `1.L2/.Rn/

(see, e.g., [159, p. 38] for the definition of the Birman–Solomyak space `1.L2/.Rn/)
and, given ˛ > n, �

1C j � j
��˛

2 L2
�
RnI .1C jxj/.n=2/C"dnx

�
for 0 < " sufficiently small (depending on a). This is of relevance here so that [44,
Section 8] becomes applicable in our context.

We continue with the following basic result in [44, Theorems 5.2 and 8.4]:

Theorem 12.3. In addition to Hypothesis 12.1 suppose that

V`;`0 2 W
4n;1.Rn/; 1 � `; `0 � N:

Then, abbreviating

q D dn=2e D

´
.nC 1/=2; n odd;

n=2; n even;

one obtains�
.H2 � z I/�q � .H1 � z I/�q

�
;
�
.H2;` � z I/�q � .H1;` � z I/�q

�
2 B1

�
L2
�
RI ŒL2.Rn/�N

��
; ` 2 N; z 2 CnŒ0;1/; (12.23)

and

lim
`!1

�.H2;` � z I/�q � .H1;` � z I/�q
�

�
�
.H2 � z I/�q � .H1 � z I/�q

�
B1.L2.RIŒL2.Rn/�N //

D 0;

z 2 CnŒ0;1/: (12.24)

For the fact that q D dn=2e in (12.23) can be replaced by any r � q, r 2 N, see,
for instance, [184, p. 210]; similarly, (12.24) extends to r � q, r 2 N, by [40].
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Relations (12.23) together with the fact that Hj � 0, Hj;` � 0, ` 2 N, j D 1; 2,
implies the existence and uniqueness of spectral shift functions �. � I H2;H1/ and
�. � IH2;`;H1;`/ for the pair of operators .H2;H1/ and .H2;`;H1;`/, ` 2 N, respec-
tively, employing the normalization

�.�IH2;H1/ D 0; �.�IH2;`;H1;`/ D 0; � < 0; ` 2 N (12.25)

(cf. [184, Section 8.9]). Moreover,

�. � IH2;H1/ 2 L
1
�
RI
�
1C j�j

��q�1
d�
�
: (12.26)

Since in analogy to (12.19),A0
`. � /


B1.ŒL2.Rn/�N /

D
B 0

`. � /


B1.ŒL2.Rn/�N /

D
�`.A�/B

0. � /�`.A�/


B1.ŒL2.Rn/�N /

�
�`.A�/BC.A� � iIŒL2.Rn/�N /

�n�1


B1.ŒL2.Rn/�N /

�
.A� � iIŒL2.Rn/�N /

nC1�`.A�/


B.ŒL2.Rn/�N /
b0. � / 2 L1.RI dt/;

` 2 N; (12.27)

employing b0. � / 2 L1.RI dt/ (cf. (12.6)), one obtainsZ
R
dt
A0

`.t/


B1.ŒL2.Rn/�N /
<1; ` 2 N: (12.28)

Given (12.28), the results in [137] (see also [78]) actually imply that�
.H2;` � z I/�1 � .H1;` � z I/�1

�
2 B1

�
L2
�
RI ŒL2.Rn/�N

��
; ` 2 N;

and
�. � IH2;`;H1;`/ 2 L

1
�
RI .1C j�j/�2d�

�
; ` 2 N:

In particular,

trL2.RIŒL2.Rn/�N /

�
f .H2/ � f .H1/

�
D

Z
Œ0;1/

�.�IH2;H1/d� f
0.�/;

trL2.RIŒL2.Rn/�N /

�
f .H2;`/ � f .H1;`/

�
D

Z
Œ0;1/

�.�IH2;`;H1;`/d� f
0.�/;

` 2 N; f 2 C1
0 .R/:

In addition, as derived in [137] (see also, [78]), (12.20), (12.25), and (12.28) imply
the approximate trace formula,Z

Œ0;1/

�.�IH2;`;H1;`/ d�

.� � z/2
D
1

2

Z
R

�.�IAC;`; A�/ d�

.�2 � z/3=2
; ` 2 N; z 2 CnŒ0;1/;

(12.29)
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which in turn implies Pushnitski’s formula [137],

�.�IH2;`;H1;`/ D

´
1
�

R �1=2

��1=2

�.�IAC;`;A�/ d�

.���2/1=2 ; for a.e. � > 0,

0; � < 0;
` 2 N; (12.30)

via a Stieltjes inversion argument (cf. [78, Section 8]).
As shown in [40], (12.24) implies for f 2 C1

0 .R/,

lim
`!1

�f .H2;`/ � f .H1;`/
�
�
�
f .H2/ � f .H1/

�
B1.L2.RIŒL2.Rn/�N //

D 0;

(12.31)
and hence

lim
`!1

Z
Œ0;1/

d� �.�IH2;`;H1;`/f
0.�/

D lim
`!1

trL2.RIŒL2.Rn/�N /

�
f .H2;`/ � f .H1;`/

�
D trL2.RIŒL2.Rn/�N /

�
f .H2/ � f .H1/

�
D

Z
Œ0;1/

d� �.�IH2;H1/f
0.�/: (12.32)

Abbreviating

q0 D 2bn=2c C 1 D

´
n; n odd;

nC 1; n even;

and assuming Hypothesis 7.1, one recalls that Theorem 7.4 implies�
.AC � zIŒL2.Rn/�N /

�r0 � .A� � zIŒL2.Rn/�N /
�r0
�
2 B1

�
ŒL2.Rn/�N

�
;

r0 2 N; r0 � q0; z 2 CnR: (12.33)

Since q0 is always odd, [185, Theorem 2.2] yields the existence of a spectral shift
function �. � IAC; A�/ for the pair .AC; A�/ satisfying

�. � IAC; A�/ 2 L
1
�
RI
�
1C j�j

��q0�1d�
�

(12.34)

and hence

trŒL2.Rn/�N

�
f .AC/� f .A�/

�
D

Z
R
�.�IAC; A�/d� f

0.�/; f 2C1
0 .R/: (12.35)

While �. � IAC; A�/ in (12.34), (12.35) is not unique, we will select a unique candi-
date using Theorem 12.4 below.

The next result is essentially [40, Theorem 4.7]; due to its importance we repro-
duce the proof here. To prepare the stage, we temporarily go beyond the approxi-
mation AC;` of AC and now introduce the following path of self-adjoint operators
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¹AC.s/ºs2Œ0;1�, in ŒL2.Rn/�N , where

AC.s/ D A� C PsBCPs; dom
�
AC.s/

�
D dom.A�/; s 2 Œ0; 1�; (12.36)

Ps D �Œ�.1�s/�1;.1�s/�1�.A�/; s 2 Œ0; 1/; P1 D IŒL2.Rn/�N ; (12.37)

in particular,

AC.0/ D AC;1 .cf. (12.16) with ` D 1/ and AC.1/ D AC: (12.38)

Theorem 12.4. Assume Hypothesis 12.1 and suppose that

V`;`0 2 W
4n;1.Rn/; 1 � `; `0 � N:

Then there exists a unique spectral shift function �. � IAC; A�/ such that

�. � IAC; A�/ D �
�
� IAC.1/; A�

�
D lim
`!1

�. � IAC;`; A�/ in L1
�
RI .1C j�j/�q0�1d�

�
: (12.39)

Moreover, assume that g 2 L1.RI d�/. Then

lim
`!1

�. � IAC;`; A�/g � �. � IAC; A�/g

L1.RI.1Cj�j/�q0�1d�/

D 0; (12.40)

and hence,

lim
`!1

Z
R
�.�IAC;`; A�/d� h.�/ D

Z
R
�.�IAC; A�/d� h.�/ (12.41)

for all h 2 L1.RI d�/ such that ess: sup�2R jh.�/j.1C j�j/q0C1 <1.

Proof. Since by (12.17), �`.A�/BC�`.A�/ 2 B1

�
ŒL2.Rn/�N

�
, also

AC.s/ � A� D PsBCPs 2 B1

�
ŒL2.Rn/�N

�
; s 2 Œ0; 1/;

and hence there exists a uniques spectral shift function �. � IAC.s/; A�/ for the pair
.AC.s/; A�/ satisfying

�. � IAC.s/; A�/ 2 L
1.RI d�/:

Moreover, in complete analogy to (12.33), the family AC.s/ depends continuously
on s 2 Œ0; 1� with respect to the pseudometric

dq0;z.A;A
0/

D
.A � zIŒL2.Rn/�N /

�q0 � .A0
� zIŒL2.Rn/�N /

�q0


B1.ŒL2.Rn/�N /
(12.42)
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for A;A0 in the set of self-adjoint operators which satisfy for all � 2 iRn¹0º,�
.A � �IŒL2.Rn/�N /

�q0 � .A� � �IŒL2.Rn/�N /
�q0

�
;�

.A0
� �IŒL2.Rn/�N /

�q0 � .A� � �IŒL2.Rn/�N /
�q0

�
2 B1

�
ŒL2.Rn/�N

�
:

Thus, the hypotheses of [40, Theorem 4.7] are satisfied and one concludes the exis-
tence of a unique spectral shift function �. � IAC.s/; A�/ for the pair .AC.s/; A�/

depending continuously on s 2 Œ0; 1� in the space L1
�
RI .1C j�j/�q0�1d�

�
, satisfy-

ing �. � IAC.0/; A�/ D �. � IAC;1; A�/. Taking s D .` � 1/=`, ` 2 N, yields

�. � IAC; A�/ D �. � IAC.1/; A�/ D lim
s"1

�. � IAC.s/; A�/

D lim
`!1

�. � IAC;`; A�/ in L2
�
RI .1C j�j/�q0�1d�

�
:

Hence an appropriate subsequence, again denoted by ¹�. � IAC;`;A�/º`2N , converges
pointwise a.e. to �. � IAC; A�/ as `! 1. Since each �. � IAC;`; A�/ 2 L

1.RI d�/,
` 2 N, is uniquely defined one obtains a unique spectral shift function satisfying
(12.42).

The facts (12.40) and (12.41) are now evident.

In the following we will always employ �. � IAC; A�/ as determined by the lim-
iting relation (12.39) as the spectral shift function for the pair .AC; A�/.

The next result is fundamental, it establishes (12.30) in the limit `! 1.

Theorem 12.5. Assume Hypothesis 12.1 and suppose that

V`;`0 2 W
4n;1.Rn/; 1 � `; `0 � N:

Then,

�.�IH2;H1/ D
1

�

Z �1=2

��1=2

�.�IAC; A�/ d�

.� � �2/1=2
for a.e. � > 0: (12.43)

Proof. We start by multiplying the approximate relation (12.30) by the derivative f 0

of a test function f 2 C1
0 .R/, and integrate to get,Z

R
�.�IH2;`;H1;`/d� f

0.�/ D

Z
Œ0;1/

�.�IH2;`;H1;`/d� f
0.�/

D
1

�

Z
Œ0;1/

d�f 0.�/

Z �1=2

��1=2

�.�IAC;`; A�/ d�

.� � �2/1=2

D
1

�

Z
R
�.�IAC;`; A�/d� F

0.�/; ` 2 N; (12.44)
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where F 0 is defined by

F 0.�/ D

Z 1

�2

d�f 0.�/.� � �2/�1=2; � 2 R: (12.45)

We claim that
F 0

2 C1
0 .R/;

rendering the manipulations leading to (12.44) well defined. Clearly, F 0 2 C0.R/
since f 0 2 C1

0 .R/. To show that F 0 2 C1
0 .R/, it suffices to repeatedly integrate by

parts and allude to the following representations of F 0,

F 0.�/ D

Z 1

�2

d�f 0.�/.� � �2/�1=2

D �2

Z 1

�2

d�f 00.�/.� � �2/1=2

D 2
2

3

Z 1

�2

d�f 000.�/.� � �2/3=2

:::

D ck

Z 1

�2

d�f .k/.�/.� � �2/k�.3=2/ � 2 R; k 2 N; (12.46)

for appropriate constants ck , k 2 N. Thus, (12.44) yields the following,Z
Œ0;1/

�.�IH2;`;H1;`/d�f
0.�/D

1

�

Z
R
�.�IAC;`;A�/d� F

0.�/; `2N; (12.47)

where f 2 C1
0 .R/ was arbitrary, and F 0 2 C1

0 .R/ (depending on f 0) is given by
(12.45) or equivalently, by any of the expressions in (12.46).

It remains to control the limits `! 1 on either side of (12.47): By (12.32), the
left-hand side of (12.47) converges as `! 1,

lim
`!1

Z
Œ0;1/

�.�IH2;`;H1;`/d� f
0.�/ D

Z
Œ0;1/

�.�IH2;H1/d� f
0.�/: (12.48)

For the right-hand side of (12.47) one applies Theorem 12.4, especially, (12.41), and
concludes that

lim
`!1

1

�

Z
R
�.�IAC;`; A�/d� F

0.�/ D
1

�

Z
R
�.�IAC; A�/d� F

0.�/; (12.49)

since by (12.42)

lim
`!1

�. � IAC;`; A�/ � �. � IAC; A�/

L1.RI.1Cj�j/�q0�1d�/

D 0:



Analysis of �. � IH;H0/ and an application to the Witten index 155

Combining (12.47)–(12.49) finally yieldsZ
Œ0;1/

�.�IH2;H1/d� f
0.�/ D

1

�

Z
R
�.�IAC; A�/d� F

0.�/

D
1

�

Z
R
d�f 0.�/

Z �1=2

��1=2

�.�IAC; A�/ d�

.� � �2/1=2
�Œ0;1/.�/; f 2 C1

0 .R/:

An application of the Du Bois–Raymond Lemma (see, e.g., [114, Theorem 6.11]),
thus implies for some constant c 2 R,

�.�IH2;H1/ D
1

�

Z �1=2

��1=2

�.�IAC; A�/ d�

.� � �2/1=2
�Œ0;1/.�/C c for a.e. � 2 R:

Due to our normalization (12.25), c D 0, proving (12.43).

Having established (12.43), we turn to the resolvent regularized Witten index of
the densely defined and closed operator D

A
. We refer to [31, 38, 41–44, 78, 84, 137]

and the references therein for a bit of history on this subject.
Since �.A˙/ D R, in particular, 0 … �.AC/ \ �.A�/,

DA is a non-Fredholm operator:

This follows from the criterion for Fredholm operators established in [43, Theo-
rem 2.6] (which extends to the current setting by replacing the resolvent of A˙ by
appropriate powers of the resolvent in the proof).

In the following we will show that even though D
A

is a non-Fredholm operator,
its Witten index is well defined and expressible in terms of the spectral shift functions
for the pair of operators .H2;H1/ and .AC; A�/.

To introduce an appropriately (resolvent regularized) Witten index of D
A

, we
consider a densely defined, closed operator T in the complex, separable Hilbert space
K and assume that for some k 2 N, and all � < 0�

.T �T � �IK/
�k

� .T T �
� �IK/

�k
�
2 B1.K/:

Then the kth resolvent regularized Witten index of T is defined by

Wk;r.T / D lim
�"0
.��/k trK

�
.T �T � �IK/

�k
� .T T �

� �IK/
�k
�
;

whenever the limit exists. The case k D 1 as well as the approach where resolvents
are replaced by semigroups has been studied in great detail in [43], the extension to
k � 2 was discussed in [44].

It is well known that the (regularized) Witten index is generally not an integer, in
fact, it can take on any real value (cf. [31, 84]). The intrinsic value of Wk;r.T / lies
in its stability properties with respect to additive perturbations, analogous to stability
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properties of the Fredholm index. Indeed, as long as one replaces the familiar relative
compactness assumption on an additive perturbation in connection with the Fredholm
index, by appropriate relative trace class conditions in connection with the resolvent
regularized Witten index, stability of the Witten index was proved in [31] (for k D 1,
see also [45]) and, in connection with the analogous semigroup regularized Witten
index, in [84] (the semigroup approach then yielding stability for Wk;r. � /, k 2 N).

The following result, the first of this kind applicable to non-Fredholm operators
in a partial differential operator setting involving multi-dimensional massless Dirac
operators, then characterizes the Witten index of D

A
in terms of spectral shift func-

tions:

Theorem 12.6. Assume Hypothesis 12.1 and suppose that

V`;`0 2 W
4n;1.Rn/; 1 � `; `0 � N:

Then 0 is a right Lebesgue point of �. � IH2;H1/, denoted by �L.0CIH2;H1/, and

�L.0CIH2;H1/ D
�
�.0CIAC; A�/C �.0�IAC; A�/

�ı
2:

In addition, the resolvent regularized Witten index Wk;r.DA
/ of D

A
exists for all

k 2 N, k � q and equals

Wk;r.DA/ D �L.0CIH2;H1/ D
�
�.0CIAC; A�/C �.0�IAC; A�/

�ı
2

D
�
�.0CIH;H0/C �.0�IH;H0/

�ı
2: (12.50)

Proof. The key new input for the proof is the existence of 0 as a left and right
Lebesgue point of �. � IAC;A�/D �. � IH;H0/. This is established in Theorem 12.2,
in fact, more is proved since left and right limits of �. � IH;H0/ at 0 are shown to exist.
For q D 1, the remaining assertions are proved in [43, Theorem 4.3], the extension to
q � 2 is discussed in [44, Section 7].

The actual computation of the right-hand side of (12.50) in terms of the potential
V is left for a future investigation.



Appendix A

Some remarks on block matrix operators

In this appendix, we collect some useful (and well-known) material on linear oper-
ators in connection with pointwise domination, boundedness, compactness, and the
Hilbert-Schmidt property.

Definition A.1. Let .M I MI �/ be a � -finite, separable measure space, � a non-
negative measure with 0 < �.M/ � 1, and consider the linear operators A; B 2

B
�
L2.M I d�/

�
. Then B pointwise dominates A

if for all f 2 L2.M I d�/;
ˇ̌
.Af /. � /

ˇ̌
�
�
Bjf j

�
. � / � � a.e. on M: (A.1)

For a linear block operator matrix T D ¹Tj;kº1�j;k�N , N 2 N, in the Hilbert
space ŒL2.M Id�/�N (where ŒL2.M Id�/�N D L2.M Id�ICN /), we recall that T 2

B2.ŒL
2.M Id�/�N / if and only if Tj;k 2 B2.L

2.M Id�//, 1 � j; k � N . Moreover,
we recall that (cf. e.g., [27, Theorem 11.3.6])

kT k2
B2.L2.M Id�/N /

D

Z
M�M

d�.x/ d�.y/
T .x; y/2

B2.CN /

D

Z
M�M

d�.x/ d�.y/

NX
j;kD1

ˇ̌
Tj;k.x; y/

ˇ̌2
D

NX
j;kD1

Z
M�M

d�.x/ d�.y/
ˇ̌
Tj;k.x; y/

ˇ̌2
D

NX
j;kD1

kTj;kk
2
B2.L2.M Id�//

; (A.2)

where, in obvious notation, T . � ; � / denotes the N � N matrix-valued integral ker-
nel of T in ŒL2.M I d�/�N , and Tj;k. � ; � / represents the integral kernel of Tj;k in
L2.M I d�/, 1 � j; k � N .

In addition, employing the fact that for any N �N matrix D 2 CN�N ,

kDkB.CN / � kDkB2.CN / � N 1=2
kDkB.CN /; (A.3)

one also obtains

kT k2
B2.L2.M Id�/N /

� N

Z
M�M

d�.x/ d�.y/
T .x; y/2

B.CN /
: (A.4)
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More generally, for H a complex separable Hilbert space and T D¹Tj;kº1�j;k�N ,
N 2 N, a block operator matrix in HN , one confirms that

T 2 B.HN /
�
resp., T 2 Bp

�
HN

�
; p 2 Œ1;1/ [ ¹1º

�
if and only if for each 1 � j; k � N; Tj;k 2 B.H /�
resp., Tj;k 2 Bp

�
HN

�
; p 2 Œ1;1/ [ ¹1º

�
: (A.5)

In other words, for membership of T in B
�
HN

�
or Bp

�
HN

�
, p 2 Œ1;1/ [ ¹1º,

it suffices to focus on each of its matrix elements Tj;k , 1 � j; k � N . (For necessity
of the last line in (A.5) it suffices to multiply T from the left and right by N � N

diagonal matrices with IH on the j th and kth position, resp., to isolate Tj;k and
appeal to the ideal property. For sufficiency, it suffices to write T as a sum of N 2

terms with Tj;k at the j; kth position and zeros otherwise.)
The next result is useful in connection with Chapters 5 and 6.

Theorem A.2. Let N 2 N and suppose that T1; T2 are linear N �N block operator
matrices defined on ŒL2.M Id�/�N , such that for each 1� j;k �N , T2;j;k pointwise
dominates T1;j;k . Then the following items (i)–(iii) hold:

(i) If T2 2 B.ŒL2.M I d�/�N / then T1 2 B.ŒL2.M I d�/�N / and

kT1kB.ŒL2.M Id�/�N / � kT2kB.ŒL2.M Id�/�N /: (A.6)

(ii) If T2 2 B1.ŒL
2.M I d�/�N / then T1 2 B1.ŒL

2.M I d�/�N / and

kT1kB.ŒL2.M Id�/�N / � kT2kB.ŒL2.M Id�/�N /: (A.7)

(iii) If T2 2 B2.ŒL
2.M I d�/�N / then T1 2 B2.ŒL

2.M I d�/�N / and

kT1kB2.ŒL2.M Id�/�N / � kT2kB2.ŒL2.M Id�/�N /: (A.8)

Proof. For item (ii) we refer to [51, 130] (see also [113]) combined with (A.5) as we
will not use it in this manuscript. While the proofs of items (i) and (iii) are obviously
well known, we briefly recall them here as we will be using these facts in Chap-
ters 5 and 6. Starting with item (i), we introduce the notation f D .f1; : : : ; fN / 2

ŒL2.M I d�/�N and jf j D .jf1j; : : : ; jfN j/ 2 ŒL
2.M I d�/�N and compute,

kT1f k
2
ŒL2.M Id�/�N

D

NX
jD1

.T1f /j2L2.M Id�/

D

NX
jD1

�
.T1f /j ; .T1f /j

�
L2.M Id�/

D

NX
jD1

ˇ̌̌̌ NX
k;`D1

.T1;j;kfk; T1;j;`f`/L2.M Id�/

ˇ̌̌̌
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�

NX
jD1

NX
k;`D1

ˇ̌
.T1;j;kfk; T1;j;`f`/L2.M Id�/

ˇ̌
�

NX
jD1

NX
k;`D1

�
jT1;j;kfkj; jT1;j;`f`j

�
L2.M Id�/

�

NX
jD1

NX
k;`D1

�
T2;j;kjfkj; T2;j;`jf`j

�
L2.M Id�/

D

NX
jD1

��
T2jf j

�
j
;
�
T2jf j

�
j

�
L2.M Id�/

D
T2jf j2ŒL2.M Id�/�N

� kT2k
2
B.L2.M Id�/N /

jf j2
ŒL2.M Id�/�N

D kT2k
2
B.L2.M Id�/N /

kf k2
ŒL2.M Id�/�N

; (A.9)

implying item (i). For item (iii) we recall from [159, Theorem 2.13] that T1;j;k 2

B2.L
2.M I d�//, 1 � j; k � N , and kT1;j;kkB2.L2.M Id�// � kT2;j;kkB2.L2.M Id�//,

1 � j; k � N , and hence by (A.2),

kT1k
2
B2.ŒL2.M Id�/�N /

D

NX
j;kD1

kT1;j;kk
2
B2.L2.M Id�//

�

NX
j;kD1

kT2;j;kk
2
B2.L2.M Id�//

D kT2k
2
B2.ŒL2.M Id�/�N /

: (A.10)

Remark A.3. We complete this appendix with the observation that the subordination
assumption j.Af /. � /j � .Bjf j/. � / �-a.e. onM , if A and B are integral operators in
L2.M Id�/ with integral kernels A. � ; � / and B. � ; � /, respectively, is implied by the
condition jA. � ; � /j � B. � ; � / �˝ �-a.e. on M �M sinceˇ̌

.Af /.x/
ˇ̌
D

ˇ̌̌̌ Z
M

d�.y/A.x; y/f .y/

ˇ̌̌̌
�

Z
M

d�.y/
ˇ̌
A.x; y/

ˇ̌ˇ̌
f .y/

ˇ̌
�

Z
M

d�.y/B.x; y/
ˇ̌
f .y/

ˇ̌
D
�
Bjf j

�
.x/ for a.e. x 2M: (A.11)

In fact, the converse is true as well as shown next in a concrete situation. ˘

Lemma A.4. Let� � Rn open, n 2 N, suppose .�;†; d�/ represents the standard
Lebesgue measure on � (i.e., d� D dnx), and denote the Lebesgue measure of a set
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S 2 † by jS j. Consider bounded, linear integral operators A;B 2 B.L2.�I dnx//,
with integral kernels A. � ; � / and B. � ; � /, respectively. Then

B pointwise dominates A, that is;ˇ̌
.Af /. � /

ˇ̌
�
�
Bjf j

�
. � / � -a.e. on � for all f 2 L2.�I dnx/; (A.12)

if and only ifˇ̌
A. � ; � /

ˇ̌
� B. � ; � / � ˝ � -a.e. on � ��: (A.13)

Proof. That (A.13) implies (A.12) has just been shown in (A.11).
To prove the converse, suppose (A.12) holds. Since the operators A and B are

bounded operators on L2.�Idnx/, it follows from Tonelli’s theorem that the integral
kernels A. � ; � / and B. � ; � / are locally integrable functions on � �� (with respect
to � ˝ � ).

Let x;y 2� be arbitrary and let ˛ 2 Q. For " > 0 consider the open ball B".x/�
� of radius " with the center at x 2�. The fact f";x D �B".x/.�/ 2 L

2.�I dnx/ and
assumption (A.12) imply thatˇ̌̌̌ Z

B".x/

dnx0A.x0; y/

ˇ̌̌̌
D
ˇ̌
.Af";x/.y/

ˇ̌
�
�
Bjf";xj

�
.y/

�

Z
B".x/

dnx0 B.x0; y/;

for � -a.e. y 2 �. Since Re
�
ei˛z

�
� jzj for all z 2 C, it follows thatZ

B".x/

dnx0 Re
�
ei˛A.x0; y/

�
�

Z
B".x/

dnx0 B.x0; y/; (A.14)

for � -a.e. y 2 �. Integrating inequality (A.14) over the ball B".y/ impliesZ
B".y/

dny0

Z
B".x/

dnx0 Re
�
ei˛A.x0; y0/

�
�

Z
B".y/

dny0

Z
B".x/

dnx0 B.x0; y0/:

Since A. � ; � / and B. � ; � / are locally integrable functions, an application of Fubini’s
theorem yields

1

jB".�/j2

Z
B".x/�B".y/

d.� ˝ �/.x0; y0/ Re
�
ei˛A.x0; y0/

�
�

1

jB".�/j2

Z
B".x/�B".y/

d.� ˝ �/.x0; y0/ B.x0; y0/: (A.15)

Moreover, since both A. � ; � / and B. � ; � / are locally integrable functions, it follows
that almost every point .x; y/ 2 � � � is a Lebesgue point for B. � ; � / and for
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Re
�
ei˛A. � ; � /

�
. Hence, letting " ! 0 in inequality (A.15), one infers that for any

˛ 2 Q
Re
�
ei˛A.x; y/

�
� B.x; y/;

for � ˝ � -a.e. .x; y/ 2 � ��. Taking the supremum over all ˛ 2 Q, one obtainsˇ̌
A.x; y/

ˇ̌
� B.x; y/;

for � ˝ � -a.e. .x; y/ 2 � ��, proving (A.13).





Appendix B

Asymptotic results for Hankel functions

In this appendix we collect asymptotic results for Hankel functions in the regions of
large and small arguments. To set the stage, we recall some details on the analytic
behavior of H .1/

� . � / (cf. [1, pp. 358–360]):

H .1/
� .�/ D J�.�/C iY�.�/; � 2 C; � 2 Cn¹0º; (B.1)

J�.�/ D .�=2/�
X
k2N0

�
kŠ�.� C k C 1/

��1
.�1/k.�=2/2k; (B.2)

Y�.�/ D
�

sin.��/
��1�

J�.�/ cos.��/ � J��.�/
�
; (B.3)

Yn.�/ D ���1.�=2/�n
n�1X
kD0

ŒkŠ��1
�
.n � k � 1/Š

�
.�=2

�2k
C 2��1Jn.�/ ln.�=2/

� ��1.�=2/n
X
k2N0

�
 .k C 1/C  .nC k C 1/

�
�
�
kŠ.nC k/Š

��1
.�1/k.�=2/2k; n 2 N; (B.4)

Y0.�/ D
2

�
¹ln.�=2/C E�M ºJ0.�/ �

2

�

1X
kD1

� kX
`D1

1

`

�
.�4/�k�2k

.kŠ/2
; (B.5)

J�n.�/ D .�1/nJn.�/; Y�n.�/ D .�1/nYn.�/; n 2 N;

H .1/
�� .�/ D ei��H .1/

� .�/; (B.6)

where (cf. [1, p. 256])

 .�/ D � 0.�/=�.�/;  .1/ D �E�M ;  .`/ D �E�M C

`�1X
kD1

k�1; (B.7)

and

E�M WD lim
m!1

�
� ln.m/C

mX
kD1

k�1
�
D 0:5772156649 : : : (B.8)

denotes the Euler–Mascheroni constant (cf. [1, p. 255]). We also recall the asymptotic
behavior (cf. [1, p. 360], [99, pp. 723–724])

H
.1/
0 .�/ D

�!0
�2Cn¹0º

.2i=�/ ln.�/CO
�ˇ̌

ln.�/
ˇ̌
j�j2

�
; (B.9)
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H .1/
� .�/ D

�!0
�2Cn¹0º

�.i=�/2��.�/���

C

´
O
�
j�jmin.�;��C2/

�
; � … N;

O
�ˇ̌

ln.�/
ˇ̌
j�j�

�
CO.���C2/; � 2 N;

Re.�/ > 0; (B.10)

H .1/
� .�/ D

�!1
.2=�/1=2��1=2eiŒ��.��=2/�.�=4/�; � � 0; Im.�/ � 0: (B.11)

B.1 Asymptotics of H
.1/
� .�/ as j�j ! 1

Hypothesis B.1. Let � 2 C with Re.� C .1=2// > 0.

Assuming Hypothesis B.1, the Hankel function H .1/
� . � / permits the following

representation (cf., e.g., [88, Equation 8.421.9], [181, Equation 6.12(3)])

H .1/
� .�/

D

�
2

��

�1=2
eiŒ��.�=2/��.�=4/�

�.� C .1=2//

Z 1

0

du e�uu��.1=2/
�
1C

iu

2�

���.1=2/
; (B.12)

where Re.�C .1=2// > 0 and ��=2 < arg.�/ < 3�=2. We will derive the asymptotic
behavior of H .1/

� .�/ as j�j ! 1 closely following the presentation given in [181,
Section 7.2].

The factor in parentheses in the integrand in (B.12) may be expanded for any
p 2 N according to�

1C
iu

2�

���.1=2/
D

p�1X
mD0

�
.1=2/ � �

�
m

mŠ

�
u

2i�

�m
C

�
.1=2/ � �

�
p

.p � 1/Š

�
u

2i�

�p Z 1

0

dt .1 � t /p�1
�
1 �

ut

2i�

���p�.1=2/
; (B.13)

where we have employed the Pochhammer symbol,

.a/n D
�.aC n/

�.a/
; n 2 N; a 2 Cn¹0;�1;�2;�3; : : :º:

We shall assume for convenience that p 2 N is chosen sufficiently large to guarantee
that Re.� � p � .1=2// � 0, and we will comment on how to remove this restriction
later. Next, fix an angle ı 2 .0; �=2/ which satisfiesˇ̌

arg.�/ � .�=2/
ˇ̌
� � � ı:

With ı so chosen, one infersˇ̌̌̌
1 �

ut

2i�

ˇ̌̌̌
� sin.ı/;

ˇ̌̌̌
arg

�
1 �

ut

2i�

�ˇ̌̌̌
< �;
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for all t 2 Œ0; 1� and all u 2 .0;1/. In particular,ˇ̌̌̌�
1 �

ut

2i�

���p�.1=2/ ˇ̌̌̌
� e�j Im.�/j� sin.ı/

�Re.��p�.1=2//
DW C�;p;ı ; (B.14)

where C�;p;ı is independent of �. Using the expansion (B.13) in (B.12), one obtains

H .1/
� .�/ D

�
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eiŒ��.�=2/��.�=4/�
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� C .1=2/
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u
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�m
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p

.p � 1/Š

�
u
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0
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ut
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���p�.1=2/#
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eiŒ��.�=2/��.�=4/�
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p�1X
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�
p

.p � 1/Š
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0

du e�uu��.1=2/
�
u

2i�

�p
�
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0

dt .1 � t /p�1
�
1 �

ut

2i�

���p�.1=2/#

D

�
2
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�1=2
eiŒ��.�=2/��.�=4/�

"
p�1X
mD0

�
.1=2/��

�
m

�
�C.1=2/

�
m

mŠ.2i�/m
CR.1/�;p.�/

#
;

(B.15)

where

R.1/�;p.�/ WD

�
.1=2/ � �

�
p

.p � 1/Š�
�
� C .1=2/

�
�

Z 1

0

du e�uu��.1=2/
�
u

2i�

�p Z 1

0

dt .1 � t /p�1
�
1 �

ut

2i�

���p�.1=2/
:

(B.16)

One observes thatˇ̌
R.1/�;p.�/

ˇ̌
�

C�;p;ı

.p � 1/Š

ˇ̌̌̌ �
.1=2/ � �

�
p

�
�
� C .1=2/

�
.2i�/p

ˇ̌̌̌� Z 1

0

dt .1 � t /p�1
�� Z 1

0

e�uju�Cp�.1=2/j du

�
D zC�;p;ı j�j

�p: (B.17)
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As a consequence of (B.15), (B.16), and (B.17), one infers that for any fixed ı 2
.0; �=2/,

H .1/
� .�/

D
j� j!1

�
2

��

�1=2
eiŒ��.�=2/��.�=4/�

"
p�1X
mD0

�
.1=2/ � �

�
m

�
�C.1=2/

�
m

mŠ.2i�/m
CO

�
j�j�p

�#
;ˇ̌

arg.�/ � .�=2/
ˇ̌
� � � ı: (B.18)

To obtain similar expansions when Re.� � p � .1=2// > 0, one chooses q 2 N
so large that Re.� � q � .1=2// < 0, which requires p < q. Then (B.15), (B.16),
(B.17), and (B.18) hold with p replaced by q. In particular, by (B.15), for any fixed
ı 2 .0; �=2/,

H .1/
� .�/

D

�
2

��

�1=2
eiŒ��.�=2/��.�=4/�

"
q�1X
mD0

..1=2/ � �/m.� C .1=2//m

mŠ.2i�/m
CR.1/�;q.�/

#

D

�
2

��

�1=2
eiŒ��.�=2/��.�=4/�

"
p�1X
mD0

..1=2/ � �/m.� C .1=2//m

mŠ.2i�/m
C zR.1/�;q.�/

#
;ˇ̌

arg.�/ � .�=2/
ˇ̌
� � � ı; (B.19)

where

zR.1/�;p;q.�/ D

q�1X
mDp

�
.1=2/ � �

�
m

�
� C .1=2/

�
m

mŠ.2i�/m
CR.1/�;q.�/: (B.20)

The following lemma provides sufficient conditions for the differentiability of an
integral depending on a complex parameter.

Lemma B.2 ([119]). Let .X;M; �/ be a measure space, let G � C be an open set,
and let f W G �X ! C be a function which satisfies the following conditions:

(i) f .�; � / is M-measurable for every � 2 G,
(ii) f . � ; x/ is holomorphic in G for every x 2 X , and
(iii)

R
X
d� jf . � ; x/j is locally bounded; that is, for every �0 2 G, there exists

".�0/ > 0 such that

sup
�2G

j���0j�".�0/

Z
X

d�
ˇ̌
f .�; x/

ˇ̌
<1:

Then
R
X
d�f . � ; x/ is holomorphic in G and

dn

d�n

Z
X

d�f .�; x/ D

Z
X

d�
@n

@�n
f .�; x/ in G for every n 2 N.
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Proposition B.3. Assume Hypothesis B.1. Let p 2 N, u 2 .0;1/, and suppose
Re.� � p � .1=2// � 0. If

�0 WD
®
� 2 C j

ˇ̌
arg.�/ � .�=2/

ˇ̌
< �

¯
; (B.21)

then the function au;p;� W �0 ! C defined by

au;p;�.�/ D

Z 1

0

dt .1 � t /p
�
1 �

ut

2i�

���p�.1=2/
; � 2 �0; (B.22)

is analytic in �0 and

dn

d�n
au;p;�.�/ D

Z 1

0

dt .1 � t /p
@n

@n�

�
1 �

ut

2i�

���p�.1=2/
; � 2 �0: (B.23)

Proof. Let p 2 N, u 2 .0;1/, � 2 C with Re.� � p � .1=2//� 0. It suffices to apply
Lemma B.2 to the function

fu;p;�.�; t/ D .1 � t /p
�
1 �

ut

2i�

���p�.1=2/
; � 2 �0; t 2 .0; 1/: (B.24)

Of course, (B.24) defines a function which is Lebesgue measurable for each � 2 �0
and analytic in �0 for every t 2 .0; 1/. Therefore, it remains to verify condition (iii)
in Lemma B.2. To this end, let �0 2 �0. Choose ı 2 .0; �=2/ such that

�0 2 �ı WD
®
� 2 C j

ˇ̌
arg.�/ � .�=2/

ˇ̌
< � � ı

¯
:

By (B.14), one then infersˇ̌
au;p;�.�/

ˇ̌
D

ˇ̌̌̌ Z 1

0

dt fu;p;�.�; t/

ˇ̌̌̌
�

Z 1

0

dt
ˇ̌
fu;p;�.�; t/

ˇ̌
�
C�;p;ı

p
; �2�ı : (B.25)

In particular, choosing ".�0/ 2 .0; 1/ so small that®
� 2 C j j� � �0j < ".�0/

¯
� �ı ;

one concludes

sup
�2�0

j���0j<".�0/

ˇ̌̌̌ Z 1

0

dt fu;p;�.�; t/

ˇ̌̌̌
<1:

Therefore, condition (iii) in Lemma B.2 holds, and it follows that au;p;� is analytic
in �0.

Proposition B.4. Assume Hypothesis B.1, let p 2 N, and let �0 be defined as in
(B.21). The following statements hold:

(i) If Re.� � p � .1=2// � 0, then the function R.1/�;p W �0 ! C defined by (B.16)
is analytic in �0.

(ii) If Re.� �p� .1=2// > 0, then the function zR
.1/
�;p;q W�0!C defined by (B.20)

is analytic in �0 for every q 2 N such that Re.� � q � .1=2// < 0.
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Proof. Let p 2N and suppose Re.� �p � .1=2//� 0. We begin with the proof of (i).
It suffices to show that the function bp;� W �0 ! C defined by (cf. (B.22))

bp;�.�/ D

Z 1

0

du e�uupC��.1=2/
Z 1

0

dt .1 � t /p�1
�
1 �

ut

2i�

���p�.1=2/
D

Z 1

0

du e�uupC��.1=2/au;p;�.�/; � 2 �0; (B.26)

is analytic in �0. The function e�uupC��.1=2/au;p;�.�/ is a measurable function of
u 2 .0;1/ for each � 2�0 and is, by Proposition B.3, an analytic function of � 2�0
for each u 2 .0;1/. Therefore, by Lemma B.2, it suffices to prove that for each
�0 2 �0, there exists ".�0/ 2 .0;1/ such that

sup
�2�0

j���0j<".�0/

ˇ̌̌̌ Z 1

0

du e�uupC��.1=2/au;p;�.�/

ˇ̌̌̌
<1: (B.27)

To this end, let �0 2 �0. Choose ı 2 .0; �=2/ such that

�0 2 �ı WD
®
� 2 C j

ˇ̌
arg.�/ � .�=2/

ˇ̌
< � � ı

¯
:

An application of (B.25) yields the following estimate:ˇ̌̌̌ Z 1

0

du e�uupC��.1=2/au;p;�.�/

ˇ̌̌̌
�
C�;p;ı

p

Z 1

0

du e�uuRe.pC��.1=2//

D
C�;p;ı

p
�
�
Re
�
p C � C .1=2/

��
; � 2 �ı :

Thus, one obtains (B.27) by choosing ".�0/ 2 .0; 1/ so small that®
� 2 C j j� � �0j < ".�0/

¯
� �ı :

Finally, to prove item (ii), suppose that Re.� � p � .1=2// > 0 and q 2 N with
Re.� � q � .1=2// < 0. The first term on the right-hand side in (B.20) is analytic
in Cn¹0º, while the second term on the right-hand side in (B.20) is analytic in �0 by
the statement in (i). Hence, the statement in (ii) follows from the subspace property
of analytic functions.

Remark B.5. Of course, analyticity of R.1/�;p (resp., zR
.1/
�;p;q) follows immediately

from (B.15) (resp., (B.19)). However, the proof of Proposition B.4 shows that the �-
derivatives of R.1/�;p may be computed by differentiating under the integrals in (B.16).
In fact, as a consequence of (B.23) and the proof of Proposition B.4, one infers that
under the assumptions of Proposition B.4,

@n

@n�
bp;�.�/D

Z 1

0

due�uupC��.1=2/
Z 1

0

dt .1� t /p�1
@n

@n�

�
1�

ut

2i�

���p�.1=2/
;

� 2 �0; n 2 N: (B.28)
˘
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In order to state the next result, we introduce zO-notation. Recall that if � � C
and f; g W �! C, then one writes

f .�/ D O
�
g.�/

�
; � 2 �;

if and only if there exists a constant C 2 .0;1/ (independent of � 2 �) such thatˇ̌
f .�/

ˇ̌
� C

ˇ̌
g.�/

ˇ̌
; � 2 �:

One writes
f .�/ D zO

�
g.�/

�
; � 2 �;

if and only if for each n 2 N0,

dnf

d�n
D O

�
dng

d�n

�
; � 2 �: (B.29)

It is understood that the constant corresponding to (B.29) will, in general, depend on
n 2 N0.

The principal asymptotic result for H .1/
� .�/ as j�j ! 1 can be summarized as

follows:

Lemma B.6. Assume Hypothesis B.1 holds. If ı 2 .0; �=2/, then

H .1/
� .�/ D ei�!�.�/; � 2 �ı ;

where

!�.�/ D
j� j!1

zO
��
1C j�j

��1=2�
; � 2 �ı \

®
z 2 C j jzj � 1

¯
: (B.30)

Proof. Assume Hypothesis B.1 holds. We distinguish two cases: Re.� � .3=2// � 0

and Re.� � .3=2// > 0. If Re.� � .3=2// � 0, then one may take p D 1 in (B.15) to
obtain

H .1/
� .�/D

�
2

��

�1=2
eiŒ��.�=2/��.�=4/�

�
1CR

.1/
�;1.�/
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Dei�!�.�/; �2�ı ;
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�1=2
eiŒ�.�=2/��.�=4/�

�
1CR
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�;1.�/

�
; � 2 �ı : (B.31)

It remains to prove !�. � / defined by (B.31) satisfies (B.30). To prove this, it suffices
to show that

��1=2
�
1CR

.1/
�;1.�/

�
D

j� j!1

zO
��
1C j�j

��1=2�
; � 2�ı \

®
z 2 C j jzj � 1

¯
I (B.32)
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that is,
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d�n
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1C j�j

��1=2�
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� 2 �ı \
®
z 2 C j jzj � 1

¯
; n 2 N0: (B.33)

For nD 0, the relation in (B.33) follows immediately from (B.17). To treat the deriva-
tives in (B.33), one differentiates under the integrals in (B.16). For simplicity, we only
treat the case n D 1 and omit the details for n � 2. One computes

d
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��1=2
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¯
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To obtain the final equality in (B.34), one applies (B.14) to bound the two (�-depen-
dent) integrals with respect to t 2 .0;1/. This settles the case when Re.� � .3=2//� 0.

If Re.� � .3=2// > 0, one chooses q 2 N such that Re.� � q � .1=2// < 0. Then

H .1/
� .�/D
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eiŒ��.�=2/��.�=4/�
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1C zR
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Then, as a consequence of (B.20) and (B.32), one obtains

��1=2
�
1C zR
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zO
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1C j�j

��1=2�
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®
z 2 C j jzj � 1

¯
:

B.2 Asymptotics of H
.1/
� .�/ as j�j ! 0

Since the asymptotics derived here will be applied to Dirac operators, we only con-
sider � 2 Œ0;1/ from this point on. We distinguish two cases:

(i) � 2 .0;1/nN,

and

(ii) � 2 N0.
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Case (i): � 2 .0;1/nN. In this case, one has the following representation for H .1/
�

in terms of Bessel functions:

H .1/
� .�/ D

�
1C i cot.��/

�
J�.�/ � i

�
sin.��/

��1
J��.�/; � 2 C:

Repeated term-by-term differentiation of the series representations for J˙� re-
veals
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As a result,
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1CO
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��
; j�j � 1; k 2 N0;

which settles Case (i).

Case (ii): � 2 N0. Since � is a nonnegative integer, we write

Qn WD � 2 N0:

First, we treat the case Qn 2 N. Then,

JQn.�/ D

1X
mD0
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mŠ. QnCm/Š
.�=2/2mCQn; � 2 C; (B.35)

and

YQn.�/ D �
1

�
.�=2/�Qn

Qn�1X
mD0

. Qn �m � 1/Š

mŠ
.�=2/2m C

2

�
ln.�=2/JQn.�/

�
1

�
.�=2/Qn

1X
mD0

�
 .mC 1/C  . QnCmC 1/

� .�1/m

mŠ. QnCm/Š
.�=2/2m

DW Y1;Qn.�/C Y2;Qn.�/C Y3;Qn.�/; � 2 Cn¹0º:

Repeated differentiation of the series representation for JQn yields

dk

d�k
JQn.�/ D

j� j!0

. Qn/k

2k QnŠ
.�=2/Qn�k

�
1CO

�
j�j2

��
; j�j � 1; k 2 N \ Œ0; Qn�; (B.36)
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and

dk

d�k
JQn.�/ D

j� j!0

8<:
.�1/.k�Qn/=2kŠ

2k..k�Qn/=2/Š..kCQn/=2/Š

�
1CO

�
j�j2

��
; QnCk even;

.�1/.k�QnC1/=2.kC1/Š

2kC1..k�QnC1/=2/Š..kCQnC1/=2/Š
�
�
1CO

�
j�j2

��
; QnCk odd;

j�j � 1; k 2 N \ . Qn;1/: (B.37)

Repeated differentiation of Y1;Qn yields

dk

d�k
Y1;Qn.�/ D

j� j!0
���1

�
dk

d�k

�
.�=2/�Qn

���
1CO

�
j�j2

��
D

j� j!0
�
.�Qn/k

2k�
.�=2/�Qn�k

�
1CO

�
j�j2

��
; j�j � 1; k 2 N0: (B.38)

In view of (B.35),

Y2;Qn.�/ D
j� j!0

2

� QnŠ
ln.�=2/.�=2/Qn C zO

�
� QnC2 ln.�/

�
; j�j � 1: (B.39)

Differentiation of the series representation of Y3;Qn yields

dk

d�k
Y3;Qn.�/ D

j� j!0
�
1

�

�
 . QnC 1/ � 

�
. Qn/k

2k QnŠ
.�=2/Qn�k

�
1CO

�
j�j2

��
;

j�j � 1; k 2 N \ Œ0; Qn�; (B.40)

and

dk

d�k
Y3;Qn.�/

D
j� j!0

8̂̂̂̂
<̂̂
ˆ̂̂̂:
�
1
�
Œ .Œ.k�Qn/=2�C1/C .Œ.kCQn/=2�C1/�.�1/.k�Qn/=2kŠ
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�
1CO

�
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��
;
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�
1
�
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�
�
1CO

�
j�j2

��
;

QnC k odd;

j�j � 1; k 2 N \ . Qn;1/: (B.41)

In the remaining case Qn D 0, one obtains (cf., e.g., [66, (11) and (12)])

J0.�/ D
j� j!0

1CO.�2/; j�j � 1; (B.42)

with

dk

d�k
J0.�/ D

j� j!0

8<:
.�1/k=2kŠ

2k Œ.k=2/Š�2

�
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�
j�j2

��
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2kC1Œ..kC1/=2/Š�2
�
�
1CO

�
j�j2

��
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j�j�1; k2N; (B.43)
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and
Y0.�/ D

j� j!0

2

�
ln.�=2/C

2

�
C zO

�
�2 ln.�/

�
; j�j � 1: (B.44)

Finally, to obtain expressions for the derivatives of H .1/

Qn
, one applies the repre-

sentation
H
.1/

Qn
.�/ D JQn.�/C iYQn.�/; � 2 Cn¹0º; Qn 2 N0:

If Qn 2 N, then
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��
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�
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Asymptotic results for Hankel functions 174

In the case Qn D 0,

dk

d�k
H
.1/
0 .�/ D

j� j!0

.�1/k=2kŠ

2k
�
.k=2/Š

�2 �1CO
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H
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��
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2

�

�
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d�k

�
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j�j � 1; k 2 N; k odd:



Appendix C

Expansions and estimates of the free Dirac Green’s
matrix

In this chapter, we investigate the behavior of the Green’s function (5.9) of the mass-
less Dirac operator and certain of its partial derivatives with respect to the energy
parameter z 2 CnR. Throughout, we assume that n 2 Nn¹1º.

By (5.9),

G0.zI x; y/ D i2�1�.n=2/�1�.n=2/zn=2jx � yj1�.n=2/H
.1/

.n=2/�1

�
zjx � yj

�
IN

� 2�1�.n=2/�1�.n=2/zn=2jx � yj1�.n=2/H
.1/

n=2

�
zjx � yj

�
˛ �
.x � y/

jx � yj
;

z 2 CC; x; y 2 Rn; x ¤ y; n 2 N; n � 2: (C.1)

Due to the distinct difference in the behavior of the Hankel function H .1/
� for integer

and fractional values of �, we treat separately the cases where: Case (I) n is odd,
Case (II) n 2 Nn¹2º is even, and Case (III) n D 2.

Case (I). If n2N is odd, thenH .1/

.n=2/�1
andH .1/

n=2
are fractional (half-integer) Hankel

functions. Applying the identity (cf., e.g., [1, Equation 9.1.3])

H .1/
� .�/ D i

�
sin.��/

��1�
e���iJ�.�/ � J��.�/

�
; � 2 C; � 2 Cn¹0º; (C.2)

one obtains

H
.1/

.n=2/�1
.�/ D i

�
sin
��
.n=2/ � 1

�
�
���1�

e�..n=2/�1/�iJ.n=2/�1.�/ � J�.n=2/C1.�/
�

D i.�1/.nC1/=2
�
� i.�1/.nC1/=2J.n=2/�1.�/ � J�.n=2/C1.�/

�
D .�1/nC1J.n=2/�1.�/ � i.�1/

.nC1/=2J�.n=2/C1.�/

D J.n=2/�1.�/ � i.�1/
.nC1/=2J�.n=2/C1.�/: (C.3)

Similarly,

H
.1/

n=2
.�/ D i

�
sin..n=2/�/

��1�
e�n�i=2Jn=2.�/ � J�n=2.�/

�
D i.�1/.n�1/=2

�
� i.�1/.n�1/=2Jn=2.�/ � J�n=2.�/

�
D .�1/n�1Jn=2.�/C i.�1/.nC1/=2J�n=2.�/

D Jn=2.�/C i.�1/.nC1/=2J�n=2.�/: (C.4)
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The series representation for J�.�/ in (B.2) then yields the following expansion:

G0.zI x; y/ D i2�n�1�.n=2/
1X
kD0

.�4/�kz2kCn�1jx � yj2k

kŠ �..n=2/C k/
IN

C 4�1.�1/.nC1/=2�1�.n=2/jx � yj2�n
1X
kD0

.�4/�kz2kC1jx � yj2k

kŠ �.�.n=2/C k C 2/
IN

� 2�1�n�1�.n=2/jx � yj

1X
kD0

.�4/�kz2kCnjx � yj2k

kŠ �..n=2/C k C 1/
˛ �
.x � y/

jx � yj

� i2�1.�1/.nC1/=2�1�.n=2/jx�yj1�n
1X
kD0

.�4/�kz2kjx � yj2k

kŠ �.�.n=2/CkC1/
˛ �
.x�y/

jx�yj
: (C.5)

The identity in (C.5) implies

G0.zI x; y/ D �
i.�1/.nC1/=2�1�.n=2/

2�
�
1 � .n=2/

� jx � yj1�n
�
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj

C
.�1/.nC1/=2�1�.n=2/

4�
�
2 � .n=2/

� jx � yj2�nz
�
1CO

�
z2jx � yj2

��
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C
i�1�.n=2/

2n�.n=2/
zn�1

�
1CO

�
z2jx � yj2

��
IN

�
�1�.n=2/

21Cn�
�
1C .n=2/

� jx � yjzn
�
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj
;

as z ! 0; z 2 CCn¹0º; x; y 2 Rn; x ¤ y; n 2 Nn¹1º odd: (C.6)

One notes that (C.6) implies, together with the identity,

�.1 � z/�.z/ D
�

sin.�z/
; z 2 CnZ;

that

lim
z!0;

z2CCn¹0º

G0.zI x; y/ D �
i.�1/.nC1/=2�1�.n=2/

2�.1 � .n=2//
jx � yj1�n˛ �

.x � y/

jx � yj

D �
i.�1/.nC1/=2�1�.n=2/

2 sin.n�=2/
�.n=2/jx � yj1�n˛ �

.x � y/

jx � yj

D i2�1��n=2�.n=2/˛ �
.x � y/

jx � yjn
;

x; y 2 Rn; x ¤ y; n 2 Nn¹1º odd;

consistent with (5.10).
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Partial derivatives ofG0.zIx;y/with respect to z may be computed by differenti-
ating the series representations in (C.5) term-by-term. For n 2 Nn¹1º odd and r 2 N
with 1 � r � n, one obtains

@r

@zr
G0.zI x; y/

D i2�n�1�.n=2/
1X

kDın.r/

.�4/�k.2k C n � 1/Š z2kCn�1�r jx � yj2k

kŠ .2k C n � 1 � r/Š �
�
.n=2/C k
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C 4�1.�1/.nC1/=2�1�.n=2/jx � yj2�n

�

1X
kDk�.r/

.�4/�k.2k C 1/Š z2kC1�r jx � yj2k

kŠ .2k C 1 � r/Š �
�
� .n=2/C k C 2

�IN
� 2�1�n�1�.n=2/jx � yj

1X
kD0

.�4/�k.2k C n/Š z2kCn�r jx � yj2k

kŠ .2k C n � r/Š �
�
.n=2/C k C 1

� ˛ �
.x � y/

jx � yj

� i2�1.�1/.nC1/=2�1�.n=2/jx � yj1�n

�

1X
kDkC.r/

.�4/�k.2k/Š z2k�r jx � yj2k

kŠ .2k � r/Š �
�
� .n=2/C k C 1

�˛ �
.x � y/

jx � yj
; (C.7)

where

k˙.r/ WD

´
.r ˙ 1/=2; r odd;
r=2; r even;

1 � r � n; (C.8)

and ın is the Kronecker delta function,

ın.r/ D

´
1; r D n;

0; 1 � r � n � 1;
1 � r � n: (C.9)

The expansion in (C.7) implies the following asymptotics of @r

@zrG0.zI x; y/ as
z ! 0:

(i) If n 2 N is odd and 1 � r � n � 2 is odd, then

@r

@zr
G0.zI x; y/ D
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�
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; as z!0; z2CCn¹0º; x; y2Rn; x¤y: (C.10)
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(ii) If n 2 N is odd and 1 � r � n � 1 is even, then
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; as z!0; z2CCn¹0º; x; y2Rn; x¤y: (C.11)

(iii) If n 2 N is odd, then
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Case (II). If n 2 N is even, then the indices of the Hankel functions H .1/

.n=2/�1
and

H
.1/

n=2
are nonnegative integers. Due to the difference in behavior of Yn, n 2 N, and

Y0 (cf. (B.4) and (B.5)) we distinguish two cases: n � 4 and n D 2. First we treat the
case n � 4.

Combining (B.1), (B.2), and (B.4), one obtains for n � 4:
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Next, for any even n 2 N,
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Substitution of (C.13) and (C.14) into (C.1) then yields for even n � 4,
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The identity in (C.15) implies
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as z ! 0; z 2 CCn¹0º; x; y 2 Rn; x ¤ y; and n 2 Nn¹2º even: (C.16)

One notes that (C.16) implies, together with .n=2 � 1/Š D �.n=2/, that
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consistent with (5.10).
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For n 2 Nn¹2º even and r 2 N with 1 � r � n, term-by-term differentiation of
(C.15) implies
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where �
�a

, a 2 R, denotes the characteristic (i.e., indicator) function of the interval
.�1; a�. That is,
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as z ! 0; z 2 CCn¹0º; x; y 2 Rn; x ¤ y: (C.19)
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(ii) If n 2 Nn¹2º is even and 1 � r � n � 2 is even with r ¤ n, then
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as z ! 0; z 2 CC
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(iii) If n 2 Nn¹2º is even, then
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as z ! 0; z 2 CCn¹0º; x; y 2 Rn; x ¤ y: (C.21)

Case (III). If n D 2, then (B.1), (B.2), and (B.5) imply
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Similarly, by combining (C.1), (C.14) (which is valid for n D 2), and (C.22), one
obtains for n D 2:
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The identity in (C.23) implies
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as z ! 0; z 2 CCn¹0º; x; y 2 Rn; x ¤ y; and n D 2: (C.24)

One notes that (C.24) implies
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which is consistent with (5.10).
Finally, one employs (C.23) to compute:
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� .�4/�k.2kC2/z2kC1jx�yj2kC1
kŠ .k C 1/Š

˛ �
.x�y/

jx�yj
; (C.26)
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and

@2

@z2
G0.zI x; y/ D �

1

2�

1X
kD1

.�4/�k.2k/z2k�1jx � yj2k

.kŠ/2
IN

�
1

2�
z�1

1X
kD0

.�4/�k.2k C 1/z2kjx � yj2k

.kŠ/2
IN

�
1

2�

�
ln
�
zjx � yj=2

�
C E�M � i.�=2/

�
�

1X
kD1

.�4/�k.2k C 1/.2k/z2k�1jx � yj2k

.kŠ/2
IN

�
i

2�

1X
kD1

� kX
`D1

1

`

�
.�4/�k.2k C 1/.2k/z2k�1jx � yj2k

.kŠ/2
IN

�
1

8

1X
kD0

.�4/�k.2k C 2/.2k C 1/z2kjx � yj2kC1

kŠ .k C 1/Š
˛ �
.x � y/

jx � yj

�
i

4�

1X
kD0

.�4/�k.2k C 1/z2kjx � yj2kC1

kŠ .k C 1/Š
˛ �
.x � y/

jx � yj

�
i

4�

1X
kD0

.�4/�k.2k C 2/z2kjx � yj2kC1

kŠ .k C 1/Š
˛ �
.x � y/

jx � yj

�
i

4�
ln
�
zjx � yj=2

� 1X
kD0

.�4/�k.2k C 2/.2k C 1/z2kjx � yj2kC1

kŠ .k C 1/Š
˛ �
.x � y/

jx � yj

C
i

8�

1X
kD0

�
 .k C 1/C  .k C 2/

� .�4/�k.2k C 2/.2k C 1/z2kjx � yj2kC1

kŠ .k C 1/Š

� ˛ �
.x � y/

jx � yj
: (C.27)

Finally, the expansions in (C.26) and (C.27) imply the following asymptotics of
@r

@zrG0.zI x; y/, 1 � r � 2, as z ! 0:
(i) If n D 2, r D 1, then

@

@z
G0.zI x; y/

D �
1

2�

�
ln
�
zjx � yj=2

�
C 1C E�M � i.�=2/

��
1CO

�
z2jx � yj2

��
IN

C
3i

8�
z2jx � yj2

�
1CO

�
z2jx � yj2

��
IN

�
1

4�

®
� C i � i

�
 .1/C  .2/

�¯
zjx � yj

�
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj
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�
i

2�
zjx � yj ln

�
zjx � yj=2

��
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj
;

as z ! 0; z 2 CCn¹0º; x; y 2 R2; x ¤ y: (C.28)

(ii) If n D 2, r D 2, then

@2

@z2
G0.zI x; y/

D
1

4�

�
1C 3.E�M C i/ � .3i�=2/

�
zjx � yj2

�
1CO

�
z2jx � yj2

��
IN

�
1

2�
z�1

�
1CO

�
z2jx � yj2

��
IN

C
3

4�
zjx � yj2 ln

�
zjx � yj=2

��
1CO

�
z2jx � yj2

��
IN

�
� C 3i

4�
jx � yj

�
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj

�
i

2�
ln
�
zjx � yj=2

�
jx � yj

�
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj

C
i

4�

�
 .1/C  .2/

�
jx � yj

�
1CO

�
z2jx � yj2

��
˛ �
.x � y/

jx � yj
;

as z ! 0; z 2 CCn¹0º; x; y 2 R2; x ¤ y: (C.29)

Given the results in Appendices B and C, we can summarize the estimates on
G0.zI � ; � / as follows:

Theorem C.1. Let r 2 N0, 0 � r � n, z 2 CC, and x; y 2 Rn, x ¤ y.
(i) For n 2 N odd, n � 3, one has the estimate @r@zrG0.zI x; y/


B.CN /

� Ocn

´
jx � yjrC1�n; jzjjx � yj � 1;

jzj.n�1/=2jx � yj.2rC1�n/=2e� Im.z/jx�yj; jzjjx � yj � 1

� Qcnjx � yjrC1�n
�
1C jzj.n�1/=2jx � yj.n�1/=2

�
� zCn

®
jx � yjrC1�n�Œ0;1�

�
jzjjx � yj

�
C jzj.n�1/=2jx � yj.2rC1�n/=2�Œ1;1/

�
jzjjx � yj

�¯
� Cn

®
jx � yjrC1�n�Œ0;1�

�
jzjjx � yj

�
C jzj.n�1/=2

�
jxj.2rC1�n/=2 C jyj.2rC1�n/=2

�
�Œ1;1/

�
jzjjx � yj

�¯
� cn

®
jx � yjrC1�n�Œ0;1�

�
jzjjx � yj

�
Cjzj.n�1/=2

�
1Cjxj

�.2rC1�n/=2�
1Cjyj

�.2rC1�n/=2
�Œ1;1/

�
jzjjx�yj

�¯
; (C.30)

where Ocn; Qcn; zCn; Cn; cn 2 .0;1/ are appropriate constants.
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(ii) For n 2 N even, one has the following estimate. For every ı 2 .0; 1/, @r@zrG0.zI x; y/


B.CN /

� cn

8̂̂<̂
:̂
jx�yjrC1�n

�
1C

ˇ̌
ln
�
zjx�yj=2

�ˇ̌�
; jzjjx�yj�1; r¤n;

jx�yj
�
1C

ˇ̌
ln
�
zjx�yj=2

�ˇ̌�
Cjzj�1; jzjjx�yj�1; rDn;

jzj.n�1/=2jx�yj.2rC1�n/=2e� Im.z/jx�yj; jzjjx�yj�1

� Qcn;ı

8̂̂<̂
:̂
jzj�ı jx � yjrC1�ı�n; jzjjx � yj�1; r¤n;

jzj�ı jx � yj1�ı C jzj�1; jzjjx�yj�1; rDn;

jzj.n�1/=2jx�yj.2rC1�n/=2e� Im.z/jx�yj; jzjjx�yj�1

D Qcn;ı

8̂̂<̂
:̂
jzj�ı jx � yjrC1�ı�n; jzjjx � yj�1; r¤n;

jzj�1
�
jzj1�ı jx � yj1�ı C 1

�
; jzjjx�yj�1; rDn;

jzj.n�1/=2jx�yj.2rC1�n/=2e� Im.z/jx�yj; jzjjx�yj�1

�Cn;ı

8̂̂<̂
:̂
jzj�ı jx � yjrC1�ı�n; jzjjx�yj�1; r¤n;

jzj�1; jzjjx�yj�1; rDn;

jzj.n�1/=2jx�yj.2rC1�n/=2e� Im.z/jx�yj; jzjjx�yj�1;

(C.31)

where cn; Qcn;ı ; Cn;ı 2 .0;1/ are appropriate constants.

Proof. The first estimate in (C.30) (resp., in (C.31)) follows immediately in the regime
jzjjx � yj � 1 from (C.10), (C.11), and (C.12) (resp., (C.19), (C.20), and (C.21) and
(C.24), (C.28), and (C.29)). One employs Lemma B.6 in conjunction with (C.1) to
obtain the first estimate in (C.30), and (C.31) in the regime jzjjx � yj � 1. In fact, by
Lemma B.6 and (C.1), G0.zI � ; � / is of the form

G0.zI x; y/ D c1z
n=2

jx � yj1�.n=2/H
.1/

.n=2/�1

�
zjx � yj

�
IN

C c2z
n=2

jx � yj1�.n=2/H
.1/

n=2

�
zjx � yj

�
˛ �
.x � y/

jx � yj

D zn=2jx � yj1�.n=2/eizjx�yj

�

�
c1!.n=2/�1

�
zjx�yj

�
IN C c2!n=2

�
zjx�yj

�
˛ �
.x�y/

jx�yj

�
;

x; y 2 Rn; x ¤ y; z 2 CC; (C.32)

for an appropriate pair of constants c1; c2 2 C. The constants c1 and c2 are inde-
pendent of .z; x; y/, and their precise values are immaterial for the purpose at hand.
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Differentiating throughout (C.32) with respect to z, one obtains

@r

@zr
G0.zI x; y/ D

X
j;k;`2N0

jCkC`Dr

cj;k;`z
.n=2/�j

jx � yjr�jC1�.n=2/eizjx�yj

�

�
c1!

.`/

.n=2/�1

�
zjx � yj

�
INCc2!

.`/

n=2

�
zjx�yj

�
˛ �
.x�y/

jx�yj

�
;

x; y 2 Rn; x ¤ y; z 2 CC; (C.33)

where the cj;k;` are constants which do not depend upon .z; x; y/. By (C.33), @r@zrG0.zI x; y/


B.CN /

�

X
j;k;`2N0

jCkC`Dr

Qcj;k;`jzj
.n=2/�j

jx�yjr�jC1�.n=2/e� Im.z/jx�yj
jzj�.1=2/�`jx�yj�.1=2/�`

�

X
j;k;`2N0

jCkC`Dr

Qcj;k;`jzj
Œ.n�1/=2��.jC`/

jx � yjr�.jC`/C.1=2/�.n=2/e� Im.z/jx�yj

� zC jzjŒ.n�1/=2�
�
jzjjC`jx � yjjC`

��1
jx � yj.2rC1�n/=2e� Im.z/jx�yj

� zC jzjŒ.n�1/=2�jx � yj.2rC1�n/=2e� Im.z/jx�yj;

x; y 2 Rn; x ¤ y; z 2 CC; jzjjx � yj � 1;

where the Qcj;k;` are constants which do not depend upon .z; x; y/.





Appendix D

A product formula for modified Fredholm determinants

The purpose of this appendix is to prove a product formula for regularized (modified)
Fredholm determinants extending the well-known Hilbert–Schmidt case.

The result we have in mind is a quantitative version of the following fact:

Theorem D.1. Let k 2 N, and suppose A;B 2 Bk.H /. Then

detH ;k

�
.IH � A/.IH � B/

�
D detH ;k.IH � A/detH ;k.IH � B/ exp

�
trH

�
Xk.A;B/

��
; (D.1)

where Xk. � ; � / 2 B1.H / is of the form

X1.A;B/ D 0;

Xk.A;B/ D

k�1X
j1;:::;j2k�2D0

cj1;:::;j2k�2
C
j1

1 � � �C
j2k�2

2k�2
; k � 2;

with

cj1;:::;j2k�2
2Q; C`DA or B; 1 � `�2k � 2; k�

2k�2X
`D1

j`�2k � 2; k�2:

Explicitly, one obtains

X1.A;B/ D 0;

X2.A;B/ D �AB;

X3.A;B/ D 2�1
�
.AB/2 � AB.AC B/ � .AC B/AB

�
;

X4.A;B/ D 2�1.AB/2�3�1
�
AB.ACB/2C.ACB/2ABC.ACB/AB.ACB/

�
C 3�1

�
.AB/2.ACB/C.ACB/.AB/2CAB.ACB/AB

�
�3�1.AB/3;

etc.
When taking traces (what is actually needed in (D.1)), this simplifies to

trH

�
X1.A;B/

�
D 0;

trH

�
X2.A;B/

�
D � trH .AB/;

trH

�
X3.A;B/

�
D � trH

�
ABAC BAB � 2�1.AB/2

�
;

trH

�
X4.A;B/

�
D � trH

�
A3B C A2B2 C AB3 C 2�1.AB/2

� .AB/2A � B.AB/2 C 3�1.AB/3
�
;

etc.
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In the rest of this appendix, we will detail the characterization of Xk.A; B/ fol-
lowing the paper [36]. We also refer to [71,90,91] for related, but somewhat different
product formulas for regularized determinants.

To prove a quantitative version of Theorem D.1 and hence derive a formula for
Xk.A;B/, we first need to recall some facts on the commutator subspace of an algebra
of noncommutative polynomials.

Let Pol2 be the free polynomial algebra in 2 (noncommuting) variables, A and
B . Let W be the set of noncommutative monomials (words in the alphabet ¹A;Bº).
(We recall that the setW is a semigroup with respect to concatenation, 1 is the neutral
element of this semigroup, that is, 1 is an empty word in this alphabet.) Every x 2 Pol2
can be written as a sum

x D

X
w2W

Ox.w/w:

Here the coefficients Ox.w/ vanish for all but finitely many w 2 W .
Let ŒPol2; Pol2� be the commutator subspace of Pol2, that is, the linear span of

commutators Œx1; x2�, x1; x2 2 Pol2.

Lemma D.2. One has x 2 ŒPol2;Pol2� provided that

L.w/X
mD1

Ox
�
�m.w/

�
D 0; w 2 W:

Here, L.w/ is the length of each wordw D w1w2 � � �wL.w/, � is the cyclic shift given
by �.w/ D w2 � � �wL.w/w1.

Proof. One notes that

x D

X
w2W

Ox.w/w D Ox.1/C
X
w¤1

L.w/�1
L.w/X
mD1

Ox
�
�m.w/

�
�m.w/:

Obviously, .�m.w/ � w/ 2 ŒPol2;Pol2� for each positive integer m and thus,

x 2

�
Ox.1/C

X
w¤1

L.w/�1
L.w/X
mD1

Ox
�
�m.w/

�
w C ŒPol2;Pol2�

�
:

By hypothesis, Ox.1/ D 0 and

L.w/X
mD1

Ox
�
�m.w/

�
D 0; 1 ¤ w 2 W;

completing the proof.



A product formula for modified Fredholm determinants 193

Next, we need some notation. Let k1; k2 2 N0 D N [ ¹0º, and set

zk1;k2
D

8̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂:

0; k1 D k2 D 0;

k�11 Ak1 ; k1 2 N; k2 D 0;

k�12 Bk2 ; k1 D 0; k2 2 N;
k1Ck2X
jD1

j�1
X

�2Sj ; j�jD3

j�1jCj�3jDk1

j�2jCj�3jDk2

.�1/j�3jz� ; k1; k2 2 N:

(D.2)

Here, Sj is the set of all partitions of the set ¹1; : : : ; j º, 1� j � k1C k2. (The symbol
j � j abbreviating the cardinality of a subset of Z.) The condition j�j D 3 means that
� breaks the set ¹1; : : : ; j º into exactly 3 pieces denoted by �1, �2, and �3 (some of
them can be empty). The element z� denotes the product

z� D

jY
mD1

zm;� ; zm;� D

8̂̂<̂
:̂
A; m 2 �1;

B; m 2 �2;

AB; m 2 �3:

Finally, let Wk1;k2
be the collection of all words with k1 letters A and k2 letters B .

Using this notation we now establish a combinatorial fact.

Lemma D.3. Let k1; k2 2 N. Then

zk1;k2
D

X
w2Wk1;k2

� n.w/X
`D0

.�1/`

k1 C k2 � `

�
n.w/

`

��
w;

where

n.w/ D
ˇ̌
S.w/

ˇ̌
; S.w/ D

®
1 � ` � L.w/ � 1 j w` D A; w`C1 D B

¯
:

Proof. For each j 2 ¹1; : : : ; k1 C k2º, let

…j D
®
� 2 Sj j j�j D 3; j�1j C j�3j D k1; j�2j C j�3j D k2

¯
;

…j;w D ¹� 2 …j j z� D wº; w 2 Wk1;k2
:

One observes that j�3j � n.w/ � min¹k1; k2º and that

j D j�1j C j�2j C j�3j D k1 C k2 � j�3j:

For any partition � 2 …j;w , let I � S.w/ indicate which subwords AB in w arise
from elements in �3. Then jI j D j�3j D k1 C k2 � j . Therefore, each partition in
� 2…j;w is determined by a unique choice of I and each such choice of I determines
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the choice of � uniquely. This implies that

j…j;w j D

�
n.w/

k1 C k2 � j

�
:

Thus,

zk1;k2
D

X
w2Wk1;k2

k1Ck2X
jD1

j�1
X

�2…j;w

.�1/j�3jw

D

X
w2Wk1;k2

k1Ck2X
jD1

.�1/k1Ck2�j j�1
j…j;w jw

D

X
w2Wk1;k2

k1Ck2X
jD1

.�1/k1Ck2�j j�1

�
n.w/

k1 C k2 � j

�
w:

Taking into account that�
n.w/

k1 C k2 � j

�
D 0; k1 C k2 � j …

®
0; : : : ; n.w/

¯
;

it follows that

zk1;k2
D

X
w2Wk1;k2

k1Ck2X
jDk1Ck2�n.w/

.�1/k1Ck2�j j�1

�
n.w/

k1 C k2 � j

�
w

D

X
w2Wk1;k2

� n.w/X
`D0

.�1/`

k1 C k2 � `

�
n.w/

`

��
w:

We can now prove the main fact about the commutator subspace of Pol2 needed
later on.

Lemma D.4. For every k1; k2 2 N, zk1;k2
2 ŒPol2;Pol2�.

Proof. Let w be any element in Wk1;k2
and let m be any positive integer. If �m.w/

starts with the subwordAB , then �mC1.w/ has the formB � � �A and therefore has one
fewer subwords AB than �m.w/; that is, n.�mC1.w//D n.�m.w//� 1. If, however,
�m.w/ does not start with the subword AB , then the AB subwords of �mC1.w/

are precisely the AB subwords of �m.w/ each shifted once; hence, n.�mC1.w// D

n.�m.w//.
Now, to calculate

PL.w/
mD1 1zk1;k2

.�m.w//, one may assume, by applying cyclic
shifts, that w starts with AB . Then there are n.w/ shifted words �m.w/ which start
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with the subword AB , and it follows that n.w/ of the numbers ¹n.�m.w// W 1 �

m � L.w/º equal n.w/� 1 and that the remaining L.w/� n.w/ D k1 C k2 � n.w/

numbers equal n.w/. Lemma D.3 therefore implies that

L.w/X
mD1

1zk1;k2

�
�m.w/

�
D

L.w/X
mD1

� n.�m.w//X
`D0

.�1/`

k1 C k2 � `

�
n
�
�m.w/

�
`

��

D n.w/

� n.w/�1X
`D0

.�1/`

k1 C k2 � `

�
n.w/ � 1

`

��

C
�
k1 C k2 � n.w/

�� n.w/X
`D0

.�1/`

k1 C k2 � `

�
n.w/

`

��
:

Since �
n.w/ � 1

n.w/

�
D 0;

it follows that
L.w/X
mD1

1zk1;k2

�
�m.w/

�
D n.w/

� n.w/X
`D0

.�1/`

k1 C k2 � `

�
n.w/ � 1

`

��

C
�
k1 C k2 � n.w/

�� n.w/X
`D0

.�1/`

k1 C k2 � `

�
n.w/

`

��

D

n.w/X
`D0

.�1/`

k1 C k2 � `

�
n.w/

�
n.w/ � 1

`

�
C
�
k1 C k2 � n.w/

��n.w/
`

��
:

Clearly,

n.w/

�
n.w/ � 1

`

�
C
�
k1 C k2 � n.w/

��n.w/
`

�
D .k1 C k2 � `/

�
n.w/

`

�
;

and thus
L.w/X
mD1

1zk1;k2

�
�m.w/

�
D

n.w/X
`D0

.�1/`
�
n.w/

`

�
D 0:

Hence, Lemma D.2 completes the proof.

Next, we introduce some further notation. Let k 2 N and set

x1 D 0; xk D

k�1X
jD1

j�1
X

A�¹1;:::;j º
jCjAj�k

.�1/jAjyA; k � 2;
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y1 D 0; yk D

k�1X
jD1

j�1
X

A�¹1;:::;j º
jCjAj�k�1

.�1/jAjyA; k � 2;

yA D

jY
mD1

ym;A; ym;A D

´
AC B; m … A;

AB; m 2 A:
(D.3)

In particular,
k�1X
jD1

j�1.AC B � AB/j D xk C yk; (D.4)

and one notes that the length of the word yA subject to A � ¹1; : : : ; j º, equals

L.yA/ D
ˇ̌
Ac
ˇ̌
C 2jAj D j C jAj; 1 � j � k � 1; k � 2 (D.5)

(with Ac D ¹1; : : : ; j ºnA the complement of A in ¹1; : : : ; j º).
Using this notation we can now state the following fact:

Lemma D.5. Let k 2 N, k � 2, then

yk 2

� k�1X
jD1

1

j
.Aj C Bj /C ŒPol2;Pol2�

�
:

Proof. Employing
yk D

X
k1;k2�0

k1Ck2�k�1

zk1;k2
; (D.6)

Lemma D.4 yields
zk1;k2

2 ŒPol2;Pol2�; k1; k2 2 N: (D.7)

Since by (D.2),

z0;0 D 0; zk1;0 D k�11 Ak1 ; k1 2 N; z0;k2
D k�12 Bk2 ; k2 2 N; (D.8)

combining (D.6)–(D.8) completes the proof.

After these preparations we are ready to return to the product formula for regular-
ized determinants and specialize the preceding algebraic considerations to the context
of Theorem D.1.

First we recall that by (D.3) and (D.5),

xk D

k�1X
jD1

j�1
X

A�¹1;��� ;j º
jCjAj�k

.�1/jAjyA WD Xk.A;B/ 2 B1.H /; k � 2;
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since for 1 � j � k � 1, L.yA/D j C jAj � k, and hence one obtains the inequality

kxkkB1.H/ � ck max
0�k1;k2<k
k1Ck2�k

kAk
k1

Bk.H/
kBk

k2

Bk.H/
; k 2 N; k � 2;

for some ck > 0, k � 2. We also set (cf. (D.3)) X1.A;B/ D 0.

Theorem D.6. Let k 2 N and assume that A;B 2 Bk.H /. Then

detH ;k

�
.IH � A/.IH � B/

�
D detH ;k.IH � A/detH ;k.IH � B/ exp

�
trH

�
Xk.A;B/

��
: (D.9)

Proof. First, we suppose that A;B 2 B1.H /. Then it is well known that

detH ;1.IH � A/detH ;1.IH � B/ D detH ;1

�
.IH � A/.IH � B/

�
;

consistent withX1.A;B/D 0. Without loss of generality we may assume that k 2 N,
k � 2, in the following. Employing

detH ;k.IH � T / D detH .IH � T / exp
�

trH

� k�1X
jD1

j�1T j
��
; T 2 B1.H /;

one infers that

detH ;k

�
.IH � A/.IH � B/

�
D detH ;k

�
IH � .AC B � AB/

�
D detH .IH � .AC B � AB// exp

�
trH

� k�1X
jD1

j�1.AC B � AB/j
��

D detH .IH � A/detH .IH � B/ exp
�

trH

� k�1X
jD1

j�1.AC B � AB/j
��

D detH ;k.IH � A/detH ;k.IH � B/

� exp
�

trH

� k�1X
jD1

j�1
�
.AC B � AB/j � Aj � Bj

���
:

By (D.4) one concludes that

trH

� k�1X
jD1

j�1
�
.AC B � AB/j � Aj � Bj

��

D trH .xk/C trH

�
yk �

k�1X
jD1

j�1.Aj C Bj /

�
:
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By Lemma D.5,

yk �

k�1X
jD1

j�1
�
Aj C Bj

�
is a sum of commutators of polynomial expressions in A and B . Hence,�

yk �

k�1X
jD1

j�1.Aj C Bj /

�
�
�
B1.H /;B1.H /

�
;

and thus,

trH

�
yk �

k�1X
jD1

j�1.Aj C Bj /

�
D 0;

proving assertion (D.9) for A;B 2 B1.H /.
Since both, the right and left-hand sides in (D.9) are continuous with respect

to the norm in Bk.H /, and B1.H / is dense in Bk.H /, (D.9) holds for arbitrary
A;B 2 Bk.H /.



Appendix E

Notational conventions

For convenience of the reader we now summarize most of our notational conventions
used throughout this manuscript.

Basic abbreviations

We employ the shortcut N0 D N [ ¹0º.
b � c denotes the floor function on R, that is, bxc characterizes the largest inte-

ger less than or equal to x 2 R. Similarly, d � e denotes ceiling function, that is, dxe
characterizes the smallest integer larger than or equal to x 2 R.

We abbreviate C˙ D ¹z 2 C j ˙ Im.z/ > 0º.

Vectors and matrices

Vectors in Rn are denoted by x D .x1; : : : ; xn/
> 2 Rn (with > abbreviating the

transpose operation) or pD .p1; : : : ;pn/
> 2 Rn, n 2 N. For x D .x1; : : : ; xn/

> 2 Rn

we abbreviate
hxi D

�
1C jxj2

�1=2
;

where jxj D .x21 C � � � C x2n/
1=2 denotes the standard Euclidean norm of x 2 Rn,

n 2 N.
The dot symbol, “ � ”, is used in three different ways: First, it denotes the standard

scalar product in Rn,

x � y D

nX
jD1

xjyj ; x D .x1; : : : ; xn/
>; y D .y1; : : : ; yn/

>
2 Rn:

Second, we will also use it for n-vectors of operators, A D .A1; : : : ; An/
> and B D

.B1; : : : ; Bn/
> acting in the same Hilbert space in the form

A � B D

nX
jD1

AjBj ;

whenever it is obvious how to resolve the domain issues of the possibly unbounded
operators involved.

For X a given space, T a linear operator in X , and A D .aj;k/1�j;k�N 2 CN�N

an N � N matrix with constant complex-valued entries acting in CN , N 2 N, we
will avoid tensor product notation as in

T ˝ A in X ˝ CN ;
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such that

X ˝ CN is identified with the symbol XN D .X; : : : ; X/>;

and

T ˝ A is identified with TA D .Taj;k/1�j;k�N D .aj;kT /1�j;k�N D AT: (E.1)

That is, we interpret T ˝A as entrywise multiplication, resulting in an N �N block
operator matrix TA D AT . Thus, if T D .T1; : : : ; Tn/, with Tj , 1 � j � n, operators
in H , and A D .A1; : : : ; An/, with Aj 2 CN�N , 1 � j � n, N � N matrices with
constant, complex-valued entries acting in CN , we will employ the dot symbol also
in the form

T � A D

nX
jD1

TjAj D

nX
jD1

AjTj D A � T;

where TjAj D AjTj , 1 � j � n, are defined as in (E.1).
A 2 Xm�n,m;n 2 N, represents anm� nmatrix AD .Aj;k/1�j�m;1�k�n, with

entries Aj;k in X , 1 � j � m, 1 � k � n. In particular, F D .F1; : : : ; Fn/
> 2 Xn is

a vector with n components and Fj 2 X denotes its j -th component, 1 � j � n.
The identity operator in Cn is represented by In, n 2 N.

Special functions and function spaces

For special functions such as the Gamma function �. �/, the digamma function . �/D
� 0. � /=�. � /, Bessel functions of order �, J�. � /; Y�. � /, Hankel functions of the first
kind and order �,H .1/

� . � /, the Euler–Macheroni constant E�M , etc., we refer to [1].
To simplify notation, we frequently omit Lebesgue measure whenever possible

and simply use Lp.Rn/ instead of Lp.RnI dnx/, p 2 .0;1/ [ ¹1º.
Weak Lp-spaces (i.e., Lorentz spaces Lp;q.RnI d�/ with q D 1), are denoted

by Lpweak.R
nI d�/, p 2 .0;1/. Here .Rn; d�/ represents a separable measure space

and the measure � is assumed to be � -finite. The seminorm on Lpweak.R
nI d�/ is

abbreviated by

kf kLp
weak.R

nId�/ WD sup
t>0

�
t
�
�f .t/

�1=p�
; p 2 .0;1/;

where
�f .t/ D �

�®
x 2 Rn j

ˇ̌
f .x/

ˇ̌
> t

¯�
:

In particular,

kf C gkLp
weak.R

nId�/ � cp
�
kf kLp

weak.R
nId�/ C kgkLp

weak.R
nId�/

�
;

cp D max.2; 21=p/; p 2 .0;1/:
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Again, we omit the measure � and just employ the notation Lpweak.R
n/ in case �

equals Lebesgue measure on Rn.
If n 2 N and N 2 Nn¹1º, we set

ŒL2.Rn/�N WD L2.RnICN /; ŒW 1;2.Rn/�N WD W 1;2.RnICN /; etc. (E.2)

The symbol F is used to denote the Fourier transform, f ^ WD F f , similarly
f _ WD F �1f , f 2 � 0.Rn/, with �.Rn/ the Schwartz test function space, and � 0.Rn/
its dual with elements the tempered distributions. In particular,

f ^.p/ D .2�/�n=2
Z

Rn

dnx e�ip�xf .x/;

f _.x/ D .2�/�n=2
Z

Rn

dnp eip�xf .p/;

p; x 2 Rn; f 2 �.Rn/:

If �1 � a < b � 1 and F maps Cn.a; b/ to a normed linear space, then the
normal boundary values of F at � 2 .a; b/ (when these values exist) are denoted by
F.�˙ i0/ WD lim"#0 F.�˙ i"/.

For n; k 2 N and an open set � � Rn, C k.�/ denotes the set of all f W �! C
that are k times continuously differentiable.

Linear operators in Hilbert spaces

Let H , K be separable, complex Hilbert spaces, . � ; � /H the scalar product in H

(linear in the second argument), k � kH the norm on H , and IH the identity operator
in H .

If T is a linear operator mapping (a subspace of) a Hilbert space into another,
then dom.T / and ker.T / denote the domain and kernel (i.e., null space) of T . The
closure of a closable operator A is denoted by A. The set of closed linear operators
with domain contained in H and range contained in K is denoted by C.H ;K/ (or
simply by C.H / if H D K).

The resolvent set, spectrum, and point spectrum (i.e., the set of eigenvalues) of a
closed operator T are denoted by �.T /, �.T /, and �p.T /, respectively.

If S is self-adjoint in H , the family of strongly right-continuous spectral projec-
tions associated with S is denoted by ES .�/ D ES ..�1; ��/, � 2 R, moreover, the
singular, discrete, essential, absolutely continuous, and singularly continuous spec-
trum of S are denoted by �s.S/, �d.S/, �ess.S/, �ac.S/, and �sc.S/, respectively.

For a densely defined closed operator S in H we employ the abbreviation hSi WD

.IH C jS j2/1=2, and similarly, if T D .T1; : : : ; Tn/
>, with Tj densely defined and

closed in H , 1 � j � n,

hT i D
�
IH C jT j2

�1=2
; jT j D

�
jT1j

2
C � � � C jTnj

2
�1=2

;

whenever it is obvious how to define jT1j
2 C � � � C jTnj

2 as a self-adjoint operator.
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The Banach spaces of bounded and compact linear operators on a separable
complex Hilbert space H are denoted by B.H / and B1.H /, respectively; the cor-
responding `p-based Schatten–von Neumann ideals are denoted by Bp.H /, with
associated norm abbreviated by k � kBp.H/, p � 1.

Following a standard practice in mathematical physics, we simplify the notation
of operators of multiplication by a scalar or matrix-valued function V and hence use
V rather than the more elaborate symbol MV throughout this manuscript.
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[62] M. B. Erdoğan, M. Goldberg, and W. Schlag, Strichartz and smoothing estimates for
Schrödinger operators with almost critical magnetic potentials in three and higher dimen-
sions. Forum Math. 21 (2009), no. 4, 687–722
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[66] M. B. Erdoğan, W. R. Green, and E. Toprak, Dispersive estimates for massive Dirac
operators in dimension two. J. Differential Equations 264 (2018), no. 9, 5802–5837
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[94] A. Iftimovici and M. Măntoiu, Limiting absorption principle at critical values for the
Dirac operator. Lett. Math. Phys. 49 (1999), no. 3, 235–243

[95] H. T. Ito, High-energy behavior of the scattering amplitude for a Dirac operator. Publ.
Res. Inst. Math. Sci. 31 (1995), no. 6, 1107–1133

[96] A. Jensen, Spectral properties of Schrödinger operators and time-decay of the wave func-
tions results in L2.Rm/, m � 5. Duke Math. J. 47 (1980), no. 1, 57–80

[97] A. Jensen, Spectral properties of Schrödinger operators and time-decay of the wave func-
tions. Results in L2.R4/. J. Math. Anal. Appl. 101 (1984), no. 2, 397–422

[98] A. Jensen and T. Kato, Spectral properties of Schrödinger operators and time-decay of
the wave functions. Duke Math. J. 46 (1979), no. 3, 583–611

[99] A. Jensen and G. Nenciu, A unified approach to resolvent expansions at thresholds. Rev.
Math. Phys. 13 (2001), no. 6, 717–754; Erratum: 16 (2004), no. 5, 675–677

[100] H. Kalf, The virial theorem in relativistic quantum mechanics. J. Functional Analysis 21
(1976), no. 4, 389–396

[101] H. Kalf, Nonexistence of eigenvalues of Dirac operators. Proc. Roy. Soc. Edinburgh Sect.
A 89 (1981), no. 3-4, 309–317

[102] H. Kalf, T. Okaji, and O. Yamada, Absence of eigenvalues of Dirac operators with poten-
tials diverging at infinity. Math. Nachr. 259 (2003), 19–41

[103] H. Kalf, T. Okaji, and O. Yamada, The Dirac operator with mass m0 � 0: non-existence
of zero modes and of threshold eigenvalues. Doc. Math. 20 (2015), 37–64; Erratum: 24
(2019), 1361–1363

https://doi.org/10.1007/s11785-007-0011-4
https://doi.org/10.1007/BF00281747
https://doi.org/10.1002/mana.201500315
https://doi.org/10.1002/mana.201500315
https://doi.org/10.1007/BF01609852
https://doi.org/10.3792/pjaa.64.367
https://doi.org/10.3792/pjaa.64.367
https://doi.org/10.1023/A:1007625918845
https://doi.org/10.1023/A:1007625918845
https://doi.org/10.2977/prims/1195163600
https://doi.org/10.1215/S0012-7094-80-04706-7
https://doi.org/10.1215/S0012-7094-80-04706-7
https://doi.org/10.1016/0022-247X(84)90110-0
https://doi.org/10.1016/0022-247X(84)90110-0
https://doi.org/10.1142/S0129055X01000843
https://doi.org/10.1016/0022-1236(76)90034-3
https://doi.org/10.1017/S030821050002031X
https://doi.org/10.1002/mana.200310092
https://doi.org/10.1002/mana.200310092
https://doi.org/10.4171/DM/485
https://doi.org/10.4171/DM/485
https://doi.org/10.4171/dm/706


References 209

[104] H. Kalf, T. Okaji, and O. Yamada, A note on uniform resolvent estimates of Dirac oper-
ators. Mem. Inst. Sci. Engrg. Ritsumeikan Univ. (2015), no. 74, 1–9

[105] H. Kalf and O. Yamada, Note on the paper: “Strong unique continuation property for the
Dirac equation” by L. De Carli and T. Okaji. Publ. Res. Inst. Math. Sci. 35 (1999), no. 6,
847–852

[106] H. Kalf and O. Yamada, Essential self-adjointness of n-dimensional Dirac operators with
a variable mass term. J. Math. Phys. 42 (2001), no. 6, 2667–2676

[107] T. Kato, Wave operators and similarity for some non-selfadjoint operators. Math. Ann.
162 (1965/66), 258–279

[108] T. Kato, Perturbation theory for linear operators. Corr. printing of the 2nd edn.
Grundlehren Math. Wiss. 132, Springer, Cham, 1980

[109] H. Kitada, Scattering theory for the fractional power of negative Laplacian. J. Abstr.
Differ. Equ. Appl. 1 (2010), no. 1, 1–26

[110] H. Kitada, A remark on simple scattering theory. Commun. Math. Anal. 11 (2011), no. 2,
124–138

[111] M. G. Krein, On perturbation determinants and the trace formula for unitary and selfad-
joint operators. Soviet Math. Dokl. 3 (1962), 707–710

[112] S. T. Kuroda, An introduction to scattering theory. Lect. Notes Ser. 51, Matematisk Insti-
tut, Aarhus Universitet, Aarhus, 1978

[113] H. Leinfelder, A remark on a paper: “A compactness condition for linear operators of
function spaces” by L. D. Pitt. Bayreuth. Math. Schr. (1982), no. 11, 57–66

[114] E. H. Lieb and M. Loss, Analysis. 2nd edn., Grad. Stud. Math. 14, American Mathemat-
ical Society, Providence, RI, 2001

[115] M. Loss and B. Thaller, Short-range scattering in long-range magnetic fields: the rela-
tivistic case. J. Differential Equations 73 (1988), no. 2, 225–236

[116] M. Loss and H.-T. Yau, Stability of Coulomb systems with magnetic fields. III. Zero
energy bound states of the Pauli operator. Comm. Math. Phys. 104 (1986), no. 2, 283–
290

[117] M. Maceda, On the Birman–Schwinger principle applied to
p
��Cm2 �m. J. Math.

Phys. 47 (2006), no. 3, Paper No. 033506
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[153] Y. Saitō and T. Umeda, A sequence of zero modes of Weyl–Dirac operators and an
associated sequence of solvable polynomials. In Spectral theory, function spaces and
inequalities, pp. 197–209, Oper. Theory Adv. Appl. 219, Birkhäuser/Springer Basel AG,
Basel, 2012

[154] K. M. Schmidt, Spectral properties of rotationally symmetric massless Dirac operators.
Lett. Math. Phys. 92 (2010), no. 3, 231–241

[155] K. M. Schmidt and T. Umeda, Spectral properties of massless Dirac operators with real-
valued potentials. In Spectral and scattering theory and related topics, pp. 25–30, RIMS
Kôkyûroku Bessatsu, B45, Res. Inst. Math. Sci. (RIMS), Kyoto, 2014

[156] K. M. Schmidt and T. Umeda, Schnol’s theorem and spectral properties of massless
Dirac operators with scalar potentials. Lett. Math. Phys. 105 (2015), no. 11, 1479–1497

[157] B. Simon, Quantum mechanics for Hamiltonians defined as quadratic forms. Princet.
Ser. Phys., Princeton University Press, Princeton, NJ, 1971

[158] B. Simon, Phase space analysis of simple scattering systems: extensions of some work
of Enss. Duke Math. J. 46 (1979), no. 1, 119–168

[159] B. Simon, Trace ideals and their applications. 2nd edn., Math. Surveys Monogr. 120,
American Mathematical Society, Providence, RI, 2005

[160] E. M. Stein, Singular integrals and differentiability properties of functions. No. 30 in
Princeton Math. Ser., Princeton University Press, Princeton, NJ, 1970

https://doi.org/10.1007/s11005-006-0079-1
https://doi.org/10.14492/hokmj/1470139399
https://doi.org/10.14492/hokmj/1470139399
https://doi.org/10.1007/BF01110232
https://doi.org/10.1007/BF01110232
https://doi.org/10.1007/BF01038048
https://doi.org/10.1016/j.jfa.2005.08.001
https://doi.org/10.1016/j.jfa.2005.08.001
https://doi.org/10.1007/s00220-012-1524-x
https://doi.org/10.1007/s00220-012-1524-x
https://doi.org/10.1006/jfan.2000.3720
https://doi.org/10.1007/s00023-017-0553-6
https://doi.org/10.1007/s00023-017-0553-6
https://doi.org/10.1007/s11005-007-0207-6
https://doi.org/10.14492/hokmj/1253539560
https://doi.org/10.1142/S0129055X11004254
https://doi.org/10.1142/S0129055X11004254
https://doi.org/10.1007/978-3-0348-0263-5_11
https://doi.org/10.1007/978-3-0348-0263-5_11
https://doi.org/10.1007/s11005-010-0393-5
https://doi.org/10.1007/s11005-015-0799-1
https://doi.org/10.1007/s11005-015-0799-1
https://doi.org/10.1215/S0012-7094-79-04607-6
https://doi.org/10.1215/S0012-7094-79-04607-6
https://doi.org/10.1090/surv/120


References 212

[161] B. Thaller, Potential scattering of Dirac particles. J. Phys. A 14 (1981), no. 11, 3067–
3083

[162] B. Thaller, Normal forms of an abstract Dirac operator and applications to scattering
theory. J. Math. Phys. 29 (1988), no. 1, 249–257

[163] B. Thaller, Dirac particles in magnetic fields. In Recent developments in quantum
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continued from the back cover

Upon expressing ξ(⋅ ; H, H0) as normal boundary values of regularized Fredholm determi-
nants to the real axis, we then prove that in the concrete case (H, H0), under appropriate
hypotheses on V (implying the decay of V like O(|x|−n−1−ε) as |x| → ∞), the associated
spectral shift function satisfies ξ(⋅ ;H,H0) ∈ C((−∞, 0) ∪ (0,∞)), and that the left and
right limits at zero, ξ(0±;H,H0) = limε↓ 0 ξ(±ε;H,H0), exist.

This fact is then used to express the resolvent regularized Witten index of the non-Fredholm
operator DA in L2(ℝ; [L2(ℝn)]N) given by

DA = d
dt

+ A, dom(DA) = W1,2(ℝ; [L2(ℝn)]N) ∩ dom(A−),

where
A = A− + B, dom(A) = dom(A−),

in terms of ξ(⋅ ;H,H0). Here A, A−, A+, B, and B+ in L2(ℝ; [L2(ℝn)]N) are generated with
the help of the Dirac-type operators H,H0 and potential matrices V , via

A(t) = A− + B(t), t ∈ ℝ, A− = H0, A+ = A− + B+ = H,

B(t) = b(t)B+, t ∈ ℝ, B+ = V ,

in [L2(ℝn)]N, assuming

b(k) ∈ C∞(ℝ) ∩ L∞(ℝ; dt), k ∈ ℕ0, b′ ∈ L1(ℝ; dt),
lim
t→∞

b(t) = 1, lim
t→−∞

b(t) = 0.

In particular, A± are the asymptotes of the family A(t), t ∈ ℝ, as t → ±∞ in the norm
resolvent sense. (Here L2(ℝ;ℋ) = ∫⊕ℝ dtℋ and T = ∫⊕ℝ dt T(t) represent direct integrals
of Hilbert spaces and operators.)

Introducing the nonnegative, self-adjoint operators

H1 = D∗
A DA, H2 = DAD

∗
A

in L2(ℝ; [L2(ℝn)]N), one of the principal results proved in this manuscript expresses the
resolvent regularized Witten index Wk,r(DA) of DA in terms of spectral shift functions via

Wk,r(DA) = ξL(0+;H2,H1) = [ξ(0+;H,H0) + ξ(0−;H,H0)]/2, k ∈ ℕ, k ≥ ⌈n/2⌉.

Here the notation ξL(0+;H2,H1) indicates that 0 is a right Lebesgue point for ξ(⋅ ;H2,H1),
and Wk,r(T) represents the kth resolvent regularized Witten index of the densely defined,
closed operator T in the complex, separable Hilbert space 𝒦𝒦, defined by

Wk,r(T) = lim
λ↑ 0

(−λ)k tr𝒦𝒦 ((T∗T − λI𝒦𝒦)−k − (T T∗ − λI𝒦𝒦)−k),

whenever the limit exists for some k ∈ ℕ.
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H0 = α ⋅ (−i∇)
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of singular continuous spectrum of interacting massless Dirac operators H = H0 + V , where
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V2(H0 − (λ0 ± i0)I[L2(ℝn)]N)−1V∗
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