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Abstract

In this paper we consider the following problem


−�u + u = u
N+2
N−2+ε in Ω,

u > 0 in Ω,
∂u
∂ν

= 0 on ∂Ω,

(0.1)

whereΩ is a smooth bounded domain inRN andN � 3.
We prove the existence of a one-spike solution to (0.1) which concentrates arounda topologically non trivial critical point

of the mean curvature of the boundary with positive value. Under some symmetry assumption onΩ, namely ifΩ is even with
respect toN − 1 variables and 0∈ ∂Ω is a point with positive mean curvature, we prove existence of solutions to (0.1) w
resemble the form of a super-position of spikes centered at 0.

Résumé

Dans cet article nous considérons le problème suivant :


−�u + u = u
N+2
N−2+ε dansΩ,

u > 0 dans Ω,
∂u
∂ν

= 0 sur ∂Ω,

(0.2)

oú Ω est un domaine borné régulier dansR
N et N � 3. Nous prouvons l’existence d’une solution 1-transitoire au p

blème (0.2), qui se concentre autour d’un point critique topologiquement non trivial de la courbure moyenne, où ce
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strictement positive. Sous certaines hypothéses de symétrie surΩ nous prouvons l’existence de solutions de (0.2) qui ress
blent à une superposition des transitoires centrées en un certain point du bord.

Keywords:Critical Sobolev exponent; Neumann boundary conditions; Mean curvature; Bubble solutions; Liapunov–Schmidt reduction

1. Introduction

Let Ω be a bounded domain inRN , N � 3, with smooth boundary∂Ω . The boundary value problem


−d2�u + u = up in Ω,

u > 0 in Ω,
∂u
∂ν

= 0 on ∂Ω,

(1.1)

wherep > 1 andd > 0, has deserved a lot of attention in recent years. It is a model for different problems i
applied science which exhibitconcentration phenomenain their solutions. It arises for instance as theshadow
systemassociated to activator-inhibitor systems in mathematical theory of biological pattern formation such as t
Gierer–Meinhardt model and in certain models of chemotaxis, see references in [24]. In such models, and rel
ones, it is particularly meaningful the presence of solutions exhibiting peaks of concentration, namely one o
local maxima around which the solution remains strictly positive, while being very small away from them.

The works [24–26] have dealt with precise analysis of least energy solutions to this problem in the subcritic
case, 1< p < N+2

N−2 namely solutions which minimize the Rayleigh quotient

Q(u) = d2
∫
Ω |∇u|2 + ∫

Ω |u|2
(
∫
Ω

|u|p+1)
2

p+1

, u ∈ H 1(Ω) \ {0}, (1.2)

for smalld . From those works, it became known that ford sufficiently small, a minimizerud of Q has a unique
local maximum pointxd which is located on the boundary. Besides,H(xd) → maxx∈∂Ω H(x) whereH denotes
mean curvature of∂Ω and

ud(x) ∼ w
(
(x − xd)/d

)
, (1.3)

wherew denotes the (unique) radially symmetric solution of

�w − w + wp = 0 in R
N (1.4)

w > 0, lim|x|→+∞w(x) = 0.

This solution decays exponentially which implies indeed the presence of a very sharp, bounded spike fo
solution aroundxd . See also [9] for a short proof of these facts.

Solutions other than least energy with similar qualitative behavior around one or several points of the bound
or inside the domain have been found by several authors, see [7,11,14,18,15,19,21,34] and their refer
particular, it is known from [34] that such a spike solution exists around any non-degenerate critical point ofH(x).

Phenomena of this type occursas well in the critical casep = N+2
N−2 , however several important differences a

present. For instance, since compactness of the embedding ofH 1(Ω) into Lp+1(Ω) is lost, existence of minimizer
of Q(u) becomes non-obvious (and in general not true for larged as recently established in [23]). It is the ca
however, as shown in [1,32], that such a minimizer does exist ifd is sufficiently small. However the asymptot
profile (1.3) is lost. In fact, as a consequence of Pohozaev’s identity, no solution to (1.4) forp � N+2

N−2 exists.
The profile and asymptotic behavior of this least energy solution has been analyzed in [4,27,30]. Again o

© 2005 L'Association Publications de l'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved
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local maximum pointxd located around a point of maximum mean curvature of∂Ω exists. However, unlike th
subcritical case now its maximum valueMd = ud(xd) → +∞. Let w(x) be thestandard bubblein R

N ,

w(x) = αN

(
1

1+ |x|2
)N−2

2

, αN = (
N(N − 2)

)N−2
4 (1.5)

which solves

�w + wp = 0 in R
N. (1.6)

The asymptotic profile ofud is now, at leading order

ud(x) ∼ (Md/αN )w
(
(Md/αN)

p−1
2 (x − xd)

)
.

Observe that the right hand side of the above expression also solves (1.6). The energy level ofud is now well
approximated by

d−2Q(ud) ∼
1
2

∫
RN |∇w|2

(1
2

∫
RN |w|p+1)

2
p+1

. (1.7)

Construction of solutions with this type ofbubbling behavioraround one or more critical points of mean curvat
has been achieved for instance in [2,3,13,16,29,33]. An important difference with the subcritical case is t
mean curvature is required to be positive at these critical points. In fact, non-negativity of curvature is a
necessary for existence [5,30,17]. Recently in [17], behavior of solutions withenergy values (1.7) have been th
oughly characterized, improving previous results in [5]. In particular blow-up points for such solutions are
to besimple, in the sense that an appropriate constant multiple ofw(x) bounds globally from above the scal
solution around its maximum point. This type of estimates for bubbling for other elliptic problems at the critic
exponent are found in [20,22].

Very little is known for problem (1.1) when the powerp is supercritical, namelyp > N+2
N−2. Sobolev embeddin

no longer holds, so that variational construction of solutions becomes difficult. In this paper we want to inve
this case for powers close to critical, where now we let the parameterd be fixed, with no loss of generalityd = 1.
Our first result establishes existence of boundary bubbling solutions whenp approaches critical from the supe
critical side, namelyp = N+2

N−2 + ε with small ε > 0. Given a non-degenerate critical point of mean curva
(or, more generally, a situation of topologically non-trivial critical point) withpositive critical value, a solution
exhibiting boundary bubbling around such a point asε → 0 exists. Thus we deal with the semilinear ellip
problem


−�u + u = u

N+2
N−2+ε in Ω,

u > 0 in Ω,
∂u
∂ν

= 0 on∂Ω,

(1.8)

whereε > 0. LetH(x) denote mean curvature of∂Ω . We explain next what we mean bytopologically non-trivial
critical point situationfor H(x), which includes as special cases, local minima, maxima or non-degenerate critic
points.

LetD be a (relative) open subset of∂Ω with smooth boundary. We say thatH links non-trivially inD at critical
levelHD if there exist closed subsetsB, B0 of D̄ such thatB is connected andB0 ⊂ B such that the following
conditions hold: if we set

Γ = {
Φ ∈ C(B,D) / Φ|B0 = Id

}
then

supH(y) <HD ≡ inf
Φ∈Γ

supH
(
Φ(y)

)
, (1.9)
y∈B0 y∈B
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and for ally ∈ ∂D such thatH(y) =HD , there exists a vectorτy tangent to∂D at y such that

∇H(y) · τy 	= 0. (1.10)

Standard deformation arguments showthat under these conditions a critical pointȳ ∈D of H with H(ȳ) =HD
in fact exists. It is easy to check that the above conditions hold if

inf
x∈D

H(x) < inf
x∈∂D

H(x), or sup
x∈D

H(x) > inf
x∈∂D

H(x),

namely the case of (possibly degenerate) local minimum or maximum points ofH . They also hold ifD is any
small neighborhood of a non-degenerate critical point ofH . This notion of local linking was used in [11] to bui
up boundary spikes in the subcritical case of (1.1). An alternative notion of non-trivial critical point ofH was used
in this context in [21].

Our first result is the following.

Theorem 1.Assume thatN � 4 and that there is an open, smooth subsetD of ∂Ω where mean curvatureH(x)

non trivially links at critical levelHD . If additionallyHD > 0, for all sufficiently smallε > 0 there is a solution
uε(x) of (1.8)of the following form,

uε(y) = αN

(
1

1+ λ2ε−2|y − ζε|2
)N−2

2

λ
N−2

2 ε− N−2
2

(
1+ o(1)

)
whereo(1) → 0 uniformly inΩ ,

λ = γNHD,

γN > 0 is a explicit constant, andζε is a point inD such that

H(ζε) → HD, ∇H(ζε) → 0,

asε → 0. The same statement holds true for dimensionN = 3, where now

uε(y) = α3

(
1

1+ λ2ε−2| logε|2|y − ζε|2
) 1

2

λ
1
2 ε− 1

2 | logε| 1
2
(
1+ o(1)

)
.

Recently in [6] it has been found that ifN � 4, d is left fixed and one considers the exponentp as a paramete
approaching the critical exponentfrom below, then single-bubbling solutions exist in certain cases. In partic
they find existence of single-bubble solutions with maximumpoints located on the boundary, near critical points
of mean curvature withnegative value.

The situation we deal with is more delicate because ofbreaking of Sobolev’s embedding. This makes the
proach of construction of solutions employed in [6] or in the above quoted references for the casep = N+2

N−2, d → 0,
technically not-applicable. We also observe that an inverse phenomenon compared with bubbling in the la
ation arises: the blow-up rate actuallydecreases as the value of curvatureHD does. Blow-up is instead enhanc
for p = N+2

N−2, d → 0 as the critical value of curvature decreases to zero.
Our second result shows thatsuper-critical bubblingexhibits a striking difference with the critical expone

blow-up does not need to besimple. In fact we are able to construct solutions with just one maximum poin
which multiple bubbling is present. For instance ifΩ is a ball, there exists a solution whose shape is tha
a tower, constituted by superposition of an arbitrary number of single-bubbles of different blow-up orders. Thi
phenomenon actually takes place just provided thatΩ is symmetric with respect to the first(N − 1) variables, and
0 ∈ ∂Ω is a point with positive mean curvature.

Theorem 2.Assume that0∈ ∂Ω , H(0) > 0 andN � 4. Moreover, assume that for anyi = 1, . . . ,N − 1,

if (y1, . . . , yi, . . . , yN) ∈ Ω then(y1, . . . ,−yi, . . . , yN) ∈ Ω.
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Then, givenk � 1, there exists for all sufficiently smallε > 0 a solutionuε of (1.8)of the form

uε(y) = αN

k∑
i=1

(
1

1+ λ2
i ε

−2+(1−i) 4
N−2 |y|2

)N−2
2

λ
N−2

2
i ε− N−2

2 −i+1(1+ o(1)
)

whereo(1) → 0 uniformly inΩ . Here

λi = H(0)

k

[
γNβi−1

N

(k − i)!
(k − 1)!

] 2
N−2

,

for i = 1, . . . , k, where the positive constantsγN,βN are explicit. The same statement holds true forN = 3 except
that now

uε(y) = α3

k∑
i=1

(
1

1+ λ2
i ε

2−4i| logε|2|y|2
) 1

2

λ
1
2
i ε

1
2−i | logε| 1

2
(
1+ o(1)

)
.

The solution predicted by this theorem is a superposition ofk bubbles with respective blow-up ordersε− N−2
2 −i+1

for N � 4 andε
1
2−i | logε| 1

2 for N = 3, i = 1, . . . , k.
We would like to mention that existence of solutions to problem (1.8) which blow up at an interior point

domainΩ has been recently obtained in [31] in the case of dimensionN = 3.
The proofs of Theorems 1 and 2 rely on a form of Lyapunov–Schmidt procedure which reduces the cons

of the searched solutions to a finite-dimensional variational problem, in a general scheme already followe
study of interior bubbling in [10,8]. In order to overcome the super-critical nature of the problem, we wo
this reduction in some ad-hoc weightedL∞ spaces. Very useful for this purpose,especially in the description of
the multi-bubbling effect, is the introduction of polar coordinates around a reference pointζ ∈ ∂Ω , and then a
transformation of the radial coordinate, a variation of the well-known Emden–Fowler transformation [12] af
which dilations are converted into translations in a one-dimensional variable. This language is especially u
the analysis of the linearized operator around a proper ansatz. Estimates for solutions of the associated
operator in weighted norms, which would appear quite involved in original variables, take here natural form
this analysis, the finite dimensional variational problem can be studied in a fairly direct way.

2. Initial approximations

Let us consider a numberβε, which we will conveniently choose later in the construction such that

lim
ε→0

βε = 1. (2.1)

Replacing in problem (1.8)u by a suitable power ofβε timesu, we can then rewrite it as


−�u + u = βεu
N+2
N−2+ε in Ω,

u > 0 in Ω,
∂u
∂ν

= 0 on∂Ω.

(2.2)

In what follows, this is the problem we will deal with.
Let us denote, forµ > 0 andζ ∈ R

N ,

wµ,ζ (y) = αN

(
µ

2 2

)N−2
2

,

µ + |y − ζ |
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functions which constitute the set of all positive solutions of (1.6). As before, we denotew = w1,0. In the case of
a single-bubble, Theorem 1, the solution we are looking for is approximately equal towµ,ζ with ζ ∈ ∂Ω andµ

a properly chosen, very small number. In the situation of Theorem 2,ζ = 0 and we look for a solution close t∑k
i=1 wµi,0 whereµi+1 
 µi andµ1 
 1. For later purposes, it is actually better to construct an initial app

imation of the solution, close to the above but corrected in such a way that it satisfies zero Neumann b
conditions. We consider, for a fixedζ ∈ ∂Ω andµ > 0 the unique solutionu = w̃µ,ζ of the boundary value prob
lem, 

−�u + u = w
N+2
N−2
µ,ζ in Ω,

∂u
∂ν

= 0 on∂Ω.
(2.3)

We want to analyze the comparison of this function andwµ,ζ for very smallµ > 0. A first step in this direction is
the observation that∫

Ω

w
N+2
N−2
µ,ζ = cNµ

N−2
2

(
1+ o(1)

)
asµ → 0.

On the other hand, clearly

w
N+2
N−2
µ,ζ∫

Ω w
N+2
N−2
µ,ζ

→ 0

uniformly on compact subsets of̄Ω \ ζ . It follows that on each such a subset,

w̃µ,ζ = cNµ
N−2

2
(
1+ o(1)

)
G(x, ζ )

whereG(x, ζ ) denotes the (uniformly positive) Green’s function of the problem{−�xG + G = δζ for x ∈ Ω,

∂G
∂ν

= 0 for x ∈ ∂Ω,

with δζ the Dirac mass supported atζ . To analyze the behavior of̃wµ,ζ nearζ , it is convenient to introduce a chan
of variables that straightens the boundary aroundζ . After a rotation and translation of variables, we may assu
thatζ = 0 and that on a neighborhood of this point the domain can be described as the set of pointsy = (y ′, yN)

with y ′ ∈ R
N−1 andyN > g(y ′) whereg is a smooth function withg(0′) = 0 and∇g(0′) = 0′. We consider the

change of variablesy = Φ(z) defined as

y ′ = z′ − zN∇g(z′), yN = g(z′) + zN .

Observe that locally around the origin, the domain is transformed into the half-spacezN > 0. Besides,Φ ′(0) = Id,
and the transformation preserves the normal direction to the boundary. Let us denote byz = Ψ (y) the local inverse
of Φ. Then for a functionu(y) defined in a neighborhood of the origin inΩ , and the functionv(z) = u(Φ(z)) we
have the identity

�u
(
Φ(z)

) = �v − aij (z)vzizj − bi(z)vzi

whereaij , bi are smooth functions withaij (0) = 0. Let us consider for a sufficiently small fixedδ > 0 the regions

B+(δ) = {
z / |z| < δ, zN > 0

}
, Uδ = Φ

(
B+(δ)

) ⊂ Ω.

SinceG(y,0) ∼ |y|2−N in Uδ , we have thatu satisfies


−�u + u = w
N+2
N−2
µ,ζ in Uδ,

u = O(µ
N−2

2 ) onΩ ∩ ∂Uδ,

∂u = 0 on∂Ω ∩ Ū .

(2.4)
∂ν δ
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In termsv(z) = u(Φ(z)) this problem gets rewritten as


−�v + aij (z)vzizj + bi(z)vzi + v = w
N+2
N−2
µ,ζ (Φ(z)) in B+(δ),

v = O(µ
N−2

2 ) on |z| = δ,

∂v
∂zN

= 0 onzN = 0.

(2.5)

To analyze problem (2.5) we carry out the change of coordinateX(z) = µ
N−2

2 v(µz) so that problem (2.5) now
reads


−�X + aij (µz)Xzizj + µbi(µz)Xzi + µ2X = w

N+2
N−2 (µ−1Φ(µz)) in B+( δ

µ
),

X = O(µN−2) on |z| = δ/µ,

∂X
∂zN

= 0 onzN = 0.

(2.6)

We haveµ−1Φ(µz) = z + µO(|z|2) so that

w
(
µ−1Φ(µz)

) = w(z) + w′(z + tµO
(|z|2))µO

(|z|2), 0 < t < 1.

Observe that∣∣w′(z + tµO
(|z|2))∣∣ �

∣∣w′((1− δ)|z|)∣∣ � C|z|1−N

for all |z| large, hence

w
(
µ−1φ(µz)

) − w(z) = µO
(|z|3−N

)
,

w
(
µ−1Φ(µz)

)N+2
N−2 − w(z)

N+2
N−2 = µO

(|z|−1−N
)
.

Writing X = w + h we then arrive to the equation forh


−�h + aij (µz)hzizj + µbi(µz)hzi + µ2h = f in B+(δ/µ),

h = O(µN−2) on |z| = δ
µ
,

∂h
∂zN

= 0 onzN = 0,

(2.7)

where|f | � Aµ|z|1−N . As a result, we obtain:∣∣h(z)
∣∣ � Cµ

(
1+ |z|)3−N

if N � 4

and ∣∣h(z)
∣∣ � Cµ

[
log

(
1

µ[|z| + 1]
)

+ 1

]
if N = 3

for a constantC > 0 which is independent ofδ. Indeed, let us consider forN � 4 the unique radial solution of

−�h∗ = 1

rN−1 + 1
, h∗(+∞) = 0,

which is given by

h∗(r) =
∞∫

ds

sN−1

s∫
tN−1 dt

tN−1 + 1
.

r 0
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Direct substitution shows thatCµh∗(r), with C chosen large enough and independently ofδ works as an uppe
barrier for (2.7). Similarly−Cµh∗(r) may be taken as a sub-solution, and the claimed asymptotic behavior fo
ForN = 3 we take instead the solution of

−�h∗ = 1

r2 + 1
, h∗

(
δ

µ

)
= 1,

which is given by

h∗(r) =
δ
µ∫

r

ds

s2

s∫
0

t2 dt

t2 + 1
+ 1.

Again |h(z)| � Cµh∗(r), and it then follows that∣∣h(z)
∣∣ � Cµ

[
log

1

µ(r + 1)
+ 1

]
.

Thanks to the fact that the constantC above is independent ofδ, we have that

X � w − Cµ
(
1+ |z|)3−N �

[
1− C(µ + δ)

]
w � αw if |z| � δ

µ
, N � 4

for some positive constantα, providedδ is chosen small enough. Similar estimate holds true forN = 3.
Now, going back to the original coordinates in problem (2.4), we obtain forN � 4 the asymptotic behavior i

|y − ζ | < δ1,

w̃µ,ζ (y) = wµ,ζ (y) + µ
1
2 O

(
wµ,ζ (y)

)N−3
N−2 |y − ζ | < δ.

ForN = 3, one gets in the same region

w̃µ,ζ (y) = wµ,ζ (y) + µ
1
2 O

(
log

1

|y − ζ | + µ

)
.

Outside any ball centered at the origin, we recall that for anyN � 3, w̃µ,ζ (y) ∼ µ
N−2

2 G(y, ζ ). The above expan
sions in particular yield

α′wµ,ζ (y) � w̃µ,ζ (y) � β ′wµ,ζ (y) (2.8)

in entireΩ , for certain positive constantsα′, β ′.
Useful for later purposes is as well to understand derivatives with respect to the parametersζ andµ of these

functions. Concerning derivative inζ variable we are interested in derivative with respect to this variable
strained to∂Ω , namely directional derivatives in tangent directions to∂Ω . Assume 0∈ ∂Ω and that the tangen
space is preciselyxN = 0. Then

Z = ∂w̃µ,ζ

∂ζi

∣∣∣∣
ζ=0

solves the boundary value problem
−�Z + Z = N+2

N−2w
4

N−2
µ,0 ∂yi wµ,0 in Ω,

∂Z
∂ν

= 0 on∂Ω.
(2.9)

Observe that

∂yiwµ,0 = CNµ
N−2

2
yi

2 2
N−2
2+1

, CN = −(N − 2)αN.

(µ + |y| )
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We also see that

Z ∼ µ
N−2

2 ∂yiG(0, y) = µ
N−2

2 O
(∣∣y∣∣1−N)

on compacts ofΩ̄ away from 0. To analyze the behavior of this function within a small neighborhood o
origin, we proceed exactly as in the previous analysis, straightening the boundary. Call stillZ the functionZ in
straightened variables, then perform now the change of variableZ(z) = µN/2Z(µz) which leads to a problem o
the form


−�Z + aij (µz)Zzi zj + µbi(µz)Zzi + µ2Z = N+2

N−2w
4

N−2 wzl (µ
−1Φ(µz)) in B+( δ

µ
),

Z = O(µN−1) on |z| = δ
µ
,

∂Z
∂zN

= 0 onzN = 0.

(2.10)

Observing that−�wzl = N+2
N−2w

4
N−2 wzl and that (sincel 	= N ) ∂zN wzl = 0, then settingZ = wzl +h, h now satisfies


−�h + aij (µz)hzizj + µbi(µz)hzi + µ2h = f in B+(δ/µ),

h = O(µN−1) on |z| = δ
µ
,

∂h
∂zN

= 0 onzN = 0,

(2.11)

where|f | � Cµ|z|−N . Again using barriers we obtain that|h| � Cµ(1 + |z|)2−N , and hence denoting by∂τ the
gradient on tangential direction on∂Ω , the approximation result we obtain is

∂τ w̃µ,ζ = µ−1∂τ wµ,ζ + O(wµ,ζ ) (2.12)

for |y − ζ | < δ. Outside this ball,

∂τ w̃µ,ζ = O(µ
N−2

2 ). (2.13)

Finally we observe that estimates (2.12), (2.13) are also valid for differentiation with respect to the paramµ,
∂µw̃µ,ζ .

3. The ansatz

After the analysis of the previous section, our goal is to find a solution of problem (2.2) of the form

u = w̃µ,ζ + φ (3.1)

in the case of Theorem 1, and

u =
k∑

i=1

w̃µi ,0 + φ (3.2)

for Theorem 2, whereφ is a lower order term. Before doing so, we make a slight transformation of problem
In the construction we shall require accurate information on invertibility properties of the linearized operat

associated to problem (1.8) around these approximations. Particularly for the case of the construction of the m
ple bubbling solution, it is convenient to make this analysis after the use of a transformation of the problem
mods out its invariance under dilations.

We shall denote in what followsp = N+2
N−2 . Let ζ be a point in∂Ω . We consider spherical coordinatesy =

y(ρ,Θ) centered atζ given by

ρ = |y − ζ | and Θ = y − ζ
. (3.3)
|y − ζ |
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f

We define the transformation

v(x,Θ) = T (u)(x,Θ) ≡
(

p − 1

2

) 2
p−1

e−xu(ζ + e− 2
N−2xΘ).

We denote byD theζ -dependent subset ofS = R × SN−1 where the variables(x, θ) vary. After these changes o
variables, problem (2.2) becomes


L0(v) − cεβεeεxvp+ε = 0 in D,

v > 0 in D,

(
p−1

2 )∇θ v · νθ + ∂v
∂x

νx + vνx = 0 on∂D

(3.4)

with

cε =
(

p − 1

2

) 2ε
p−1

and

L0(v) = −
(

p − 1

2

)2

�SN−1v − v′′ + v +
(

p − 1

2

)2

e−(p−1)xv. (3.5)

L0 is the transformed operator associated to−� + 1. Here and in what follows,′ = ∂
∂x

and�SN−1 denotes the
Laplace–Beltrami operator onSN−1. We observe then that

T (wµ,ζ )(x,Θ) = W(x − ξ),

where

W(x) =
(

4N

N − 2

)N−2
4

e−x(1+ e− 4
N−2x)−

N−2
2

andµ = e− 2
N−2ξ . W is the unique solution of the problem


W ′′ − W + Wp = 0 on(−∞,∞),

W ′(0) = 0,

W > 0, W(x) → 0 asx → ±∞.

(3.6)

Let us set

Vξ,ζ = τ (w̃µ,ζ ), µ = e− 2
N−2ξ .

Thenv = Vξ,ζ solves the problem{
L0(v) = W(x − ξ)p in D,

(
p−1

2 )∇θ v · νθ + ∂v
∂x

νx + vνx = 0 on∂D.
(3.7)

Translating the analysis of the previous section to this new language we find that

Vξ,ζ = W(x − ξ) + Πξ,ζ (3.8)

where, globally

αW(x − ξ) � Vξ,ζ (x, θ) � βW(x − ξ) (3.9)

and the remainderΠ satisfies forN � 4 and allx large independently ofξ

|Πξ,ζ | � Ce− x
N−2 e− ξ

N−2 W(x − ξ)
N−3
N−2
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so that forN � 4,

|Πξ,ζ | � Ce− 2 min{x,ξ}
N−2 W(x − ξ). (3.10)

ForN = 3 we get

|Πξ,ζ | � C min{x, ξ}e−2 min{x,ξ }W(x − ξ). (3.11)

Let ξ1, . . . , ξk bek points inR such that

0< ξ1 < ξ2 < · · · < ξk

and set

Wi(x) = W(x − ξi), Πi = Πξi,0, Vi = Wi + Πi, V =
k∑

i=1

Vi. (3.12)

We consider next the situation of Theorem 2, and the above transformation referred to the pointζ = 0. Finding a
solution of (1.8) of the form (3.2) corresponds to finding a solution of (3.4) of the formv = V + φ, with φ “small”
andV given by (3.12).

For later purposes, we shall establish a priori estimates for a problem of the form{
L0(v) = g in D,

(
p−1

2 )∇θ v · νθ + ∂v
∂x

νx + vνx = 0 on∂D.
(3.13)

Lemma 3.1.Assume thatg above satisfies∣∣g(x, θ)
∣∣ � W(x − ξ)q .

Then there is a unique bounded solution of(3.13), which besides satisfies

(a) If q > 1, then∣∣v(x, θ)
∣∣ � CW(x − ξ).

(b) If 0 � q < 1 then∣∣v(x, θ)
∣∣ � CWq(x − ξ).

Proof. Let us assume first thatq > 1. We consider the unique solutionWq(x) of the equation in the line


W ′′ − W + Wq = 0 onR,

W ′(0) = 0,

W > 0, W(x) → 0 asx → ±∞.

(3.14)

Observe thatWq(x) � Ce−|x|. Let us writeq = N+2−2σ
N−2 . It is easily seen thatWq = T (Uσ ) where

Uσ (y) = α
(
1+ |y|2−σ

)− N−2
2−σ , α = [

(N − 2)(N − σ)
]N−2

4−σ .

Uσ solves the problem inRN

−�U = |y|−σU
N+2−2σ

N−2 .

Notice also that

Uµ,σ (y) = α

(
µ

2−σ
2

2−σ 2−σ

)N−2
2−σ
µ + |y|
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through
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a)

ious
solves the same equation for anyµ > 0. In fact, for anyσ the equation is invariant under the scalingµ− N−2
2 ×

U(µ−1r).
Let us now consider the functioñWσ,ξ , solution of the problem

−
(

p − 1

2

)2

�SN−1W̃ − W̃ ′′ + W̃ +
(

p − 1

2

)2

e−(p−1)xW̃ = Wq(x − ξ)q in D,

(
p − 1

2

)
∇θ W̃ · νθ + W̃ ′νx + W̃νx = 0 on∂D.

We claim thatW̃q,ξ � Ce−|x−ξ |, from where the corresponding assertion forv would automatically follow by
maximum principle. To establish the claim, we transform back the above equation to the original variable

T (u) = Wq,ξ , so thatu = Ũσ,µ, with µ = e− p−1
2 ξ is the solution of

−�u + u = |y|−σU
N+2−2σ

N−2
µ,σ in Ω,

∂u
∂ν

= 0 on∂Ω.
(3.15)

Exactly as in the computations carried out in the previous section (corresponding toσ = 0), we find thatŨµ,σ ∼
µ

N−2
2 G(y,0), uniformly, away fromy = 0. Moreover, the same analysis neary = 0 can be carried out and we fin

in particular

Ũµ,σ (y) � CUµ,σ (y). (3.16)

This relation readily impliesW̃q,ξ � Ce−|x−ξ |, thus, we obtainv � Ce−|x−ξ | as desired, and the proof of part (
is concluded.

Let us assume now that 0� q < 1. The procedure in the proof of the estimate is similar to that in the prev
proof. Consider the equation{

L0(v) = W(x − ξ)q in D,

(
p−1

2 )∇θ v · νθ + ∂v
∂x

νx + vνx = 0 on∂D,
(3.17)

where now 0� q < 1. In original variables this problem now reads{
−�u + u = U

q

µ,0r
−2− 2

p−1 (1−q) in Ω,
∂u
∂ν

= 0 on∂Ω.
(3.18)

A direct computation shows that∫
Ω

U
q

µ,0r
−2− 2

p−1(1−q) ∼ µq N−2
2 .

This and elliptic estimates yield that on any compact set ofΩ̄ \ {0} we haveu � Cµq N−2
2 . The scaling

v(z) = µ
N−2

2 u(µz)

transforms the equation into

−�v + µ2v = U
q

1,0(z)|z|−2− 2
p−1 (1−q)

.

Exactly the same game of straightening can be played to finally find thatv(z) � Kw(z), wherew is a radial
supersolution of

−�w = 1
2+ N−2 (1−q)

1
q(N−2)
r 2 1+ r
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isely

points

linear

l

respond-

. Some
is not
in B(0, δ
µ
) which satisfies

w

(
δ

µ

)
∼ µ

N−2
2 (1+q).

With simple computations we find that there is indeed a supersolution withw(r) ∼ r− N−2
2 (1−q) nearr = 0 while

w(r) ∼ r− N−2
2 (1+q) for larger. Pulling this information back to Emden–Fowler variables, this means prec

v � Ke−q(x−ξ) for x > ξ andv � Keq(x−ξ) for x < ξ and the desired property follows. The proof is concluded.�
We consider the ansatzv = V + φ. In terms ofφ, problem (3.4) then becomes{

L(φ) = N(φ) + R,

(
p−1

2 )∇θφ · νθ + ∂φ
∂x

νx + φνx = 0 on∂D,
(3.19)

where

L(φ) = L0(φ) + βεcε(p + ε)eεxV p+ε−1φ, (3.20)

N(φ) = βεcεeεx
[
(V + φ)

p+ε
+ − V p+ε − (p + ε)V p+ε−1φ

]
(3.21)

and

R = βεcεe
εxV p+ε −

(
k∑

i=1

Wi

)p

. (3.22)

Rather than solving problem (3.19) directly, we consider first the following intermediate problem: Given
ξ = (ξ1, . . . , ξk), find a functionφ such that for certain constantsc1, . . . , ck ,


L(φ) = N(φ) + R + ∑k

i=1 ciV
p−1
i Zi in D,

(
p−1

2 )∇θφ · νθ + φ′νx + φνx = 0 on∂D,∫
D V

p−1
i Ziφ = 0 for all i = 1, . . . , k.

(3.23)

HereZi(x, θ) = V ′
i (x, θ) for i = 1, . . . , k.

We will see that with these definitions, problem (3.23) is uniquely solvable if the pointsξi satisfy appropriate
constraints andε is sufficiently small. In order to solve problem (3.23) it is necessary to understand first its
part. Thus we consider the following problem: givenh ∈ C0,α(D), find φ such that for certain real numbersci


L(φ) = h + ∑k

i=1 ciV
p−1
i Zi in D,

(
p−1

2 )∇θφ · νθ + φ′νx + φνx = 0 on∂D,∫
D

V
p−1
i Ziφ = 0 if i = 1, . . . , k.

(3.24)

The main step in solving problem (3.23) consists of proving uniformlybounded solvability in proper functiona
spaces for problem (3.24), provided that pointsξi are far apart and that theyare small compared with1

ε
. We will

devote Section 4 to establish this fact under the assumptions of Theorem 2 and Section 5 to solve cor
ingly (3.23). After this, the problem is reduced to adjusting the pointsξi in such a way that all constantsci in (3.23)
are equal to zero. This problem will be solved variationally in Section 6, yielding the result of Theorems 2
modifications of this approach will be needed in the proof of Theorem 1 in Section 7, where symmetry
assumed but only oneξi is present.
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4. The linear problem

In this section we assume the situation of Theorem 2, and carry out the transformation of the previous
aroundζ = 0. To set up a convenient functional-analytic setting for problem (3.24) we introduce the followin
norms which depend on the given pointsξ and a given numberq > 0. For a functionψ defined onD we set

‖ψ‖q = sup
(x,θ)∈D

(
k∑

i=1

e−q|x−ξi |
)−1∣∣ψ(x, θ)

∣∣.
Consistently, we also denote

‖ψ‖0 = sup
(x,θ)∈D

∣∣ψ(x, θ)
∣∣.

For any vector spaceX of functionsu(x, θ) defined onD, we shall denote byXs the subspace of functions inX
which are even with respect to the firstN − 1 variables ofθ . Problem (3.24) turns out to be solvable forh having
this symmetry. The following result holds.

Lemma 4.1.There exist positive numbersε0, δ0, R0, andC > 0 such that if the points0 < ξ1 < ξ2 < · · · < ξk

satisfy

R0 < ξ1, R0 < min
1�i<k

(ξi+1 − ξi), ξk <
δ0

ε
, (4.1)

then for all 0 < ε < ε0 and all h ∈ C
0,α
s (D) with ‖h‖q < +∞, problem(3.24) admits a unique solutionφ ≡

Tε(h) ∈ C
2,α
s (D) ∩ H 1(D). Besides,

‖φ‖q � C‖h‖1 if q > 1, (4.2)

‖φ‖q � C‖h‖q if 0 < q < 1, (4.3)

and for anyq > 0,

|ci | � C‖h‖q . (4.4)

Proof. To prove this result we assume firstq > 1 and establish the a priori estimate (4.2) for conveniently cho
numbersε0, δ0,R0,C and any pointsξi satisfying (4.1). This amounts to proving the following fact: Assume
existence of a sequenceεn → 0 and points 0< ξn

1 < ξn
2 < · · · < ξn

k with

ξn
1 → +∞, min

1�i�k−1
(ξn

i+1 − ξn
i ) → +∞, ξn

k = o(ε−1
n ) (4.5)

such that for certain functionsφn ∈ C
2,α
s (D̄) andhn ∈ C

0,α
s (D) with ‖hn‖∗∗ → 0 and scalarscn

i one has


Lεnφn = hn + ∑k
i=1 cn

i V
p−1
i Zi in D,

(
p−1

2 )∇θφn · νθ + φ′
nν

x + φnν
x = 0 on∂D,∫

D
V

p−1
i Ziφn = 0 if i = 1, . . . , k.

(4.6)

Then

‖φn‖1 → 0. (4.7)

We will establish first the weaker assertion

‖φn‖0 → 0. (4.8)
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To do so, let us assume the opposite, so that with no loss of generality we may take‖φn‖0 = 1. Let us see that

cn
i → 0 asn → ∞. (4.9)

In fact, testing the above equation againstZj , integrating by parts twice we get that

k∑
i=1

cn
i

∫
D

V
p−1
i ZiZj = −

∫
D

hnZj +
∫
D

LεnφnZj

= −
∫
D

hnZj +
∫
D

LεnZjφn +
∫

∂D

φn

(
∂Zj

∂x
− Zj

)
νx dσ

= o(1), (4.10)

since the following estimate holds∣∣∣∣
∫
D

hnZj +
∫
D

LεnZjφn +
∫

∂D

φn

(
∂Zj

∂x
− Zj

)
νx dσ

∣∣∣∣ � C‖hn‖q + o(1)‖φn‖0.

Since
∫
D

V
p−1
i ZiZj = Cδi,j + o(1), (4.10) defines a linear system in theci ’s which is “almost diagonal” asε

approaches zero. Then (4.9) is proved.
Now let (xn, θn) ∈ D̄ be such thatφn(xn, θn) = 1, so thatφn maximizes at this point. We claim that, forn large

enough,

There existsR > 0 such that|xn − ξn
i | < R for somei = 1, . . . , k. (4.11)

We argue by contradiction and suppose that|xn − ξn
i | → +∞ as n → +∞ for any i = 1, . . . , k. Then either

|xn| → +∞ or |xn| remains bounded. Set̃φn(x, θ) = φn(x + xn, θ). Assume that|xn| → +∞. Then we may
assume that̃φn → φ̃ locally uniformly in S̄+ where

S+ = R × {θ ∈ SN−1 / θN > 0}
andφ̃ is a nontrivial, bounded solution of the equation{

−(
p−1

2 )2�SN−1φ̃ − φ̃′′ + φ̃ = 0 in S+,

∇θ φ̃ · νθ = 0 on∂S+.
(4.12)

Let us consider the functionψ defined onRN+ as

ψ(y) =
(

p − 1

2

) 2
p−1

exφ̃(x, θ), |y| = e− p−1
2 x, θ = y

|y| .

Sinceφ̃ satisfies (4.12) thenψ solves{−�ψ = 0 in R
N+,

∂ψ
∂ν

= 0 on∂R
N+ \ {0}.

Extendingψ to the whole spaceRN by symmetry, the extended function, still denoted byψ , is harmonic inRN

with a possible singularity at the origin. Sinceφ̃ is bounded, we also find that∣∣ψ(y)
∣∣ � C|y|− N−2

2 for all y ∈ R
N .

The singularity at 0 can thus be removed and by the decay we conclude thatψ ≡ 0 on R
N , a contradiction.
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Assume now that|xn| is bounded. Then elliptic estimates give us that we canpass to the limit in (4.6) for
n → ∞: φn → φ locally uniformly where this timeφ is a nontrivial, bounded solution of the problem{

−(
p−1

2 )2�SN−1φ − φ′′ + φ + (
p−1

2 )2e−(p−1)xφ = 0 in D,

(
p−1

2 )∇θφ · νθ + φ′νx + φνx = 0 on∂D.

Thus, performing the same change of variables as before, we find a nontrivial solutionψ of the problem{−�ψ + ψ = 0 in Ω,
∂ψ
∂ν

= 0 on∂Ω \ {0}

with |ψ(y)| � C|y|−N−2
2 neary = 0. Henceψ is regular at 0, and henceψ ≡ 0, again a contradiction, whic

shows the validity of (4.11).
Let us fix an index isuch that (4.11) holds. A consequence of (4.11), (4.6) and elliptic estimates is th

sequence of functions̃φn(x, θ) = φn(x+ξn
i , θ), converges locally uniformly inS+ to a nontrivial, bounded solutio

φ̃ of the problem


−(
p−1

2 )2�SN−1φ̃ − φ̃′′ + φ̃ − pWp−1φ̃ = 0 in S+,

∇θ φ̃ · νθ = 0 on∂S+,∫
S+

Wp−1W ′φ dx dσ = 0.

Again going back to original variables, and extending by symmetry to entire space, we find a smooth functioψ

which decays at infinity like|y|−(N−2)/2 and is a nontrivial solution of the problem

�ψ + pwp−1ψ = 0 in R
N . (4.13)

Let us setZ∗(y) = y · ∇w(y) + (N − 2)w(y) wherew(y) is given by (1.5). At this point we use the fact, inherit
by the corresponding property ofφn, thatψ(y) is symmetric in all its variables. It follows from a result in e.g. [2
thatψ must be a multiple ofZ∗, which translates exactly into saying thatφ is a constant multiple ofW ′, so that the
orthogonality condition yieldsψ ≡ 0 and we have obtained a contradiction. The proof of (4.8) is thus comp
Our second step is to prove that

‖φn‖1 → 0.

We shall do this with the aid of barriers as follows. Assume thats > 0 and consider, forξ > 0 the unique bounde
solution of the problem

−
(

p − 1

2

)2

�SN−1φs − φ′′
s + φs +

(
p − 1

2

)2

e−(p−1)xφs =
k∑

j=1

e−s|x−ξj | in D,

(
p − 1

2

)
∇θφs · νθ + φ′

sν
x + φsν

x = 0 on∂D.

Then from Lemma 3.1 we have

φs(x) � C

k∑
j=1

e−s|x−ξj |, (4.14)

if 0 < s < 1, whereC is a positive number independent ofξ , while if s > 1,

φs(x) � C

k∑
e−|x−ξj |. (4.15)
j=1
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Let us observe thatφn satisfies

−
(

p − 1

2

)2

�SN−1φn − φ′′
n + φn +

(
p − 1

2

)2

e−(p−1)xφn = h̃n in D,

(
p − 1

2

)
∇θφn · νθ + φ′

nν
x + φnν

x = 0 on∂D,

where

h̃n = −(p + ε)eεxV p+εn−1φn + hn +
∑

cn
i V

p−1
i Zi.

Thus we get that

|h̃n| � Cηn

k∑
i=1

e−s|x−ξn
i |

wheres is any number less thanp − 1, andηn → 0. If p < 2, we obtain|φn| � Cηnφs . Bootstrapping the abov
relation, we get that̃hn satisfies a bound of the above form for anys < 2(p − 1). After a finite number of steps w
will reach this bound for somes > 1, and hence|φn| � Cηnφ1, which gives the desired estimate (4.2). The pr
of estimate (4.3) is almost the same. We observe also that after estimates (4.2) or (4.3) are known, estim
follows with the same argument used to establish (4.9).

Let us now prove existence. We consider the space

H =
{
φ ∈ H 1

s (D) |
∫
D

V
p−1
i Ziφ = 0 for all i = 1, . . . , k

}

endowed with its natural inner product,

[φ,ψ] =
(

p − 1

2

)2 ∫
D

∇θφ∇θψ +
∫
D

∇φ∇ψ + φψ.

Problem (3.24) expressed in weak form is equivalent to that of finding aφ ∈ H such that for allψ ∈ H

[φ,ψ] =
∫
D

[
(p + ε)eεxV p+ε−1φ +

(
p − 1

2

)2

e−(p−1)xφ + h

]
ψ.

The a priori estimate found implies that forh = 0 only the trivial solution is present. With the aid of Ries
representation theorem, this equation gets rewritten inH in operational form as one in which Fredholm’s alternat
is applicable, and its unique solvability thus follows. This concludes the proof.�

Let us study differentiability of the operatorT found in the above lemma in the variablesξi . We shall use the
notationξ = (ξ1, . . . , ξk) and consider the Banach spaceCqs of all continuous functionsψ for which‖ψ‖q < +∞
and are symmetric with respect toθ1, . . . , θN−1, endowed with this norm. Then forq < 1, T defines a correspon
denceξ �→ T ∈L(Cqs). This map is actually differentiable.

Corollary 4.1. Assume(4.1) and consider the mapξ �→ T . This map is of classC2(Cqs) for q < 1. Moreover,
there is a constantC > 0 such that

‖∂ξT ‖q � C and ‖∂2
ξξ T ‖q � C

uniformly on pointsξ satisfying conditions(4.1).
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Proof. Fix h and letφ = T (h). Let us consider differentiation with respect to the variableξl . Let us recall thatφ
satisfies the problem


L(φ) = h + ∑k

i=1 ciV
p−1
i Zi in D,

(
p−1

2 )∇θφ · νθ + φ′νx + φνx = 0 on∂D,∫
D V

p−1
i Ziφ = 0 i = 1, . . . , k,

for some (uniquely determined) constantsci . Let us consider the constantsαj defined as the solution of{∑
j αj

∫
D

V
p−1
i ZiZj = 0 ∀i 	= l,∑

j αj

∫
D V

p−1
l ZlZj = − ∫

D ∂ξl (V
p−1
l Zl)φ

(4.16)

and the function

f = −
∑

αjL(Zj ) + cl∂ξl (V
p−1
l Zl) − cεβε(p + ε)eεx∂ξl (V

p−1+ε)φ. (4.17)

Let us define

Z = T (f ) +
∑
j

αjZj .

A routine verification yields that indeedZ = ∂ξlφ. Moreover,‖f ‖q � C‖φ‖q +|αj | � C‖φ‖q , so that also‖Z‖q �
C‖h‖q . Besides,Z depends continuously on the parametersξ andh, for this norm.

Let us consider now the second derivative∂ξj ∂ξl φ. Let βi be the unique solution to the system


∑
i βi

∫
D

V
p−1
k ZkZi = 0 ∀k 	= l, j,∑

i βi

∫
D V

p−1
j ZjZi = − ∫

D ∂ξj (V
p−1
j Zj )∂ξl φ,∑

i βi

∫
D V

p−1
l ZlZi = − ∫

D ∂ξj (V
p−1
l Zl)∂ξlφ − ∫

D ∂ξl (V
p−1
l Zl)∂ξj φ − ∫

D ∂ξj ∂ξl (V
p−1
l Zl)φ,

(4.18)

and let

g = −
∑

i

βiL(Zi) − βεcε(p + ε)eεx{∂ξj V
p+ε−1φ + ∂ξj ∂ξl V

p+ε−1φ + ∂ξl V
p+ε−1∂ξj φ}

+ ∂ξj cl∂ξl (V
p−1
l Zl) + ∂ξl cj ∂ξj (V

p−1
j Zj ) + ∂ξj cl∂ξj ∂ξl (V

p−1
l Zl).

As before, one sees that

∂ξj ∂ξlφ =
∑

βiZi + T (g)

and hence‖g‖q � C(|βi | + ‖φ‖q + ‖∇φ‖q ) � C‖φ‖q which in particular implies that‖∂ξj ∂ξl φ‖q � ‖h‖q . Thus
the claim is proved. �

5. The finite-dimensional reduction

We consider in this section again the situation of Theorem 2. We will make in what follows special cho
the pointsξi . Consider a large but fixed numberM > 0 and assume that we have∣∣∣∣(ξi+1 − ξi) − log

1

ε

∣∣∣∣ � M, i = 1, . . . , k − 1, (5.1)

∣∣∣∣ξ1 − 2
log

1
∣∣∣∣ � M if N � 4, (5.2)
p − 1 ε
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|ξ1 − ξε
1 | � M if N � 4, (5.3)

and

e−2ξε
1ξε

1 = ε, if N = 3. (5.4)

At this point we make the precise choice of the numberβε in (2.1). We choose

βε = e−ε log 1
ε if N � 4, βε = e−εξε

1 if N = 3. (5.5)

We have the validity of the following result. We make it more precise in the casek = 1, since it will be of use in
the proof of Theorem 1.

Proposition 5.1.Assume that relations(5.1)–(5.5)hold. Then there are constantsC > 0, α > 0 such that, for all
ε > 0 small enough, there exists a unique solutionφ = φ(ξ) ∈ C2

s (D) to problem(3.23)which besides satisfies fo
someσ,α > 0,

‖φ‖1+σ � Cεα. (5.6)

Moreover, for some0 < q < 1 andα > 0 it satisfies

‖φ‖q � Cε
1+α

2 . (5.7)

α = 1 may be chosen in case thatk = 1. Moreover, for some0 < q < 1 the mapξ �→ φ(ξ) is of class C1 for the
‖ · ‖q -norm and

‖∂ξφ‖q � Cε
1+α

2 , (5.8)

where againα = 1 if k = 1.

Proof. Problem (3.23) can be rewritten as

L(φ) = N(φ) + R +
k∑

i=1

ciV
p−1
i Zi in D,

(
p − 1

2

)
∇θφ · νθ + φ′νx + φνx = 0, (5.9)

∫
D

V
p−1
i Ziφ = 0 for all i = 1, . . . , k,

where

N(φ) = cεβεeεx
[
(V + φ)

p+ε
+ − V p+ε − (p + ε)V p+ε−1φ

]
, (5.10)

R =
4∑

i=1

Ri (5.11)

with

R1 = (cε − 1)βεe
εxV p+ε, R2 = βεeεx[V p+ε − V p], R3 = V p[βεe

εx − 1],

R4 = V p −
(

k∑
Wi

)p

, R5 =
(

k∑
Wi

)p

−
k∑

W
p
i .
i=1 i=1 i=1
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We observe thatR is symmetric with respect to the firstN − 1 variables ofθ . The operatorN respects as well thi
symmetry. Problem (3.23) is equivalent to solving a fixed point problem.φ is a solution of (3.23) if and only if

φ = T
(
N(φ) + R

) ≡ A(φ).

We will show that the operatorA defined above is a contraction mapping in a proper region. We begin by ana
the size ofR in different norms.

|R2| � CεeεxV p+tε| logV | � CεV p−σ

hence for anyq < p ‖R2‖q � Cε. ForR3 we have for any largex,

|R3| � Cε
[|x − ξ1| + 1

]
V p+ε � Cε| logε|V p−σ ,

hence

‖R3‖p−σ � Cε| logε|.
Observe that ifk = 1, actually we get‖R3‖p−σ � Cε. Let us consider nowR4 for N � 4. We find

|R4| � CV p−1
k∑

i=1

|Vi − Wi | � CV p−1
k∑

i=1

e−2
min{x,ξi }

N−2 −|x−ξi |,

thanks to estimate (3.10). Ifx > ξ1 this yields

|R4| � CV pe−2ξ1/(N−2) � CεV p.

If x < ξ1 we get|R4| � CV p−1e− 2x
N−2−|x−ξ1|. If 3

4ξ1 < x < ξ1 this expression implies

|R4| � CV pe− 2
3

2
p−1ξ1 = V pε

2
3 .

If x < 2
3ξ1 we get

|R4| � Ce− p−1
3 ξ1V = Cε

2
3−σ V 1+σ ,

hence

‖R4‖1+σ � Cε
1
2 .

On the other hand, we also find that|R4| � CεV p−1, hence

‖R4‖q � Cε

for someq < 1. The same estimates turn out to be valid forN = 3 thanks to the definition ofξε
1 in (5.4) and

estimate (3.11). Now, let us considerR5. The following inequalities hold:

|R5| � Cε
p−1

2 −σ V 1+σ

and

|R5| � Cε
p
2 −σ V σ .

Combining all above estimates we finally find that for someq < 1

‖R‖q � ε
1+α

2 , α > 0, (5.12)

while for someσ > 0

‖R‖1+σ � εα, α > 0. (5.13)
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We observe that in casek = 1, whereR5 is not present we actually find

‖R‖q � Cε

for someq < 1.
Next we analyze relevant properties of the operatorN(φ).

N(φ) = Kεe
εx

1∫
0

dt (V + tφ)
p+ε−2
+ φ2,

with Kε a bounded constant. Hence if, say,‖φ‖1 � 1
4‖V ‖1, we get, using the fact thatξk 
 1

ε
.∣∣N(φ)

∣∣ � KV p+ε−2φ2 � KV p‖φ‖2
1, (5.14)

and hence∥∥N(φ)
∥∥

p
� C‖φ‖2

1. (5.15)

Moreover, inequality (5.14) implies as well that for such aφ we also have|N(φ)| � K|φ|min{p,2}, which implies∥∥N(φ)
∥∥

q
� C‖φ‖min{p,2}

q . (5.16)

Now,

∂N

∂φ
= Kεeεx

1∫
0

dt
[
(p − 2)(V + tφ)

p+ε−3
+ φ2 + (V + tφ)

p+ε−2
+ 2φ

]
.

If ‖φ‖1 � 1
4‖V ‖1, we get∣∣∣∣∂N

∂φ

∣∣∣∣ � CV p−1‖φ‖2
1. (5.17)

Let us fix positive numbersα,σ as in (5.13) and consider the set

Fr = {
φ ∈ Cs(D): ‖φ‖1+σ � rεα

}
with r a positive number to be fixed later. Observe that forφ in such a region,V + φ � βV for some fixed positive
constantβ . From Lemma 4.1, (5.15) and (5.13) we get∥∥A(φ)

∥∥
1 � C

(∥∥N(φ) + R
∥∥

1+σ

)
� C[r2ε2α + εα] < rεα

for all smallε, provided thatr is chosen large enough, but independent ofε. ThusA mapsFr into itself for this
choice ofr. Moreover,A turns out to be a contraction mapping in this region, as it follows from relation (5.17

Existence and uniqueness ofφ(ξ) with the desired property thus follows. Using (5.16) and (5.12), takingq-norm
on both sides of the fixed point characterization we conclude as well that‖φ‖q � ε(1+α)/2, as desired. Concernin
now differentiability of the functionφ(ξ), let us write

B(ξ,φ) ≡ φ − T
(
N(φ) + R

);
we haveB(ξ,φ) = 0. Now we write

∂φB(ξ,φ)[θ ] = θ − T
(
θ∂φ

(
N(φ)

)) ≡ θ + M(θ).

It is not hard to check that the following estimate holds∥∥M(θ)
∥∥ � Cε

1+α
2 ‖θ‖q .
q
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It follows that for smallε, the linear operator∂φB(ξ,φ) is invertible inCqs , with uniformly bounded inverse. I
also depends continuously on its parameters. Let us differentiate with respect toξ . We have

∂ξB(ξ,φ) = −(∂ξT )
(
N(φ) + R

) − T
(
(∂ξN)(ξ,φ) + ∂ξR

)
where all the previous expressions depend continuously on their parameters. Hence the implicit function
yields thatφ(ξ) is aC1 function intoCqs . Moreover, we have

∂ξφ = −(
∂φB(ξ,φ)

)−1[
∂ξB(ξ,φ)

]
so that

‖∂ξφ‖q � C
(‖N(φ) + R‖q + ∥∥∂ξN(ξ,φ)

∥∥
q

+ ‖∂ξR‖q

)
� Cε

1+α
2 .

Observe that there is no danger in the differentiation of the operatorN thanks to the fact that always|φ| = o(1)V .
Concerning the estimation of∂ξR, it follows straightforwardly from its definition and the estimate on derivati
of Πi , inherited from the differentiation inµi in its expression in the variables inΩ . This concludes the proof.�

6. The proof of Theorem 2

According to the previous results, our problem has been reduced to that of finding pointsξi so that the con
stantsci which appear in (3.4), for the solutionφ given by Proposition 5.1 are all zero. Thus we need to solve
system of equations

ci(ξ) = 0 for all i = 1, . . . , k. (6.1)

If (6.1) holds thenv = V +φ will be a solution to (3.4) with the desired form. This system turns out to be equiv
to a variational problem, related to the functional associated to problem (3.4),

Iε(v) = 1

2

(
p − 1

2

)2 ∫
D

|∇θ v|2 + 1

2

∫
D

(v′ + v)2

− 1

p + ε + 1

∫
D

eεx |v|p+ε+1 + 1

2

(
p − 1

2

)2 ∫
D

e−(p−1)xv2. (6.2)

Iε is in correspondence with the functional associated to problem (1.8) in natural way: Let us write

Jε(u) = 1

2

∫
Ω

|∇u|2 + u2 − 1

p + 1+ ε

∫
Ω

|u|p+1+ε.

Then we have the identity

Iε(v) = aNJε(u), v = T (u), aN > 0.

We have the validity of the following fact.

Lemma 6.1.The functionV + φ is a solution to(3.4) if ξ = (ξ1, . . . , ξk) is a critical point of the functional

Iε(ξ) := Iε(V + φ),

whereφ = φ(ξ) is given by Proposition5.1andIε is defined in(6.2).
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Proof. Assumeξ is a critical point ofIε(ξ). Then for eachi = 1, . . . , k we have

0= DIε(V + φ)

[
∂(V + φ)

∂ξi

]
=

k∑
j=1

∫
V

p−1
j Zj

∂(V + φ)

∂ξi

.

Now, the definitions ofV andφ readily yield

∂(V + φ)

∂ξi

= Zi + o(1),

where o(1) → 0 uniformly. This information implies that the above relations define an “almost diagonal” hom
neous linear system of equations for theci ’s, which implies the validity of (6.1), and the proof is complete.�

The following fact is crucial to actually find critical points ofIε .

Lemma 6.2.The following expansion holds

Iε(ξ) = Iε(V ) + o(ε)

where the termo(ε) is uniform in theC1-sense over all points satisfying constraints(5.1)–(5.5), for givenM > 0.

Proof. Taking into account that 0= DIε(V + φ)[φ], a Taylor expansion gives

Iε(V + φ) − Iε(V ) =
1∫

0

t dt D2Iε(V + tφ)[φ2]

=
1∫

0

t dt

(∫
D

[
Nε(φ) + Rε

]
φ +

∫
D

(p + ε)
[
V p+ε−1 − (V + tφ)p+ε−1]φ2

)
. (6.3)

Since‖φ‖∗ = O(ε
1+α

2 ), we get

Iε(ξ) − Iε(V ) = O(ε1+α), (6.4)

uniformly on points satisfying (5.1)–(5.5). Differentiating now with respect to theξ variables we get from (6.3) tha

∂ξ

[
Iε(ξ) − Iε(V )

] =
1∫

0

t dt

(∫
D

∂ξ

[(
Nε(φ) + Rε)

)
φ
]

+ (p + ε)

∫
D

∂ξ

[(
(V + tφ)p+ε−1 − V p+ε−1)φ2]). (6.5)

Using the computations in the proof of Proposition 4.1we get that the first integral in relation (6.5) can
estimated by O(ε1+α), so does the second; hence the proof of the lemma is complete.�

The above results tell us that finding critical points ofIε(ξ) is essentiallyequivalent to finding critical pointsξ
of Iε(V ). To do so, it is convenient to make the following choices for the pointsξi . ForN � 4 we set

ξ1 = − 2

p − 1
(logε + logΛ1),

ξi+1 − ξi = − logε − logΛi+1, i = 1, . . . , k − 1 (6.6)

where theΛi ’s are positive parameters. For notational convenience, we also setΛ = (Λ1,Λ2, . . . ,Λk).
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For N = 3 we modify these expressions in the following way: We recall thatξε
1 is the unique positive numbe

such that e−2ξε
1 ξε

1 = ε. Then we set

ξ1 = ξε
1 − 1

2
logΛ1,

ξi+1 − ξi = − logε − logΛi+1, i = 1, . . . , k − 1. (6.7)

The advantage of the above choices is the validity of the following expansion.

Proposition 6.1.LetN � 3. Fix a small numberδ > 0 and assume that

δ < Λi < δ−1 for all i = 1, . . . , k. (6.8)

Then, with the choices(6.6) for N � 4 or (6.7) for N = 3 of the pointsξi , there are positive numbersai , i =
1, . . . ,4, depending only onN such that the following expansion holds.

Iε(V ) = ka1 + εΨk(Λ) + aε + εθε(Λ), (6.9)

Ψk(Λ) = −a2H(0)Λ1 + 2k

p − 1
a4 logΛ1 +

k∑
i=2

[−a3Λi + (k − i + 1)a4 logΛi

]
, (6.10)

whereaε → 0 is a constant and the termθε(Λ) → 0 uniformly in theC1-sense on the set ofΛi ’s satisfying
constraints(6.8).

Proof. A fact we will see first of all is that if we setW= ∑k
i=1 Wi then

I (V ) − I (W) = o(ε)

in theC1-sense. SetV = W+ Π , so thatΠ = ∑k
i=1 Πi . Then

I (W) = −I ′(V )[Π] + 1

2

1∫
0

dt I ′′(V − tΠ)[Π]2.

By definition ofV we see that

I ′(V )[Π] =
∫
D

[
Wp − (W+ Y )p+ε

]
Π =

∫
D

[
Wp − (W+ Π)p

]
Π +

∫
D

[
(W+ Π)p − (W+ Π)p+ε

]
Π

−p

∫
D

(W+ sΠ)p−1Π2 + ε

∫
D

[(W+ Π)p+sε log(W+ Π)Π

with s ∈ (0,1). The properties we established on these quantitiesΠi lead toI ′(V )[Π] = o(ε), where o(ε) is
uniform in theC1-sense in the tupleΛ. Similarly we check thatI ′′(V − tΠ)[Π]2 = o(ε). Corresponding size fo
derivative with respect toξ follows again from our knowledge of asymptotics for∂ξΠ and∂ξh. In conclusion, the
proposition will be proven as long as we establish estimate (6.9) withW replacingV .

Now, let us observe that

Iε(W) = 1

2

∫
D

(W′ + W)2 − 1

p + 1

∫
D

Wp+1

+ 1

p + 1

∫
D

Wp+1 − 1

p + ε + 1

∫
D

eεxWp+ε+1 − 1

2

(
p − 1

2

)2 ∫
D

e−(p−1)xW2.

Then the proof of the estimates (6.9) and (6.10) will follow from the following two lemmas.
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Lemma 6.3.Under the assumptions of Proposition6.1, the following expansion holds:

1

2

∫
D

(W′ + W)2 − 1

p + 1

∫
D

Wp+1 = ka1 − a2H(ζ )e− (p−1)
2 ξ1 − a3

k−1∑
i=1

e−|ξi+1−ξi | + o(ε) for N � 4,

= ka1 − a2H(ζ )e−2ξ1ξ1 − a3

k−1∑
i=1

e−|ξi+1−ξi | + o(ε) for N = 3,

wherea1, a2, a3 are constants depending only onN , o(ε) is uniform in theC1-sense inΛ satisfying(6.8) and
ζ = 0.

Proof. Since for anyi, j = 1, . . . , k,∫
D

(W ′
i W

′
j + WiWj − W

p
i Wj ) =

∫
∂D

W ′
i Wj ν

x, (6.11)

we have

1

2

∫
D

(W′ + W)2 − 1

p + 1

∫
D

Wp+1

=
k∑

i=1

[
1

2

∫
D

[
(W ′

i
2 + W2

i )
]
dx − 1

p + 1

∫
D

W
p+1
i

]

+
∑
i<j

∫
D

(W ′
i W

′
j + WiWj ) +

∑
j=1,...,k

∫
D

W ′
jWj +

∑
i 	=j

∫
D

W ′
i Wj + 1

p + 1

(
k∑

i=1

∫
D

W
p+1
i −

∫
D

Wp+1

)

= 1

N

k∑
i=1

∫
D

W
p+1
i + 1

2

k∑
i=1

∫
∂D

W2
i νx +

∑
i<j

∫
∂D

Wi(Wj + W ′
j )ν

x

+ 1

p + 1

∫
D

[
k∑

i=1

W
p+1
i −

(
k∑

i=1

Wi

)p+1

+ (p + 1)
∑
i<j

W
p
i Wj

]

= I + II + III + IV (6.12)

whereI , II , III andIV denote respectively the four integrals of the last term in the previous formula. The asym
estimates of these integrals will give us the proof of the lemma.

We start withI . For anyθ ∈ SN−1, we introduce new variables

θ = (sinηθ ′,cosη), θ ′ ∈ SN−2, 0 < η < π. (6.13)

Let D′ be the subset ofS′ = R × [0,π] × SN−2 such that∫
D

W
p+1
i (x) dx dθ =

∫
D′

W
p+1
i (x)sinN−1 η dx dη dθ ′. (6.14)

We can write∫
D′

W
p+1
i (x)sinN−1 η dx dη dθ ′ =

∫
S ′

W
p+1
i (x)sinN−1 η dx dη dθ ′
+
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that
+
( ∫

S ′−∩D′

−
∫

S ′+\D′

)
W

p+1
i (x)sinN−1 η dx dη dθ ′ (6.15)

whereS′+ = S′ ∩ {η ∈ [0, π
2 ]} andS′− = S′ \ S′+.

A direct computation yields, fori = 1, . . . , k,

∫
S ′+

W
p+1
i (x) dx dη dθ ′ = ωN−1

2

+∞∫
−∞

Wp+1(x) dx. (6.16)

Here and in what follows we denote byωk the surface measure of the sphereSk . Now, going back to the origina
variables inΩ , we have that, sinceΩ has smooth boundary nearζ = 0, there exist a small numberδ > 0 and a
smooth functiong defined on a subset ofR

N−1 such thatg(0) = 0 and

Ω ∩ B(0, δ) = {
y = (y ′, yN−1) ∈ R

N : yN > g(y ′), |y| < δ
}
. (6.17)

Without loss of generality, we may assume that the coordinate systems centered at 0 is chosen in such a way
∇g(0) = 0, g(y ′) > 0 locally around 0 and that the bilinear symmetric formg′′(0)[y ′, y ′] defined onR

N−1 is
diagonal with eigenvaluesκj . In particular, the mean curvatureH of the boundary at 0 is then given byH(0) =

1
N−1

∑k
j=1 κj .

Let

Aδ =
{
(x, η, θ ′): x > − 2

p − 1
logδ,e− p−1

2 x cosη < g(e− p−1
2 x sinηθ ′), 0 < η <

π

2

}
(6.18)

whereδ > 0 is the small number fixed in (6.17); for anyi = 1, . . . , k, we have∫
D′

W
p+1
i (x)sinN−1 η dx dη dθ ′ −

∫
S ′+

W
p+1
i (x)sinN−1 η dx dη dθ ′

= −
∫
Aδ

W
p+1
i (x)sinN−1 η dx dη dθ ′ + Iδ (6.19)

where

|Iδ| � 2C

− 2
p−1 logδ−ξi∫
−∞

Wp+1(x) dx = O(e−(p+1)ξ1) (6.20)

for anyi = 1, . . . , k. Fix now i = 1. Sinceg(w) ∼ |w|2 for smallw, then (6.18) and (6.19) yield∫
Aδ

W
p+1
1 (x)sinN−1 η dx dη dθ ′

=
∫

Aδ−ξ1

Wp+1(x)sinN−1 η dx dη dθ ′

= 1

2

( +∞∫
−∞

Wp+1(x)e− p−1
2 x dx

)( ∫
N−2

g′′(0)[θ ′]2 dθ ′
)

e− p−1
2 ξ1 + o(e− p−1

2 ξ1)
S
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= 1

2

( +∞∫
−∞

Wp+1(x)e− p−1
2 x dx

)(
N−1∑
j=1

κj

∫
SN−2

(θ ′
j )

2 dθ ′
)

e− p−1
2 ξ1 + o(e− p−1

2 ξ1)

= ωN−2

2

( +∞∫
−∞

Wp+1(x)e− p−1
2 x dx

)
H(0)e− p−1

2 ξ1 + o(e− p−1
2 ξ1). (6.21)

Summing up all the previous computations, from (6.14), (6.16), (6.19)–(6.21) it follows

I = kωN−1

2N

∫
R

Wp+1(x) dx − ωN−2H(0)

2N

(∫
R

Wp+1(x)e− p−1
2 x dx

)
e− p−1

2 ξ1 + o(ε) (6.22)

since one can easily check that∫
Aδ

W
p+1
j (x)sinN−1 η dx dη dθ ′ = o(e− p−1

2 ξ1), for anyj � 2.

Moreover, the estimate (6.22) holds uniformly with respect toξi satisfying (6.6).
We now give the estimate ofII . Observe first that∫

∂D

W2
1 νx dσ(x, θ) =

∫
∂D′

W2
1 νx sinN−2 η dσ(x, η, θ ′).

Let δ be fixed as before andAδ be the set defined in (6.18). Thus we have∫
∂D

W2
1 νx =

∫
∂(D′∩Ac

δ

W2
1 νx sinN−2 η + II δ =

∫
∂(D′∩Ac

δ)

W2
1 νx sinN−2 η + o(ε) (6.23)

since,

|II δ| � Ce−2ξ1 = o(ε).

We will first treat the caseN � 4. We have∫
∂(D′∩Ac

δ)

W2
1νx sinN−2 η =

∫
∂(D′∩Ac

δ)ξ1

W(x)2νx(x + ξ1, η, θ ′)sinN−2 η

where forB ⊂ R × (0,π) × SN−2 andξ ∈ R we denote

Bξ = {
(x − ξ, η, θ ′) / (x, η, θ ′) ∈ B

}
.

Now, lettingξ1 → ∞ we find∫
∂(D′∩Ac

δ)ξ1

W(x)2νx(x + ξ1, η, θ ′)sinN−2 η

= − 1

N − 2

( +∞∫
−∞

W2(x)e− p−1
2 x dx

)( ∫
SN−2

g′′(0)[θ ′]2 dθ ′
)

e− p−1
2 ξ1 + o(e− p−1

2 ξ1)

= −ωN−2H(0)

N − 2

( +∞∫
W2(x)e− p−1

2 x dx

)
e− p−1

2 ξ1 + o(ε). (6.24)
−∞
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ForN = 3, we find∫
∂(D′∩Ac

δ)

W2
1νx sinη = −2πH(0)ξ1e−2ξ1 + o(ε).

Now, a simple computation yields∣∣∣∣
∫

∂D

W2
j (x)νx

∣∣∣∣ = o(e− p−1
2 ξ1) for j � 2. (6.25)

From (6.23), (6.24) and (6.25) we can conclude that

II = −ωN−2H(0)

2(N − 2)

( +∞∫
−∞

W2(x)e
p−1

2 x dx

)
e− p−1

2 ξ1 + o(ε) (6.26)

for N � 4 while forN = 3 we find

II = −πH(0)ξ1e−2ξ1 + o(ε). (6.27)

Next, the choice of the points (6.6), (6.8) imply that

|III | � Cε2 + o(e− p−1
2 ξ1) = o(ε). (6.28)

Finally let us prove that

IV = −a3

k∑
i=1

e−|ξi+1−ξi | + o(ε). (6.29)

Let us consider the numbers

µ1 = 0, µl = 1

2
(ξl−1 + ξl), l = 2, . . . , k, µk+1 = +∞,

and decomposeIV as

IV = −B + C1 + C2

where

B = (p + 1)
∑

1�l�k
j>l

∫
Dl

W
p
l Wj dx,

where

Dl = {
(θ, x) ∈ D | x ∈ [µl,µl+1)

}
,

C1 =
k∑

l=1

∫
Dl

[
W

p+1
l −

(
Wl +

∑
i 	=l

Wi

)p+1

+ (p + 1)
∑
j 	=l

W
p
l Wj

]

andC2 ≡ Bε + B − C1. Let us estimateC1. Using the mean value theorem, the fact thatWi(x) � Ce−|x−ξi | and
settingρ = log 1 we get
ε



M. del Pino et al. / Ann. I. H. Poincaré – AN 22 (2005) 45–82 73

es in
omit
|C1| � C

k∑
l=1

∫
Dl

(
Wl +

∑
i 	=l

Wi

)p−1(∑
i 	=l

Wi

)2

� C

ρ
2 +K∫
0

e−(p−1)xe−2|x−ρ| dx

� Ce−2ρ

ρ
2 +K∫
0

e−(p−3)x dx = O(e− p+1
2 ρ) = o(ε).

The constantK above depends only onδ. Similar considerations on the terms constitutingC2 yieldsC2 = o(ε).
Let us now estimateB. First we observe that

B = (p + 1)

k∑
l=1

∫
Dl

W
p
l Wl+1 dx + o(ε).

Now, we have that∫
Dl

W
p

l Wl+1 =
∫

Dl−ξl

Wp(x)W
(
x − (ξl+1 − ξl)

)
.

On the other hand, it is directly checked that∣∣W(x − ξ) − CNe−|ξ−x|∣∣ = O(e−p|ξ−x|)

asξ → +∞, with CN = ( N
N−2)(N−2)/4. We conclude then that

IV = (p + 1)

k−1∑
l=1

e−|ξl+1−ξl |CNωN−1

∫
R

exW(x)p dx + o(ε).

Collecting estimates (6.12), (6.22), (6.26), (6.28) and (6.29), estimate (6.11) follows. The fact that derivativΛ

of the o(ε)remainder respect its size uniformly on (6.8) follow from very similar computations, so that we
them. �
Lemma 6.4.Under the assumptions of Proposition6.1, we have

1

p + 1

∫
D

Wp+1 − 1

p + ε + 1

∫
D

eεxWp+ε+1 = −ka4ε − a5ε

k∑
j=1

ξj + o(ε) (6.30)

and

∫
D

e−(p−1)x

(
k∑

i=1

Wi

)2

= o(ε), (6.31)

wherea4, a5 are constants depending only onN , ando(ε) is uniform in theC1-sense inΛ satisfying(6.8).
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g

Proof. We can write

1

p + 1

∫
D

Wp+1 − 1

p + ε + 1

∫
D

eεxWp+ε+1

= − 1

p + 1

∫
D

(eεx − 1)Wp+1 + 1

p + 1

∫
D

eεx(Wp+1 − Wp+ε+1) +
(

1

p + 1
− 1

p + ε + 1

)∫
D

eεxWp+ε+1

= − 1

p + 1

∫
D

(eεx − 1)Wp+1 + Aε. (6.32)

First we have that

Aε = −kεωN−1

(
1

(p + 1)2

∫
R

Wp+1(x) dx + 1

p + 1

∫
R

Wp+1(x) logW(x)dx

)
+ o(ε).

On the other hand, it holds∫
D

(eεx − 1)Wp+1 = ε

∫
D

xWp+1 + o(ε) = εωN−1

(∫
R

Wp+1
)(

k∑
j=1

ξj

)
+ o(ε);

so we get (6.30). Finally, observe that forN � 5,∫
D

e−(p−1)xW2 = e−(p−1)ξ1ωN−1

∫
R

e−(p−1)xW2(x) dx + o(e−(p−1)ξ1) = o(ε).

ForN = 4 we have

∫
D

e−(p−1)xW2 = e−(p−1)ξ1ω3

∞∫
c−ξ1

e−(p−1)xW2(x) dx + o(e−(p−1)ξ1)

= ω3ξ1e−(p−1)ξ1
(
1+ o(1)

) = o(ε),

and forN = 3

∫
D

e−(p−1)xW2 = e−4ξ1ω2

∞∫
c−ξ1

e−4xW2(x) dx + o(e−2ξ1) = ω2

2
e−2ξ1

(
1+ o(1)

) = o(ε).

Again we omit the proof of theC1-smallness of the o(ε)-term which involves similar computations. This conclud
the proof of the lemma. �
Proof of Theorem 2. Lemma 6.1 yields that we need to find a critical point ofIε(ξ). We consider the change o
variableξ = ξ(Λ) given by (6.6). Hence it is enough to find a critical point of

Ψε(Λ) ≡ ε−1Iε

(
ξ(Λ)

)
.

From Lemma 6.2, which we recall, holds with the o(ε) term in theC1 sense uniformly on points satisfyin
constraints (5.2)–(5.1), we obtain that

∇Ψε(Λ) = ∇Ψk(ξ) + o(1)
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where o(1) → 0 uniformly on pointsΛ satisfying (6.8). It is easy to see that the critical pointΛ∗ = (λ1, . . . , λk)

of Ψk is given by

λ1 = N − 2

2

a4

a2H(0)
k, λj = (k − j + 1)

a4

a3
for all j � 2.

Since the critical pointΛ∗ is nondegenerate, it follows that the local degree deg(∇Ψk,B∗,0) is well defined
and it is non-zero. HereV∗ is an arbitrarily small neighborhood of the pointΛ∗ in R

k . We conclude that, als
deg(∇Iε,B∗,0) 	= 0 for all sufficiently smallε. Hence we may find critical pointsΛ∗

ε of Ψε with

Λ∗
ε = Λ∗ + o(1), lim

ε→0
o(1) = 0.

Hence forξ∗
ε = ξ(Λ∗

ε) we have that the functionv∗ = ∑k
i=1 W(x − ξ∗

i ) + φ(ξ∗
ε ) is solution of problem (3.4). It is

straightforward to check that this provides the solution predicted by the theorem.�

7. The proof of Theorem 1

We assume now thatΩ is a general bounded domain andζ ∈ ∂Ω . We look for solutions to (3.4) of the form

v(x, θ) = V (x) + φ(x, θ)

whereV (x) = W(x − ξ) + Πξ,ζ , for a proper choice of the numberξ in R
+ and the pointζ ∈ ∂Ω ; hereφ(x, θ) is

a lower order term.
We follow exactly the same approach as in the proof of Theorem 2, fork = 1, except that now in the absen

of symmetries we will have to consider as well the effect of translations. Carrying out the Emden–Fowler tr
mation around the pointζ , the problem is again rewritten in the form (3.19). Since no symmetry is now pre
the “intermediate problem” must involve more constraints. Let us consider then, following the previous not


L(φ) = N(φ) + R + ∑N

i=1 ciV
p−1
1 Ẑi in D,

(
p−1

2 )∇θφ · νθ + φ′νx + φνx = 0 on∂D,∫
D

V
p−1
1 Ẑiφ = 0 for all i = 1, . . . ,N.

(7.1)

HereV1(x) = V (x − ξ), ẐN (x) = W ′
1(x), while for i = i, . . . ,N − 1,

Ẑi = µT (∂τi wµ,ζ ).

In other words if after a change of coordinates we assumeζ = 0 and that the tangent space to∂Ω at ζ is the
hyperplanexN = 0, then explicitly,

∂τi wµ,ζ = ∂

∂yi

wµ,0.

We make the same choice for the parameterξ as that given respectively in (6.6) and (6.7):

ξ = − 2

p − 1
(logε + logΛ), (7.2)

for N � 4 and

ξ = ξε
1 − 1

2
logΛ, (7.3)

for N = 3, whereξε
1 was defined in (5.4) andΛ is a positive parameter which we assume in what follows to sa

δ < Λ < δ−1 for some small, fixed numberδ > 0. We shall denote in what followsζ ′ = ε−1ζ .
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of
Proposition 7.1.Assume that relations(7.2)and(7.3)hold. Then there is a constantC > 0 such that, for allε > 0
small enough, there exists a unique solutionφ = φ(ξ, ζ ) to problem(7.1) which besides satisfies the estima
‖φ‖1 � Cεα for someα > 0, and for some0 < q < 1,

‖φ‖q � Cε. (7.4)

Besides we have

‖∂Λφ‖q + ‖∂2
ΛΛφ‖q � Cε. (7.5)

Proof. The proof mimics that of Proposition 5.1, we just need tostudy the invertibility of the linearized operator in
analogy to Lemma 4.1. We can follow step by step the arguments used to obtain this result, with the only e
of the step where symmetry was used to discard the presence of a non-trivial decaying solution to problem
A result in [28] implies that such a solution must be a linear combination of the partial derivatives ofw(y). On the
other hand, the solution found is symmetric in theyN -variable, hence no component on the partial derivativ
that direction is present. But the orthogonality conditionswhich passed to the limit yield that this can only be
zero function. The rest of the proof of the propositiongoes through with no modifications. We recall that fork = 1
we had in fact‖R‖q � Cε. Actually the bound on second derivative inΛ (or equivalently inξ ) is an iteration of
the scheme in which one derivative was controlled together with the result of Corollary 4.1. In fact, one
expression for∂2

ΛΛφ, namely

∂2
ΛΛφ = −∂ZB(Λ,Z)−1 ◦ ∂ΛB(Λ,Z),

where

B(Λ,Z) = Z − (∂ΛT )
(
N(φ) + R

) − T
(
M1 + M2(Z) + ∂ΛR

)
with

M1 = K1eεx

1∫
0

dt (V + tφ)p+ε−3∂ΛV φ2

and

M2(Z) = K2eεx

1∫
0

dt
{
(p + ε − 2)(V + tφ)p+ε−3φ2 + (V + tφ)p+ε−22φ

}
Z

for some constantsK1 andK2.
The operator∂ZB(Λ,Z) is invertible. Indeed, taking into account that terms like(V + φ)

p−3
+ φ2 and (V +

φ)
p−2
+ φ can be controlled in the proper‖ · ‖q -norm thanks to the fact that|φ| = o(1)V as a direct consequence

the estimate‖φ‖1 � Cεα , for some α >0, we get

∂ZB(Λ,Z)[θ ] = θ − T (M2θ) with
∥∥T (M2θ)

∥∥
q

� Cεα‖θ‖q .

Now, a direct computation yields

∂ΛB(Λ,Z) = −(∂2
ΛΛT )

(
N(φ) + R

) − (∂ΛT )
((

∂Λ(N(φ) + R
) + M1 + M2(Z) + ∂ΛR

)
−T

(
∂Λ(M1 + M2(Z) + ∂ΛR)

)
.

Using again the fact that|φ| = o(1)V , we get that

‖∂2
ΛΛφ‖q � Cε2. �
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It is important to understand the differentiable dependence ofφ also in the parameterζ . It is actually more
convenient to manage these quantities using original-expanded variables. For simplicity we assume agaζ = 0
and that the tangent space toΩ at this point isxN = 0. Let us write

φ(x, θ) = T (ψ̂)

and define

ψ(y) = µ
N−2

2 ψ̂(µy), y ∈ Ωµ

whereΩµ = µ−1Ω , and

µ = ε if N � 4, µ = e−2ξε
1 if N = 3.

With some abuse of notation, we callw̃ the transformation ofV to this scale. Recall thatξ is given by (7.2), (7.3)
hence with this transformation for instanceW(x − ξ) becomes converted intowΛ,0. Again with abuse of notation
we call for nowwΛ,0 = w. Also, Ẑj becomes justZj = ∂w

∂yj
for j = 1, . . . ,N − 1, y · ∇w + (N − 2)w for j = N .

Then problem (7.1) becomes converted into

Ł(ψ) = S + M(ψ) +
N∑

j=1

djw
p−1Zj in Ωµ,

∂ψ

∂ν
= 0 in ∂Ωµ,∫

Ωµ

wp−1Zjψ = 0 for all j = 1, . . . ,N,

where

Ł(ψ) = �ψ − µ2ψ + (p + ε)w̃p+ε−1ψ

with

S = w̃p+ε − wp, M(ψ) = (w̃ + ψ)p+ε − (p + ε)w̃p+ε−1ψ − w̃p+ε.

What has been proven in this new language is the following: For some 0< q < 1, we have the global estimate

|ψ| � Cε|y|− N−2
2 (1−q)wq(y)

while we have as well, for someα > 0,

|ψ| � Cεαw(y).

The first estimate also holds true for∂Λψ and∂2
Λψ .

Let us consider now tangential derivatives with respect toζ ′ = µ−1ζ . To do this we consider first the linea
problem

Ł(ψ) = h +
N∑

j=1

djw
p−1Zj in Ωµ,

∂ψ

∂ν
= 0 in ∂Ωµ,∫

Ω

wp−1Zjψ = 0 for all j = 1, . . . ,N.
µ
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eorem,
The estimate for the problem in the Emden–Fowler variables reads now as

‖ψ‖∗ � C‖h‖∗∗,
where

‖ψ‖∗ = inf
{
K > 0 / |ψ| � K|y|− N−2

2 (1−q)wq(y)
}
,

‖h‖∗∗ = inf
{
K > 0 / |h| � K|y|− N−2

2 (1−q)−2wq(y)
}
.

SetX = ∂ζ ′
j
ψ . ThenX solves

L(X) = ∂ζ [(p + ε)w̃p+ε−1]ψ + ∂ζi h +
N∑

j=1

dj ∂ζi [wp−1Zj ] +
N∑

j=1

ejw
p−1Zj in Ωµ,

∂X

∂ν
= 0 on∂Ωµ,∫

Ωµ

wp−1ZjX = −
∫

Ωµ

∂ζi [wp−1Zj ]ψ for all j = 1, . . . ,N.

Consider

Y =
n∑

j=1

bl∂ζ ′
l
w̃

where for eachj
n∑

l=1

bl

∫
Ωµ

wp−1Zj∂ζ ′
l
w̃ = −

∫
Ωµ

∂ζi [wp−1Zj ]ψ.

Observe that again this linear system is uniquely solvable for sufficiently smallµ. Then

L(X − Y ) = −L(Y ) + ∂ζ

[
(p + ε)w̃p+ε−1]ψ + ∂ζi h +

N∑
j=1

dj ∂ζi [wp−1Zj ] +
N∑

j=1

ejw
p−1Zj in Ωµ,

∂X

∂ν
= 0 on∂Ωµ,∫

Ωµ

wp−1ZjX = 0 for all j = 1, . . . ,N.

Observe also that

L(Y ) =
N∑

l=1

bl(p + ε)w̃p−1∂ζ ′
l
Ũ ,

hence‖h‖∗∗ � C
∑N

l=1 |bl| � C‖ψ‖∗ . The conclusion we draw from the above expressions is that

‖X − Y‖∗ � C
[‖h‖∗∗ + ‖∂ζ ′

j
h‖∗∗

]
and henceX satisfies the same estimate. Using this fact in the nonlinear equation, and the implicit function th
plus the fact that

‖S‖∗∗ + ‖∂ζ ′S‖∗∗ � Cε,

l
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we finally find

‖∂ζ ψ‖∗ � Cε.

We can actually iterate the above procedure and get similar estimates for higher derivatives. In particular w

‖∂ξξψ‖∗ + ‖∂ζ ′ξψ‖∗ � Cε

facts that will be useful in further analysis.
According to the previous results, our problem has been reduced to that of finding parameterξ and pointζ ∈ ∂Ω

so that the constantsci which appear in (7.1), for the solutionφ given by Proposition 7.1, are all zero. Thus w
need to solve the system of equations

di(ξ, ζ ) = 0 for all i = 1, . . . ,N. (7.6)

If (7.6) holds thenv = V + φ will be a solution to (3.4) with the desired form. Arguing as in the previous sec
(Lemmas 6.1 and 6.2) we can prove that this system is equivalent to a variational problem. More precisely, w
have.

Lemma 7.1.The functionV + φ is a solution to(3.4) if the pair (ξ, ζ ) is a critical point of the function

Iε(ξ, ζ ) = Iε(V + φ),

whereφ = φ(ξ, ζ ) is given by Proposition7.1andIε is defined in(6.2).

Proof. It is useful to consider the functionalI (V + ψ) expressed in the variables inΩµ. Let us set

J(u) = 1

2

∫
Ωµ

|∇u|2 + µ2u2 − 1

p + 1+ ε

∫
Ωµ

|u|p+1+ε.

Then the following identity holds:

Iε(ξ, ζ ) = Iε(V + φ) = cNJ (w̃ + ψ)

wherew̃ andψ are functions of the pair(ξ, ζ ) as defined before. With identical proof as before, but using
representation in what concerns toζ variables, we find that if we have a critical point(ξ, ζ ) of Iε then a solution
of problem (3.4) has been found.�
Lemma 7.2.The following expansion holds

Iε(ξ, ζ ) = Iε(V ) + o(ε)

where the termo(ε) is uniform in theC1-sense over all points satisfying constraint(5.2)–(5.1), for givenM > 0.
The same is true for second derivatives∂ΛΛ and∂Λζ .

Proof. Similarly as before, we have the representation

Iε(V + φ) − Iε(V ) =
1∫

0

t dt D2Jε(Ũ + tψ)[ψ2]

=
1∫

0

t dt

( ∫
Ω

[
M(ψ) + S

]
ψ +

∫
Ω

(p + ε)
[
Ũp+ε−1 − (Ũ + tψ)p+ε−1]).
µ µ
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As before, now using that‖S‖∗ and‖ψ‖∗ are of size O(ε), we obtain that this quantity is O(ε2), and the same i
true concerning one and two derivatives with respect toξ (in fact the old representation is good enough to concl
this).

Differentiation with respect toζ goes trough in similar way, except that what respect sizes is not derivativζ
but derivative inζ ′. More precisely

∂ζ

[
Iε(V + φ) − Iε(V )

] = ε−1∂ζ ′
[
Iε(V + φ) − Iε(V )

] = o(ε) + ε∂ζ ′
∫

Ωµ

S̃ψ̃,

whereS̃ = ε−1S, ψ̃ = ε−1ψ . SinceS̃ andψ̃ have respective norms∗∗ and∗ uniformly bounded, and the same
true for ∂ζ ′ S̃ and∂ζ ′ψ̃ we can apply dominated convergence and pass to the limit in that integral. By defi
of S, it is easy to see that̃S approximates a radially symmetric function. In the limit,ψ̃ therefore becomes as we
radially symmetric. Since the derivative inζl of a radial function is odd in that variable, we conclude that∫

Ωµ

∂ζ ′ S̃ψ̃ → 0.

The same is true for the other integral, since the equation satisfied by∂ζ ′
l
ψ̃ identifies a limit as well odd. The

conclusion we get is then that

ε∂ζ ′
∫
Ωε

S̃ψ̃ = o(ε)

as desired. The same procedure works if one first differentiates inξ and after inζ , and the lemma has bee
proven. �

After the above property has been established, of course we need corresponding estimates for the e
of Iε(V ). In fact the following is true.

Proof of Theorem 1. Lemma 7.1 yields that we need to find a critical point ofIε(ξ, ζ ). We consider the chang
of variableξ = ξ(Λ) given by (7.2). Hence, from the expansion given in Proposition 6.1, we can writeIε(ξ, ζ ) as

I∗
ε (Λ, ζ ) = Iε(ξ(Λ), ζ ) = a1 + εΨ (Λ, ζ ) + aε + o(ε)

where

Ψ (Λ, ζ ) = −a2H(ζ )Λ + a4
2

p − 1
logΛ,

aε → 0 is a constant and o(ε)is uniform with respect toΛ given by (7.2) andζ ∈ ∂Ω . Moreover, one can pus
further the computations in Proposition 6.1 fork = 1, and get as well o(ε)-smallness for derivatives∂2

Λ,Λ and

∂2
ζ,Λ. Consider a regionD as in the statement of the theorem, in which with no loss of generality we may as

H � γ > 0. Let us fixζ ∈ D, and consider the equation inΛ

∂

∂Λ
I∗

ε (Λ, ζ ) = 0

which corresponds to

−a2H(ζ ) + a4
2 1 + θε(Λ, ζ ) = 0
p − 1 Λ
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whereθε is of classC1 and ∇Λ,ζ θε → 0 uniformly in the considered region for its arguments. It follows
existence of a unique solution of the above problem of the form

Λ = Λ(ζ ) = cN

H(ζ )
+ o(1)

where o(1) → 0 asε → 0, uniformly in theC1-sense inζ ∈ D. We will have then found a critical point ofI∗
ε (Λ, ζ )

if we do it for

F(ζ ) = I∗
ε

(
Λ(ζ ), ζ

) = bε − ε[eN logH(ζ ) + o(1)]
wherebε is a constant,eN > 0 and o(1) → 0 in C1(D)-sense asε → 0. The linking structure (1.9)–(1.10) assum
is invariant under smallC1 perturbations, so that it is inherited for this function. The existence of a critical p
ζ ∈ D for Fε thus follows. It is directly checked that this yields a solution to (1.8) with the desired properties
concludes the proof. �
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