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Abstract

In this paper it is shown that any regular critical point of the Mumford—Shah functional, with positive definite second variation,
is an isolated local minimizer with respect to competitors which are sufficiently close in the Ll-topology. A global minimality
result in small tubular neighborhoods of the discontinuity set is also established.
© 2014 L'Association Publications de I'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved.
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1. Introduction

The Mumford—Shah functional is the most typical example of a class of variational problems called by E. De Giorgi
free discontinuity problems, characterized by the competition between volume and surface terms. The minimization
of such an energy was proposed in the seminal papers [22,23] in the context of image segmentation, and plays an
important role also in variational models for fracture mechanics. Its homogeneous version in a bounded open set
£ c R? is defined over pairs (I, u), with I" closed subset of Qandue H (2 \I),as

F(I u):= / \Vul?>dx +H (' N 2). (1.1)
o\r
Since its introduction, several results concerning the existence and regularity of minimizers, as well as the structure
of the optimal set, have been obtained (see, e.g., [2] for a detailed account on this topic).

In this paper we continue the study of second order optimality conditions for the functional in (1.1) initiated by
F. Cagnetti, M.G. Mora and the second author in [6], where a suitable notion of second variation was introduced
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by considering one-parameter families of perturbations of the regular part of the discontinuity set. In [6] it was also
shown that a critical point (I, ) with positive definite second variation minimizes the functional with respect to pairs
of the form (@ (I"), v), where @ is any diffeomorphism sufficiently close to the identity in the C%-norm, with & — Id
compactly supported in §2, and v € H' (2 \ @ (I")) satisfies v =u on 9£2.

In the main theorem of this paper we strongly improve the aforementioned result, by showing that in fact the
positive definiteness of the second variation implies strict local minimality with respect to the weakest topology
which is natural for this problem, namely the L!-topology. To be more precise, we prove that if (I, u) is a critical
point with positive second variation, then there exists 6 > 0 such that

F(Iu) < F(K,v)

for all admissible pairs (K, v), provided that v attains the same boundary conditions as u and 0 < |lu — vl 1oy <é.
We mention that for technical reasons the boundary conditions imposed here are slightly different from those consid-
ered in [6], as we prescribe the Dirichlet condition only on a portion dp$2 C 952 away from the intersection of the
discontinuity set I" with 02.

The general strategy of the proof is close in spirit to the one devised in [12] for a different free-discontinuity
problem. It consists in two fundamental steps: first, one shows that strict stability is sufficient to guarantee local
minimality with respect to perturbations of the discontinuity set which are close to the identity in the W?>-norm
(see Theorem 5.2). This amounts to adapting to our slightly different context the techniques developed in [6], with the
main new technical difficulties stemming from allowing also boundary variations of the discontinuity set.

The second step of the outline consists in showing that the above local W °°-minimality in fact implies the claimed
local L'-minimality. This is done through a penalization/regularization approach, with an appeal to the regularity
theory of quasi-minimizers of the area functional and of the Mumford—Shah functional (see [2]). More precisely, we
start by showing that the local W2 °°-minimality implies minimality with respect to small C!-*-perturbations of the
discontinuity set. This is perhaps the most technical part of the proof. The main idea is to restrict F' to the class of
pairs (I", v) such that |jv — Ullwioo\ry < 1, 50 that the Dirichlet energy behaves like a volume term, and F can be
regarded as a volume perturbation of the area functional. This allows to use the regularity theory for quasi-minimizers
of the area functional to deduce the local C!-%-minimality through a suitable contradiction argument.

A contradiction argument is also finally used to establish the sought L!'-minimality. To give a flavor of this type
of reasoning, we sketch here the main steps of this last part of the proof. One assumes by contradiction the existence
of admissible pairs (I}, u,) with u, converging to u in L'(£2), such that the minimality inequality fails along the
sequence:

F(Lyup) < F(Iu) (1.2)

for every n. By an easy truncation argument, we may also assume that |u,||co < ||#]lco, SO that u,, — u in LP(£2)
for every p > 1. Then we replace each (I}, u,) by a new pair (K,, v,) chosen as solution to a suitable penalization
problem, namely

min{F(K, w) +,3(\/(||w — u||iz(9) — gn)2 + 62 — en): (K, w) admissible, w =u on 8D.Q],

with &, := ||lu, — “”22(9) — 0, and B > 0 large enough. Note that, by (1.2) and by minimality, we have
F(Kn,vp) < F(I'h,up) < F(I, u). (1.3)

The advantage is now that the pairs (K, v,) satisfy a uniform quasi-minimality property (see Theorem 2.2). It is easy
to show that, up to subsequences, the sequence (K, v,) converges to a minimizer of the limiting problem

min{F(K, w) + Bllw — u||%2(m: (K, w) admissible, w = u on BDQ}. (1.4)

Now a calibration argument developed in [21] implies that we may choose § so large that (I, u) is the unique global
minimizer of (1.4). With this choice of 8 we have in particular that v, — « in L', and in turn, by exploiting the regu-
larity properties of quasi-minimizers of the Mumford—Shah functional, we infer that the corresponding discontinuity
sets K, are locally C!-%-graphs and converge in the C!"*-sense to I". Recalling (1.3), we have reached a contradiction
to the C!**-minimality.
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We remark that a similar two-steps strategy has been used also in [ 1] for a nonlocal isoperimetric problem related
to the modeling of diblock copolymers, and in [8], where the appeal to the regularity of quasi-minimizers appears for
the first time in the context of isoperimetric inequalities.

We regard our result as a first step of a more general study of second order minimality conditions for free-
discontinuity problems. Besides considering more general functionals, it would be very interesting to extend our
local minimality criterion to the case of discontinuity sets with singular points, like the so-called “triple junction”,
where three lines meet forming equal angles of 27/3, and the “crack-tip”, where a line terminates at some point. This
will be the subject of future investigation.

The paper is organized as follows. In Section 2 we fix the notation and we review some preliminary results concern-
ing the regularity theory for quasi-minimizers of the Mumford—Shah functional. In Section 3 we collect the necessary
definitions and state the main result. Section 4 is devoted to the computation of the second variation, when also bound-
ary variations of the discontinuity set are allowed. The proof of the main theorem starts in Section 5 (where the local
W2°°_minimality is addressed) and lasts for Sections 6 and 7 (where the C'* and the desired local L'-minimality, re-
spectively, are established). In Section 8 we describe some examples and applications of our minimality criterion. We
highlight here Proposition 8.1 where we show that a regular critical point is always a global minimizer in sufficiently
small tubular neighborhoods of the discontinuity set. We thus recover in our framework the result of [19], which was
obtained by a calibration method.

In Appendix A we prove some auxiliary technical lemmas needed in the paper.

2. Notation and preliminaries
In this section we fix the notation and we recall some preliminary results.
2.1. Geometric preliminaries

Let I be a smooth embedded curve in RZ, let v : 2/ — S! be a smooth vector field defined in a tubular neighborhood
U of I" and normal to I" on I', and let T := v be the unit tangent vector to I" (where * stands for the clockwise
rotationby ). If g : U — R? is a smooth function, we denote by D g(x) (Vg (x) if d = 1) the tangential differential
of g at x € I', that is, the linear operator from R? into R4 given by Drg(x) :=dg(x) o m,, where dg(x) is the usual
differential of g at x and =, is the orthogonal projection on the tangent space to I at x. If g is a vector field from I”
to R? we define also its tangential divergence as divp g := 1 - 9 g.

The following divergence formula is a particular case of [24, 7.6]: for every smooth vector field g : ¢/ — R? it holds

/divrgdHl=/H(g~v)d7-{,l+/g-nd7-[0. 2.1)
r r ar
Here oI" stands for the endpoints of I", n is a unit vector tangent to I" and pointing out of I" at each point of 91"
(it coincides with 7, up to a sign) and the function H is defined in &/ by H :=divv. Notice that H coincides, when
restricted to I, with the curvature of I' and, since 9,,v =0, we have H =divy v = Dv|r, t].

Let @ : U — U be a smooth orientation-preserving diffeomorphism and let I'p := @ (I"). A possible choice for the
unit normal to Iy is given by the vector field

_ @)l

Vp = ———————o0 , (2.2)
? Do) T
while the vector 1 appearing in (2.1) becomes
DP(n] 1
np=——0¢® (2.3)
? 7~ Doy

on 0. We denote by Hgp the curvature of I'. We shall use the following identity, which is a particular case of the
so-called generalized area formula (see, e.g., [2, Theorem 2.91]): for every ¥ € Ll(l’q:,)

/wd’Hl =/(¢o¢)1¢ dH', (2.4)
Ty r

where Jgp := [(D®)~T[v]|det D@ is the 1-dimensional Jacobian of ®.
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2.2. Partial regularity for quasi-minimizers of the Mumford—Shah functional

Given an open set £2 C R?, we recall that the space SBV(£2) of special functions of bounded variation is defined
as the set of all functions u € L' (§2) whose distributional derivative Du is a bounded Radon measure of the form

Du=Vul*+ D/u=vul®+ (u+ — u_)qull_Su,

where Vu € L'(£2; R?) is the approximate gradient of u, S, is the jump set of u (which is countably (#!, 1)-rectifia-
ble), u* and u~ are the traces of u on S, and v, is the approximate normal on S,. We refer to [2] for a complete
treatment of the space SBV and a precise definition of all the notions introduced above. In the sequel we will consider
the following notion of convergence in the space SBV, motivated by the compactness theorem [2, Theorem 4.8].

Definition 2.1. We say that u, — u in SBV(£2) if u, — u strongly in L'(£2), Vu,, — Vu weakly in L?(£2; R?), and
D/ u, — D/u weakly* in the sense of measures in 2.

Given u € SBV(£2), we introduce the quantities

D,(x,r):= / |Vu|2dy, Ay(x,r):= §n1J141t / distz(y, T) d’Hl(y),
€

B, (x)N2 SuNBy(x)
where A denotes the set of affine lines in R, and
E,(x,r):=D,(x,r)+ r_zAu(x, r).

The result that we are going to recall expresses the fact that the rate of decay of £, in small balls determines the
Cl%_regularity of the jump set of u, provided that u satisfies a quasi-minimality property. In order to state precisely
the theorem, we introduce some more notation. We set C,, , := {x € RZ: |7, (x)| <r, |x-v| <r}forveStandr > 0,
where 7, (x) =x — (x - v)v. If g : (—r, ) = R, we define the graph of g (with respect to the direction v) to be the set

gr,(g) = {x=x"+g(x)v e R%: X' =7, (x), |x| <r}.

Theorem 2.2. Let u € SBV(82) be a quasi-minimizer of the Mumford—Shah functional, that is, assume that there exists
> 0 such that for every ball B,(x)

|Vul?dx +H' (S. N B,(x)) < / Vo2 dx +H' (S, N By (x)) + wp? (2.5)
20B,(x) 20B,(x)

for every v e SBV(82) with {v # u} € B, (x). There exist constants Ry > 0, g9 > 0 (depending only on w) such that if

E,(x,r) <eggr

for some x € S. N2 and r < R := Ry A dist(x, 382), then there exist a smaller radius r' € (0, r) (depending only
on w, R and r) and a function f € cli (—r', ¥y with £(0) = f'(0) = 0 such that

(Su—x)NCy = gr,(f),

where v denotes the normal to S, at x. Moreover, || f ||C ! < C for some constant C depending only on w.

The previous result (which holds also in dimension N > 2) is a consequence of [2, Theorem 8.2 and Theorem 8.3]:

the only missing point is the uniform bound in C!: % which is not explicitly stated but can be deduced by checking
that the constants appearing in the proof depend only on w. Notice that the theorem provides the regularity of S,
in balls well contained in §2; concerning the regularity of the discontinuity set at the intersection with the boundary
of £2, under Neumann conditions, we have the following result, which is essentially contained in the book [10] (see,
in particular, [10, Remark 79.42]; see also [18]).



M. Bonacini, M. Morini / Ann. 1. H. Poincaré — AN 32 (2015) 533-570 537

Theorem 2.3. Let 2 C R? be a bounded, open set with boundary of class C', and let u € SBV($2) satisfy the same
assumption of Theorem 2.2. Then there exist b € (0, 1) and T > 0 (depending only on @ and on §2) such that, setting

2(1) = {x € 2: dist(x, 02) < 7},

the intersection S, N 2(t) is a finite disjoint union of curves of class CY? intersecting 92 orthogonally, with
C Y -norm uniformly bounded by a constant depending only on w and $2.

We conclude this preliminary section by recalling a well known property of quasi-minimizers of the Mumford—
Shah functional, namely a lower bound on the 7{!-dimensional density of the jump set in balls centered at any point of
its closure. The estimate was proved in [11] in balls entirely contained in the domain §2 (see also [2, Theorem 7.21]);
we refer also, when a Dirichlet condition is assumed at the boundary of the domain, to [7] for balls centered at 952,
and to [3] for balls possibly intersecting 92 but not necessarily centered at 952, and finally to [10, Section 77] in the
case of balls intersecting d£2 when a Neumann condition is imposed.

In fact, for our purposes we will need to consider the mixed situation, where we impose a Dirichlet condition on a
part dp 2 of the boundary and a Neumann condition on the remaining part dy §2. The result is still valid in this case,
for balls centered at the intersection between the Dirichlet and the Neumann part of the boundary, under the additional
assumption that dp £2 and d £2 meet orthogonally. We are not aware of any result of this kind in the existing literature,
but the proof can be obtained by following closely the strategy of the original proof in [11], combined also with some
new ideas contained in [3]. We will sketch the proof in Section A.1, referring the reader to [4] for the details.

The precise statement is the following.

Theorem 2.4. Let 2 C R? be a bounded, open set, let 3p2 C 382 be relatively open and of class C', dn$2 =
92\ dp 2 of class C', and assume that dp 2 meets dy 2 orthogonally. Let_.Q’ C R? be a bounded, open set of class
Cl such that 2 C 2’ and 32 N 2’ =3p 2. Let u € SBV(2') be such that S, N dp2 =P and u € whoe(Q/\ S,).
Let w € SBV(2'), with w =u in 2"\ §2, satisfy for every x € 2 and for every p >0
/ IVw|?dx +H' (Su N By(x)) < f Vo2 dx +H' (S, N By(x)) + wp?
2'NB,(x) 2'NB,(x)

foreveryv € SBV(2') such that v =u in 2'\ 2 and {v # w} € B, (x). Then there exist py > 0 and 6y > 0 (depending
only on w, u and $2) such that

H' (Sw N By(x)) = bop

for every p < po and x € S,.
3. Setting and main result

Let £2 C R? be an open, bounded, connected set with boundary of class C3. We introduce the following space of
admissible pairs

A(£2) :={(K,v): K CR?closed, ve H'(2\ K)}
and we set
F(K,v):= / [Vo?dx + HY (K N2) for (K,v) € A(S2).

2\K

It will be useful to consider also a localized version of the functional: for A C £2 open we set

F((K,v); A) = / IVu|?dx + H (K N A).
A\K

Given an admissible pair (K, v) € A(£2) and assuming that K is a regular curve connecting two points of 352,
we denote by v a smooth vector field coinciding with the unit normal to K when restricted to the points of K, by
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apQ

OpQd

Fig. 1. An admissible subdomain U for a regular pair (K, v) (see Definition 3.2). Notice that U excludes the relative boundary of dp £2.

H the curvature of K with respect to v, and by 7 the unit co-normal of K N 952 (see Section 2.1). For any function
z€ H'(£2 \ K) we denote the traces of z on the two sides of K by zt and z~: precisely, for H'-a.e. x € K we set

i
+ .
= hm — dy,
c = I VA / ey

B, (x)NViE

where in ={ye RZ: +(y — x) - v(x) > 0}. With an abuse of notation, we denote by z* and z~ also the restrictions
of z to 2% and 2~ respectively, where 2 and £2~ are the two connected components of 2 \ K, with the normal
vector field v pointing into £27. Finally we denote by vye the exterior unit normal vector to 82 and by Hyg, the
curvature of 952 with respect to vyg.

Definition 3.1. We say that (K, v) € A(£2) is a regular pair if K is a curve of class C* connecting two points of 92
and intersecting 952 transversally, and there exists dp$2 € 352 \ K relatively open in 352 such that v is of class C'!
on dpS2 and

Vv-Vzdx =0 foreveryzeHI(SZ\K)withz=00n8DSZ, 3.1
2\K
that is, v is a weak solution to
Av=0 in2\K,
vE=0 onKNg,
0oV =0 onody$2:=08\9dps2.

We denote by A, (£2) the space of all such pairs.

Definition 3.2. Given a regular pair (K, v) € A, (£2), we say that an open subset U C R? with Lipschitz boundary

is an admissible subdomain if K c U and U NS = ¥, where S denotes the relative boundary of dp$2 in 352 (see

Fig. 1). In this case we define the space Hlll (£2 \ K) consisting of all functions v € H'(£2 \ K) such that v =0 in

(£2\ U) U dps2 (the condition on dp S2 has to be intended in the sense of traces). Notice that Eq. (3.1) holds for every
1

z€ Hy; (2\ K).

This paper deals with regular critical pairs (I, u), according to the following definition motivated by the formula
for the first variation of the functional F' (see (4.6) and Remark 4.8).

Definition 3.3. We say that a regular pair (I, u) € A;.¢(£2) is a regular critical pair for F if the following conditions
are satisfied:
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(1) I" meets 052 orthogonally,
(ii) transmission condition:

H=|Vrut]? = |Vru= > onrne, (3.2)

(iii) non-vanishing jump condition: lu™ —u~|>c>0on I.

Remark 3.4. The assumption of C°°-regularity of the curve I" is not so restrictive as it may appear: indeed, as a
consequence of the transmission condition (3.2) and of the fact that u satisfies (3.1), I" is automatically analytical as
soon as it is of class C1¢ (see [16]). Moreover, by (3.1) u is of class C* up to I" N §2 and the traces Vu™, Vu™ of
Vu are well defined on both sides of I'. Notice that u may fail to be regular only at the relative boundary S of dp£2;
since every admissible subdomain U excludes a neighborhood of S, the values of u in such a neighborhood will not
affect any of the arguments of the paper. Thus, we can always assume (by modifying u in a neighborhood of S, if
needed) that u™* and ™ are of class C! in 2+ and £2—, respectively.

Besides the notion of critical pair, which amounts to the vanishing of the first variation of the functional, we also
introduce the concept of stability, which is defined in terms of the positivity of the second variation. Its explicit
expression at a regular critical pair (I, u), which will be computed in Theorem 4.4, motivates the definition of the
quadratic form RFWu):;U):H(I'Nn2)—R given by

82F((F,u);U)[go]:=—2/|Vv(p|2dx+ f Vo2 dH' + / H*@?dH' — / Hyop? dH° (3.3)
2 N rnsg 'nos2

where v, € Hllj (82 \ I') solves

va¢ -Vzdx + / [z+ din((prLﬁ) -z divr((pvruf)]d’/-ll =0 (3.4)
2 rns
for every z € Hllj(.Q \ I'). Notice that the last integral in (3.3) in fact reduces to the sum Hag(xl)(pz(xl) +

Hjyo (x2)@?(x2), where x1 and x> are the intersections of I” with 8£2. The (nonlocal) dependence on U is realized
through the function v,,.

Remark 3.5. The second integral in Eq. (3.4) has to be intended in the duality sense between H ’%(1" N £2) and
H %(F N §2). Indeed, by directly estimating the Gagliardo H >_seminorm one can check that the product ¢V ru®

belongs to H 2 (I'N$2) aslong as Vru® e CO%(I") for some o > % In turn, the latter regularity property is guaranteed
by Lemma A.2, recalling that u satisfies the condition (3.1).

Definition 3.6. We say that a regular critical pair (I", u) (see Definition 3.3) is strictly stable in an admissible subdo-
main U if

82F((F, u); U)[go] >0 forevery ¢ € H' (rn) \ {0}. 3.5)

The aim of this paper is to discuss the relation between the notion of strict stability of a regular critical pair and the

one of local minimality. It is easily seen that the positive semidefiniteness of the quadratic form 82 F((I", u); U) is a

necessary condition for local minimality in U (see [6, Theorem 3.15]). In the main result of the paper we prove that
its strict positivity is in fact a sufficient condition for a regular critical pair to be a local minimizer in the L!-sense:

Theorem 3.7. Let (I, u) be a strictly stable regular critical pair in an admissible subdomain U, according to Defini-
tion 3.6. Then u is an isolated local minimizer for F in U, in the sense that there exists § > 0 such that

F(I',u) < F(K,v) (3.6)
for every (K,v) € A(§2) suchthatv=uin (2\U)Udp$2 and 0 < ||u — vl 1) <9.
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Remark 3.8. In order to simplify the proofs and the notations we decided to state and prove the previous result only in
the simplified situation where 2 is connected and I” is a regular curve joining two points of 952. It is straightforward
to check that Theorem 3.7 can be generalized to the case where I” is a finite, disjoint union of curves of class C*,
each one connecting two points of 92 and meeting 952 orthogonally.

Remark 3.9. The non-vanishing jump condition (point (iii) of Definition 3.3) is not a technical assumption and cannot
be dropped: indeed, it is possible to construct examples (see the Remark after Theorem 3.1 in [9]) satisfying all the
assumptions of Theorem 3.7 except for this one, for which the conclusion of the theorem does not hold. In our strategy,
this hypothesis is needed in order to deduce, in Proposition 7.2, by applying the calibration constructed in [21], that
the unique solution of the penalization problem (7.4) is u itself, if B is sufficiently large.

Remark 3.10. A remark concerning the C3-regularity assumption on 92 is also in order. In fact, a careful inspection
of the proofs presented in the remaining part of the paper shows that C3-regularity is only needed in a neighborhood
of I' N 32, whereas away from that intersection C'-regularity of 352 would suffice.

Remark 3.11. We expect the main result of this paper to hold also in higher dimensions. The main technical obstacle
to extending our approach to N > 3 is the lack of a higher dimensional version of Theorem 2.3. Although we didn’t
check the details, we believe that with such a regularity theorem at hands, the overall strategy presented here would
go through.

We conclude with the following consequence of Theorem 3.7, which states that given any family of equicoercive
functionals F, which I"-converge to the relaxed version of F with respect to the L'-topology, we can approximate
each strictly stable regular critical pair for F by a sequence of local minimizers of the functionals F,. This follows
from the abstract result established in [17, Theorem 4.1]. There is a vast literature concerning the approximation of
the Mumford—Shah functional in the sense of I"-convergence (see, for instance, [5]).

Theorem 3.12 (Link with I"-convergence). Let (I", u) be a strictly stable regular critical pair in an admissible sub-
domain U. Let Fy : L' (£2) — R U {400} be a family of equicoercive and lower semi-continuous functionals which
I'-converge as € — 0 to the relaxed functional (see the beginning of Section 7)

Flo) = {fg IVu|2dx +H'(S,) ifveSBV(2), v=uon (2\U)Udps,
) 400 otherwise in L' (£2)

with respect to the L'-topology. Then there exist gg > 0 and a family (Ue)e<ey Of local minimizers of F¢ such that
ue — uin L1(2) as e — 0.

4. Computation of the second variation

In this section we compute the second variation of the functional F'. To start with, we fix some notation: for any
one-parameter family of functions (g,)s;er We denote the partial derivative with respect to the variable s of the map
(s, x) — g(x), evaluated at (¢, x), by g;(x). We usually omit the subscript when ¢ = 0. In the following, we fix a
regular pair (K, v) € A,,,(£2) and an admissible subdomain U.

Definition 4.1. A flow (®,), is said to be admissible for (K, v) in U if it is generated by a vector field X € C?(R?; R?)
such that supp X € U \ dp£2 and X - vy =0 on 952, that is, @, solves the equation @, = X o &;, @9 =Id.

Remark 4.2. The condition X - vy = 0 guarantees that the trajectories starting from points in 952 remain on 9£2:
thus @;(£2) = £2 for every t. Observe also that, since supp X € U \ dp$2, we have that K¢, C U \ dpS2 for every ¢,
where we set K¢, := @;(K).

Given an orientation preserving diffeomorphism @ € C%(£2; £2) such that supp(® — Id) € U \ 9p$2, we define
v as the unique solution in H'(£2 \ K¢) (up to additive constants in the connected components of £2 \ K¢ whose
boundary does not contain dp2) to
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f Vuvg - Vz=0 foreveryzeHllj(.Q\K@),
2\Ko
Vp =V in (2\U)Uadps2.

4.1

Definition 4.3. Let (@;); be an admissible flow for (K, v) in U. We define the first and second variations of F at
(K, v) in U along (®;); to be

d 2
EF((KCDN va,); U)|t:0’ EF((KCDN Vo, ); U)‘t:O

respectively, where vg, is defined as in (4.1) with @ replaced by @;.

Notice that this definition makes sense since the existence of the derivatives is guaranteed by the regularity result
proved in [6, Proposition 8.1], which can be adapted to the present setting. In particular, this result implies that the
map (¢, x) — ve, (x) is differentiable with respect to the variable ¢ and that v, € H, llj (2\ Kg,). We set ¥ 1= Vg,.

In the following theorem we compute explicitly the second variation of the functional F. We stress that, compared
to the analogous result obtained in [6, Theorem 3.6], we allow here the admissible variations to affect also the in-
tersection of the discontinuity set K with the boundary of £2, while in the quoted paper only variations compactly
supported in §2 were considered. As a consequence, in the present situation boundary terms arise when integration
by parts are performed: in particular this happens for the derivatives of the surface term, while the first and second
variations of the volume term remain unchanged. We refer also to [25], where a similar computation for the second
variation of the surface area was carried out taking into account boundary effects, in the case of a critical set (the nov-
elty here is that we will be able to get an expression of the second variation at a generic regular pair, not necessarily
critical).

Theorem 4.4. Let (K, v) € Ayo(82) be a regular pair for F, let U be an admissible subdomain, and let (®;); be
an admissible flow in U associated to a vector field X. Then the function ¥ belongs to Hllj (82 \ K) and satisfies the
equation

/W.Vz,dx+ / [divg (X - v)Vkv Tz —divg (X -v)VgvT)z7]dH' =0 4.2)
2 KN

for every z € Hllj (£2 \ K). Moreover, the second variation of F at (K, v) in U along (D,); is given by
2
dr?

=2 f (ota, ot — 07,07 ) dH + / |VK(X~v)|2d7-[1+ f H*(X -v)?dH!

F((Kay,v0,): U)|,_g

Kng2 KN§2 Kng2
+ / f(z-v=2x" Vg -v)+Dv[x!, X" - HX -v)?)dH' + / Z -ndH, 4.3)
Kng2 Knos2

where f:=|Vgv~|*>— |VxvT|>+ H, Z := DX[X], and we split the field X in its tangential and normal components
to K:

X=X"+X -v)v onk. (4.4)

Remark 4.5. As in (3.4), the second integral in Eq. (4.2) has to be intended in the duality sense between H -3 (KN §2)
and H? (K N £2) (see Remark 3.5). Integration by parts yields

—/|V1}|2dx= / [0F8,0T — 078,07 |dH".
2

Kng2
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Before proving Theorem 4.4, we collect in the following lemma some auxiliary identities which will be used in the
computation of the second variation.

Lemma 4.6. The following identities hold:

(@ v =—(DgkX)T[v] — Dgv[X]=—Vk(X -v) on K;

) Lo, o P)li—o = (Dxk X)T[v,nlv on K N382;

© (X-0)i-n+X - 501s, 0 P)l=o =—H(X - v)(X -n) on K N 32
(d) DX[X,vyel+ Dvye[X,X]=00n KNJS2.

Proof. Equality (a) is proved in [6, Lemma 3.8, (f)]. To prove (b), we set v, := D®,[n] and recalling (2.3) we have

L (10, 0 ) O (- b — (i - 1)
—_— [e) = —| — =7V — (V-
a9 ne, t)t=0 FANEN - mn
= DX[n]— DXI[n,nln= DX|[n, v]v,

which is (b). We obtain (c) by combining (a) and (b):

ad
(X-v)-n+X- 57 (19, © Poli=0 = —(X - 1) Dgv[X, nl=—H(X - v)(X-n),

where the last equality follows by writing X = (X - v)v + (X - n)n and observing that Dgv[v] = 0. Equation (d)
follows by differentiating with respect to ¢ at t = 0 the identity

(X o®;) - (vaz 0o @) =0,
which holdson K Ndf2. O

Proof of Theorem 4.4. We split the proof of the theorem into three steps.

Step 1. Derivation of the equation solved by v. As already observed, the result contained in [6, Proposition 8.1]
guarantees that v € Hllj(.Q \ K). Given any test function z € Hllj(.Q \ K) with suppz N K = @, for ¢t small enough we
have suppz C £2 \ K¢,, and in particular z € Hllj(.Q \ K¢,). Hence by (4.1) we deduce

vacm -Vzdx =0,
2

so that differentiating with respect to ¢ at t = 0 we obtain that ¥ is harmonic in (2 N U) \ K and Vv - vy =0 on
(0£2NU)\ dp£2. In addition, it is shown in Step 1 of the proof of [6, Theorem 3.6] that

3,0 =divg (X -1)VkvF) on K NK2.
By this expression we have that 9,0 e H _%(K N £2) (see Remark 3.5), and hence the previous conditions are
equivalent to (4.2) by integration by parts.

Step 2. Computation of the first variation. The same computation carried out in Step 2 of the proof of [6, Theorem 3.6]
leads to

d .
E/leqﬂzdx=/d1v(|Vv¢t|2X)dy.
2 2

Hence, applying the divergence theorem we obtain
d
& vvnPar= [1venPocmarant + [ (v = |95 P)ox v !
Q 802 Ko,N2

= [ (90,95, = k0,05, X vy !
K¢, N2
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where to deduce the last equality we used X - vy = 0 and the fact that 9,,, v; vanishes on Kg,. Concerning the
surface term, we start from the well known formula for the first variation of the area functional (see, for instance, [24,
Chapter 2, Section 9]) and we use the divergence theorem on K¢, N §2, to obtain

d
E’Hl(m,mg): / divg, XdH'= / Hgp, (X -vg,)dH' + / X - ng, dHO,
Kg¢,NS2 Kg¢,N$2 K¢,Nos2

where we recall that Hg, stands for the curvature of K¢,. Thus we can conclude that

%F((Kq),,w,);u): / fi(X -ve,)dH' + / X -ng, dH°, (4.5)

Ko,N$2 Kep,NoS2

where f; 1= |Vkg, Vg, |2 — Vi, v;f, 1>+ Heg, . In particular, evaluating (4.5) at t = 0 we obtain

d
EF((K@,U@);U)L:O: / F(X-v)dH' + / X-ndHO. (4.6)
KN KNos2

Step 3. Computation of the second variation. We have to differentiate again (4.5) at t = 0. By a change of variables
we have

d? 9
—=F((Kay,v0,): U)o = / o (fro @)li=o(X - v)dH!

dr?
KN
J . d 0
+ f= (D1 (va, 0 @) Ja,)|,_gdH' + — X -ne, dH
at dt =0
KN Ko, N3$2
=L+ hL+1. 4.7
The first integral /7 is equal to
I = / f(X-v)ydH' + / (Vf-v)(X v)2dH' + / (Vi f- X" (X -v)dH", (4.8)
KNS KNS KN
while using [6, Lemma 3.8, (g)] we have
L= / fdivg (X -v)X)dH' + / f(z-v—2x"VgX-v)+Dv[x!, x1])an". 4.9)
KNS KN
Applying the divergence formula on K N §2 we obtain
/ (Vi f- XX -vydH' + / Fdivg (X -v)X)dH!
KNQ KNSR
= / FHX -v)2dH' + / FX-v)(X-n)dH, (4.10)
KN KNo
while using [6, formula (3.17)] we get
f (VF-v)(X-v)dH' = [ (H?> —2fH)(X -v)*dH". 4.11)
KN KN
Differentiating f; with respect to ¢ we obtain
/ F(X-v)dH' = / (2Vkv™ - Vg~ —2Vgut - Vgt + H) (X -v)dH!, (4.12)

Kng2 Kng2
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and an integration by parts yields
2 / (VkvE - Vg oF) (X - v) dH!
KNQ
=-2 / oEdivg (X - v)VgoE)dH' +2 / 0E(X - v) (VevE - ) dHO
KNQ KNae
=— /ﬁiavoidﬂl, (4.13)
KNQ

where the last equality follows by (4.2) and by observing that Vo™ vanishes on K N 3$2, as v satisfies homogeneous
Neumann boundary conditions on K and on 92 (Vv is regular up to K N d§2 by Lemma A.2). Since 9,V - v =
—V-3,v =0, we have div D = divg v and in turn H = divg v. Hence, integrating by parts and using (a) of Lemma 4.6,
we deduce

/H(X~v)d7{1: f divg v(X -v)dH!

KN KN§2
=— / D VE(X-v)dH + / X -v)( - dH
KN$2 KnNoas2
= / Vi (X )7 dH! + / (X - v)(b - 1) dHO. (4.14)
KnN$2 KNos2

We finally compute I3:

d a
I3 = _( / X - ne, d’H0> = Z —(X(¢t(x)) “Ne, (d)t(x)))|t:O
dt t=0 KNas2 ot
Ko, MOR2 €
a
= Yz 3 X e 0 2i0))] 12
xeKNo xeKNos2 !

We finally obtain the expression (4.3) by collecting (4.7)—(4.15), using equality (c) of Lemma 4.6, and observing that
the quantity f — H = |Vgv™ |2 — | Vg vT|? vanishes on K N92 (since, as observed before, Vot =0on K N9£2). O

Remark 4.7. We observe that we can easily obtain an expression for the second variation of the functional F at a
generic ¢. Indeed, by exploiting the property @, = @; o @, of the flow, we have
2

d d? d?
TP (Koo va,); U)|,_, = T2 P (@K v, ); U)|,_o= T3F(@s(Ka)), ve)e,)| o

and we can directly apply Theorem 4.4 to the regular pair (Ko, , vg,).

Remark 4.8. The formula (4.6) for the first variation of F' motivates the definition of critical pair (see Definition 3.3).
Indeed, assuming that (4.6) vanishes for each vector field X which is tangent to 92, we first obtain that f =0
on K N §2 by considering arbitrary vector fields with supp X &€ §2. Then, using this information and dropping the
requirement on the support of X, we deduce the orthogonality of K and 942.

Corollary 4.9. Assume that (I', u) is a regular critical pair. Then
2

d .12 2 g1
WF((F@,M@);U)|t:0=—2/|Vu| dx + / |Vr(X )| dH
2 N2
+ / H*(X -v)?dH' — / Hyo (X -v)?dH°, (4.16)
N rnos2

where Hyg := div vy denotes the curvature of 952.
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Proof. The first integral in (4.3) can be rewritten as —2 f o |V1Jt|2 dx thanks to (4.2) (see Remark 4.5). To obtain the
expression in (4.16) it is now sufficient to observe that at a critical pair we have f =0on K N2, X -n =X -v30 =0
on K NdS2, and

Z-n=DX[X,vy@]l=—Dvyo[X,X]=—(X 1)’ Dvsg[v,v] = —Hya(X - v)*
on K Nds2 by (d) of Lemma 4.6. O

4.1. The second order condition

In the following we assume that (I, u) is a regular critical pair and U is an admissible subdomain. Notice that
the expression of the second variation of F at (I, u) proved in Corollary 4.9 motivates the definition of the quadratic
form (3.3) and the notion of strict stability that we introduced in Definition 3.6.

Following the approach of [6], we start paving the way for the main result by proving two equivalent formulations
of condition (3.5), one in terms of the first eigenvalue of a suitable compact linear operator defined on H'!(I" N §2) and
the other in terms of a dual minimum problem. Let us start by introducing the following bilinear form on H'(I" N £2):

(@) = / Vi VrydH! + / H2py dH' — / Hyooy dHY @.17)
N Ny 'nos2

for every ¢, ¥ € H'(I' N £2). The proof of the following proposition can be obtained by simply adapting [6, Propo-
sition 4.2] to our slightly different situation.

Proposition 4.10. Assume that

(p,9)~ >0 foreverygoeHl(Fﬂ.Q)\{O}. (4.18)
Then (-,-)~ is a scalar product which defines an equivalent norm on H'(I' N §2), denoted by |- ||~

The announced equivalent formulations of condition (3.5) are stated in the following proposition. Also for this
proof we refer the reader to Proposition 4.3, Theorem 4.6 and Theorem 4.10 in [6], which can be easily adapted with
obvious modifications, taking into account Remark 3.5.

Proposition 4.11. The following statements are equivalent.

(i) Condition (3.5) is satisfied.
(ii) Condition (4.18) holds, and the monotone, compact, self-adjoint operator T : H'(I' N §2) — H'(I' N 2) defined
by duality as
(To, ¥)~=-2 / [v) divr (yVru®) — vy dive (yVru™)]dH! (4.19)
rne
for every ¢,y € H'(I' N 2) (where Vg is defined in (3.4)), satisfies

M) = | nnlaxl(Tgo, o)~ <1 4.20)
@ll~=

(Where the dependence on U is realized through the function vy).
(iii) Condition (4.18) holds, and defining, for v € Hlll (2\ I'), @, as the unique solution in H' (I' N §2) to

(By, Y = =2 / [vdivy (¥ Vrut) — v~ dive (yVru~)]dH!
rns
for every ¥ € H'(I' N §2), one has

wU) = min{Z/ |Vu?dx: ve HY(2\T), |®,]~ = 1} > 1. 4.21)
2

We will omit the dependence on U for Ay and @ where there is no risk of ambiguity.
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Remark 4.12. Notice that if condition (4.18) is satisfied, then by Proposition 4.10 and by the Riesz Theorem the
operator T is well defined. By (3.4) we immediately have

(Te,¥)~= 2/ Vg - Vuy dx.
2
Moreover comparing with (3.3) we see that

PF((Iw;U)lpl=—(Te, @)~ + ol

Corollary 4.13. Assume (3.5). Then there exists a constant C > 0 such that

O*F((Mu); U@l = Cllglg rng, foreveryp e H'(I'N Q).

Proof. By Remark 4.12 and (4.20)

FF((Iu); U)lgl = lel2 — (T, o)~ = (1 = aD el

hence the conclusion follows by Proposition 4.11 and Proposition 4.10. O

From the definition in (4.21) it is clear that u depends monotonically on the domain U. This is made explicit by
the following corollary.

Corollary 4.14. Let Uy, U; be admissible subdomains for (I', u), with Uy C U,. Then w(Uy) > w(U3). In particular,
if condition (3.5) is satisfied in Uj, then it also holds in U].

Corollary 4.15. Assume that condition (3.5) holds in U. Let U, be a decreasing sequence of admissible subdomains
Sfor (I', u) such that U is the interior part of (), Uy. Then (3.5) holds in Uy, if n is sufficiently large.

Proof. In view of (4.21) it is sufficient to show that lim,, u(U,) > u(U). Let v, € Hlljn (£2\ I'") be a solution to (4.21)
with U replaced by U,. Then v, € HLI,1 (2\TI) and ZfQ Vo, |2dx = u(Uy,) < w(U), where the inequality follows
from Corollary 4.14. Hence, up to subsequences, v, — v € Hlljl (82 \ I'). Moreover, v =0 a.e. in U \ U, so that
Ve Hllj (£2\ I') and v is admissible in problem (4.21) (by the compactness of the map v > @,): we conclude that

lim w(U,) = lim 2/|an|2dx22/|Vv|2dx>M(U),
n— 00 n— 00
2 2
as claimed. O

Remark 4.16. We observe that, in proving Theorem 3.7, we can assume without loss of generality that U is an open
set of class C* and that U and 952 are orthogonal where they intersect. Indeed, assume to have proved the theorem
under these additional assumptions. If U is any admissible subdomain for (I", #), we can find a decreasing sequence
of admissible subdomains U, of class C*°, with boundaries meeting 952 orthogonally, such that U is the interior part
of (), Un. It follows from Corollary 4.15 that the second variation is strictly positive in U,, for n large enough, and
hence (I, u) is an isolated local minimizer in U,,. This immediately yields the conclusion also in the initial domain U .

5. Local W2 -minimality

In this section, as a first step toward the proof of Theorem 3.7, we show how the strategy developed in [6] can be
adapted to the present setting in order to prove that the positiveness condition (3.5) is sufficient for a regular critical
pair to be a local minimizer with respect to variations of class W2 of the discontinuity set. For the rest of the section
(I', u) will be a fixed strictly stable regular critical pair in an admissible subdomain U. For 1 > 0, we denote by

Ny(I) = |x e R?: dist(x, I') < n}
the n-tubular neighborhood of I".
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In order to give a proper notion of sets which are close to I" in the W2 *-sense, we now introduce a suitable flow
in U whose trajectories intersect I” orthogonally. To this aim, we start by fixing 79 > 0 such that N;,(I") € U \ 9p$2,
and a vector field X € CZ(RZ; Rz) such that suppX € U\ dp2, X =von I, X -v3o =0o0n 392, and |X| =1 in
Ny (). We denote by ¥ : R x 22 — 2 the flow generated by X:

0
ot

Observe that (by taking a smaller 7o if necessary) for every y € N, (I") there exist two unique points 7 (y) € I" and
7(y) € Rsuchthat y =¥ (7 (y), 7(y)). The existence of the maps 7 and 7, as well as the fact that they are of class Cc?,
is guaranteed by the Implicit Function Theorem.

We define, for § > 0, the following class of functions:

Ds:={y € CX(I): 1¥llc2ry < 8}

We can extend each function v € Dj to N, (I") by setting ¥ (y) := ¥ ((y)), in such a way that v is constant along
the trajectories of the flow ¥. We associate with ¥ the diffeomorphism @V (x) := ¥ (¥ (x), x), and we remark that

|@¥ —1d| cory < ClY N2y (5.1)

for some constant C independent of v € D;. Finally, we define the set

v(t,x)= X(lIJ(t,x)), v(0,x)=nx.

Ly =0V (M) ={w(y@),x): xer}, (5.2)

and the function uy :=ugy as the unique solution in H L2\ Iy)to

/ Vuy -Vz=0 foreveryze H}(2\ Iy)
2\Iy
with uy =u in (£2 \ U) U dpS$2. We will also denote by vy :=vgy and 1y 1= nev the vectors defined on Iy, and
I’y N9£2 by (2.2) and (2.3) respectively, and by Hy, :=divr, vy the curvature of I'y.
Remark 5.1. For ¢ € Ds, the function uy, is a weak solution to the Neumann problem

Auy =0 in(2NU)\ Ty,
vaul/,:O on Iy N2,
duyotty =0 on (32NT)\ Ips2,

and the sets Iy, are uniformly bounded in C 2, by (5.1). Hence, by classical results and by using Lemma A.2 to deal
with the regularity in a neighborhood of the boundary Iy, N 92, we obtain that the functions ui are of class C17 up

to Iy N 2, for some y € (%, 1), with C'” -norm uniformly bounded with respect to i € Ds. More precisely,
+
sup || Vp(uw o q)w)”cov(rm_);nv) < 400,
¥ eDs

and, as an application of Ascoli-Arzela Theorem, we also have

sup ” Vf(ui ° @1#) - VF“i”c(Jva(rné;]R% -0
¥ eDs

for every o € (0, y), as § — 0.
The main result of this section is the following.

Theorem 5.2. Let (I, u) be a strictly stable regular critical pair in an admissible subdomain U, according to Defini-
tion 3.6. Then (I", u) is an isolated local Wz’m—minimizerfor F in U, in the sense that there exist 5 > 0 and C > 0
such that

F(Ty,v) = F(Now) + ClY I3 g
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for every Y € W>(I" N §2) such that 1V lw2.00(rngy < 8, and for every v € H'(2\ Iy)withv=uin (2\U)U
0p 2 (where the set I'y is defined in (5.2)).

The remaining part of this section is entirely devoted to the proof of Theorem 5.2. We start by fixing §o > O such
that Iy, C N,y (I") for every ¥ € Ds,, where NV, (I") is the tubular neighborhood of I" fixed at the beginning of this
section. Our first task is to associate, with every ¥ € Dy, an admissible flow (®;), connecting I" to Iy : this can be
easily done by setting

Di(x) = W(tlﬁ(x), x). (5.3)
The flow @, is admissible in U (according to Definition 4.1), as it is generated by the vector field

Xy =vX, 54
where X is defined at the beginning of this section. Moreover it satisfies @ (I") = I'y,, and

1@ — ldllc2(ry < ClIY llc2(rry (5.5)
for every t € [0, 1], where C is a positive constant independent of ¥ € Ds,. We also introduce the vector field

Zy = DXy[Xy]l=¢’DX[X] (5.6)

(the last equality follows by a direct computation, by observing that Vi - X = 0 since ¢ is constant along the trajec-
tories of the flow generated by X). Notice that by (5.4) and (5.6) we immediately have the estimates

Xyl <Y, 1Zy| <ClY? in Ny (D), (5.7)

where C is a positive constant independent of 1. In the following lemma we collect some technical estimates con-
cerning the above construction that will be used in the proof of the main result of this section.

Lemma 5.3. Given € > 0, there exists §(&) > 0 such that for every W € D) the following estimates hold:

@ SV gy < 1Ko 901200 gy < 21V 1 g
(d) 1Xy -0yl <ely|on Ty N3L2;

1
© 3V 151 gy S IV 1310y <21V 151 gy

Proof. To prove (a), we first note that given o > 0 we can find 6(o) € (0, §p) such that for every ¥ € Ds(,) we have
on Flp

vy =vod '+ with 1Dlcicry,) <o (5.8)
and
-1
| X =Xod i, <o (5.9
(where @1 = @V, by (5.3)). Hence on Iy
Xy vy =¥X vy =y (X-v)od, '+ (X—Xod; ) vod, '+ X -7)=y(1+Ry)
(where we used the fact that (X - v) o q§1_1 =1), and
Vi, (Xy -vy) = (Vr, )X vy + ¢V, (X - vy)
= (Vr, )0 +R)+yVr,(1+ (X —Xo®; ") vod '+ X-7)
= (Vr,¥)( + R1) + ¥ Ry.

Recalling (5.8) and (5.9), the L°°-norm of Rj and R, can be made as small as we want by taking o small enough, and
in turn from the previous identities we obtain (a).
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To prove (b), we first observe that, by reducing (o) if necessary, we can guarantee that for every ¥ € D)

ny=no® ' +7 with|f| <o on I} N3L. (5.10)
We deduce that on Iy, N 952

Xy nyl=1WX nyl=[Y (X -nod ' +(X=Xod[ ") nod; ' +X-7j)| <ely|

where the last inequality follows by observing that (X - n) o @fl =0, and by (5.9) and (5.10) (choosing ¢ small
enough, depending on ¢). This proves (b).
Finally, by a change of variables (using the area formula (2.4)) we have

¥y|2
2 o V2 |VF(WOQ) )| 1
”l[f”Hl(rwﬂ.Q)_ / <|w0¢ ’ + |D¢]//[T]|2 J(DWdH s
rnsg

and (c) follows by (5.1) and recalling that y o @Y = on I". O

Given ¥ € Ds,,, we can define a bilinear form on H! (I'y N £2) asin (4.17), by setting
(@, 0)my 1= / Ve Vr,0dH + / Hyp9dH' — / Dvyglvy, vy led dH.
2Ny NIy rynas2

The positivity assumption (3.5) guarantees that, if § is sufficiently small, it is possible to control the H'-norm on
I'y in terms of the norm || - ||~ 4 associated with (-,-)~ , uniformly with respect to ¥ € D;s. This is the content of
the following proposition, whose proof is analogous to [6, Lemma 5.3] (the only difference lies in the presence of a
boundary term, which can be treated similarly to the others).

Proposition 5.4. In the hypotheses of Theorem 5.2, there exist C1 > 0 and 8 € (0, §o) such that for every v € Ds,

ol ney < Cill@ll~y  for every o € H'(I'yy N Q).

The previous result allows us to introduce, for v € Ds,, a compact operator Ty, : H 1 IyN)—H 1(1“,/, N $2)
defined by

(Ty@, )~y = =2 f [v), divr, (9Vryuy) — v, divr, (9Vr,uy)]dH! (5.11)
ryns2
for every ¢, © € H'(I'y N £2), where v,y € H},(£2\ I'y) is the solution to
/vap -Vzdx + / [z* divp, (gonwuw —z divp, (q)pruv_,)]d'Hl =0
2 ryng

for every z € Hllj (£2 \ I'y). We define also Ay y similarly to (4.20). The following semicontinuity property of the
eigenvalues A1 y will be crucial in the proof of Theorem 5.2. We omit the proof of this result, since it is the same as
in [6, Lemma 5.4]: we only observe that Remark 5.1 guarantees that we have the same convergence as in [6, formula
(5.14)], so that we can reproduce word by word the same argument.

Proposition 5.5. In the hypotheses of Theorem 5.2,

limsup Ay y <Ap.
”“‘DHCZ(F)*)O
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We are finally ready to prove the local minimality result stated at the beginning of this section.

Proof of Theorem 5.2. We divide the proof into two steps.
Step 1. We first show that there exist § € (0, §1) and ¢ > 0 such that for every ¢ € Ds
F(Ty,uy) = F(Dow) + ¥ 31 png)- (5.12)

Given ¢ € Ds, with § € (0, 81) to be chosen, consider the admissible flow (®;); associated with ¥, according to (5.3),
and its tangent vector field Xy . Setting gy (¢) := F(I'g,, ue,), we claim that there exist ¢ > 0 and § > 0 such that

g&(r) > 2c||1/f||§11(1_m9) for every ¢ € [0, 1] and ¢ € Ds. (5.13)

Once this is proved, claim (5.12) will follow immediately: indeed, as g:// (0) =0 since (I, u) is a critical pair, and
recalling that I'g, = Iy, we deduce

1
F(I' u) =gy (0) = gy (1) —/(1 —1)gy (1) dt
0

S F(Ty,uy) — C”W”iﬂ([‘ﬂﬂ)’

which is (5.12).
We now come to the proof of (5.13). In order to simplify the notation, we set v; :=ve,, 1; :=ne,, I'; := I'¢,, and
H; := Hgp,. By Remark 4.7, recalling the definition of 7;y (see (5.11)), we deduce that

80 = —(Toy Xy - v0). Xy 1), + / (HAXy - v0)* + V5 (Xy - v ) d!
rnne

+ / fi(Zy v =2X), - VR (Xy )+ Du [ X, X)) ] = Hi(Xy - v)?) dH + / Zy - dH,
e Jptati1?)

where f; = |Vp,u<;t|2 — |Vﬂu$t|2 + H;. Since

0=2Zy - vy + Dvyo(Xy, Xyl
= Zy - vag + Dvag v, vil(Xy - v)* + ((Xy - n)*n; +2(Xy - v)(Xy - n)ve) - Dvalne]
on I; N d£2 by Lemma 4.6(d), we can rewrite g:; (t) as

gy () =—(Tey Xy -v0), Xy -vr) _y + Xy w2 4y

+ / Fi(Zy v =2X), -V (Xy ) + Dy [ X)X} ] — Hi(Xy, - v)?) dH!

ne

+ / Zy - (1 — vog) dH°
LN

- / ((XI/I : n,)zn, +2(Xy - v)(Xy - Ut)Vt) : DUaQ[Ut]dHO- (5.14)
LN

We now carefully estimate each term in the previous expression. In the following, C will denote a generic positive
constant, independent of ¢ € D;,, which may change from line to line.

As (I', u) satisfies condition (3.5), Proposition 4.11 implies that A1 < 1, so that by Proposition 5.5 we can find
82 € (0, 81) such that for every y € Ds,

1
Ay < E(k] +1)<1. (5.15)
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Fix ¢ > 0 to be chosen later, and let § (¢) > 0 be given by Lemma 5.3 (assume without loss of generality that 6 (¢) < §2).
We remark that, if ¥ € Ds), then ty € Ds() for every ¢ € [0, 1], and X,y =Xy : hence we can apply (a) and (b) of
Lemma 5.3 to ¢/, and we easily obtain that

1 2 2 2

E”w“[_]l(rmg) < ”XW : VIHHI([}Q_Q) g 2||W||H1(1~mm, (516)

[ Xy -nel <ely] onl;Nas2, (5.17)

for every vy € Ds(s) and for every ¢ € [0, 1].
Fix now any ¥ € Ds(). From the definition of A y and (5.15) we have

—(Tey Xy ) Xy ve) _py + 1Ky - vl2 4y = (= A 1 Xy - vel12 4y,
> LMy 2, = iy w2 > LMy (5.18)
Z 7y v Vil gy 2 202 v Vilgning) 2 ac? VIwrne)y :

where the last two inequalities follow from Proposition 5.4 and from (5.16).
By Remark 5.1 the map
_2 +12

¥ € Ds(e) = |||eru1/,| - |VF1//M1/I| + Hy ||L°°(F¢,ﬂ.(2)
is continuous with respect to the C>-topology; hence, as it vanishes for ¥ = 0 by (3.2), possibly reducing §(¢) we
have that for every ¥ € Ds)

—2 +12
|||Vl"w”w| - |VFw”w| + Hy ||L°°(F¢ﬂ(2) <é&

We deduce that

/ £(Zy v =2X}, VR Xy v + Dy X)L XD ]~ Hi(Xy - 0)?) an!

I Iyl 2
> —¢|Zy v — 2Xy, - Vi (Xy - v) + D[ Xy, Xy ]+ H (Xy - vp) ||L1(m9)
2
—gC(Hlﬂ”Lz(nmm + ”VF, Xy - Vt)HLz(EmQ)||1/’||L2(1“,m_(2))

where we used also (5.7), (5.16), and (c) of Lemma 5.3.
By reducing §(¢) if necessary we can assume

max x) —vyo(x)| <e forever € Ds(e),
xefwﬂi)()’nvj( ) —vag (x)| Y ¥ € Dse)

so that using again (5.7) and (c) of Lemma 5.3 we obtain

/ Zy - (n; —vya)dH® > —eC / Y dH 2 —eClIY I o) (5.20)
;N8 ;N2

Finally, we proceed in a similar way to estimate the last integral in (5.14): by (5.7) and (5.17)

— f ((Xy 1% 42Xy - v) Xy - 00)vr) - DvgeInd dH® > —eClIV 11 o) (5.21)
N8
Collecting (5.18)—(5.21), by (5.14) we conclude that for every v € Ds() and for every ¢ € [0, 1]

” 1 2

for some positive constant C (independent of /), so that by choosing ¢ sufficiently small we obtain the claim (5.13)
and, in turn, (5.12).
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Step 2. The conclusion of the theorem follows now by approximation: given any ¥ € W2*°(I' N £2) with
1V w200 rngy < d, we can find a sequence ¥, € Ds converging to ¥ in WL (I" N §2) for which the conclusion
obtained in the previous step holds:

F(Ty,,uy,) = F(Uw) +cl¥nll i g

Noting that F(I'y,, uy,) = F(Iy,uy) as a consequence of the W1->°_convergence of v, to ¥, by passing to the
limit in the previous inequality we conclude that the same estimate holds for y. Hence the conclusion of the theorem
follows by recalling that F (I'y, v) > F(Iy, uy) forevery v € H' (2 \Iy) withv =uin (2\U)U0dp L2, by definition
of Uy. O

6. Local C'**-minimality

In this section we show that the W2 *°-minimality property proved in the previous section implies that (I", u) is also
a minimizer with respect to small C!%-perturbations of the discontinuity set. We start by a preliminary construction
that will be needed in the proof.

Remark 6.1. Let X be the vector field defined at the beginning of Section 5, which, we recall, coincides with v on
I' and is tangent to 052, and let ¥ be the flow generated by X. We want to define a one-parameter family of smooth
curves (Is)s, for § € (=89, 8), with Iy = I', such that X is normal to each curve of the family, and whose union is
a tubular neighborhood of I". In order to do this, let xo € I" N 352 and let x5 := ¥ (8, x9). We then define Iy as the
trajectory of the flow generated by X~ starting from x5, where the vector field X is obtained by a rotation of X
by 5. This construction provides a family of curves with the desired properties.

We can then define a family of tubular neighborhoods of I' in £2 whose boundaries meet 92 orthogonally, by
setting for § € (—do, d0)

Is(N) = J I.

|s|<d

Proposition 6.2. Let (I', u) be a strictly stable regular critical pair in an admissible subdomain U, and let o € (0, 1).
There exists § > 0 such that

F(Iu) < F(@(I),v)
for every diffeomorphism ® € C1*(2; 2) with 0 < ||® — Id||C|,o,(_§) < 8 and supp(® — Id) € U \ 9p$2, and for
every v € HI(Q\Q)(I")) withv=uin (2\U)Udps2.
Proof. Assume by contradiction that there exist sequences o, — 0 and &, € C 1""(.(_2 ; !_2), with

supp(®, —1d) €U\ dp2, 0 <[Py —Hdllcrag) < On,

such that F(®,(I"), u,) < F(I',u), where u, 1= ug, is defined as in (4.1). Notice that, arguing as in Remark 5.1, we
have that uni are of class C1-¢ up to &, (I"), and

”V(”;jf o Py) — V“iHLw(Qi) — 0.

We first extend u™ and u~ to C1®-functions in £~ and 2%, respectively, by using [13, Theorem 6.2.5]. We
similarly extend uf o @, to C'*-functions & in £2F, and we set v := iif o @, !: since the extension operator
constructed in [13, Theorem 6.2.5] is continuous, we have that

”ani — Vu* ”LOO(.Q) <

for some &, — 0. Finally, as ||®, — Id|| 1.« — 0, we can also assume that @, (I") C Zs, (I').
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Consider the following obstacle problems

min{J(E,v",v7): EC 2, 2"\ Iy, (I CE C 2T UL, (I'), v5—u® e W'>(9),

vt xE v e =uin (\U)UpR, VT = Vit o <1}, (6.1)
where
J(E, vt v7) :=/yw+]2+ / Vo~ + P(E, 2),
E Q\E

and let (F,, w,f ,w, ) be a solution to (6.1) (which exists by the direct method of the Calculus of Variations). Since
(@, (£21), v, v,) is an admissible competitor, we deduce that

J(Fpowyb wy ) KT (@n(27F), 0,5 v0,) = F(Pu (1), un) < F (T, u). (6.2)

We now divide the proof into three steps.

Step 1. We claim that, if y > 0 is sufficiently large (independently of n), then (F},, w:[ , w, ) is also a solution to the
penalized problem (without obstacle)

min{f(E, vhouT) EC R, vE—ut e wh(), Vot - Vui”Loo(Q) <1,

vE=uin (RF\U) U (dp2N2F)}, (6.3)

where

T(E, vt v7) ;=/|w+|2 + f Vo™ + P(E, ) + y|E AT, (E)|
E Q2\E
and T, (E) := EU (2T \ Zs (I'") N (2T UZs, (IN)).
In order to prove the claim, fix any competitor (F, w™, w™) for problem (6.3). We denote by vg the generalized

inner normal to a finite perimeter set E. Since vy, (r) = X almost everywhere on 3*7,,(F) N I3,, and |X| < 1, we can
estimate the difference of the perimeters of F and T}, (F) in 27 as follows:

P(F, 2%) = P(T,(F), 27) = / dH' - / dt!
(O*F\O* T (F)N2+ (O* T (F)\0* )N+
> / X -vpdH' — / X~vr,,(F)d7'l1
@*F\3*T,, (F))N2+ @* T, (F)\0*F)N2+

3

= / divX > —| div X|loo| (F A T(F)) N 27

(FAT, (F)NQ+

where we used the divergence theorem taking into account that X - vy =0 on 9£2. A similar estimate holds in £27,
and we conclude that

P(F,2) — P(Ty(F), ) = —|ldiv X ||| F A T,,(F)|.

Concerning the volume terms, since Vw? are uniformly bounded in L by a constant A depending only on || V||
we have

I

T, (F)

< A*|F AT, (F)

)

and a similar estimate holds for w™ in the complements of the sets F and 7, (F). Hence we deduce by minimality of
(Fy, w;j— , W, )
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T(F,wh w™) = T(Fayw, wy) = J(F,wh, w™) — J(Tu(F), wh, w™) + y|F AT (F)|
> (y —24% = | divXlloo) |[F A T, (F)] 20
if y > 2A% + || div X || oo. This shows that (F},, w,", w,) is also a solution to (6.3).

Step 2. Each set F;, is a quasi-minimizer of the area functional in £2, that is there exists a constant @ > 0 (independent
of n) such that for every set F' C £2 of finite perimeter with FF A F,, € B, (x) (x € RZ, r > 0) we have

P(F,, 2)< P(F,2)+o|F A F,|. 6.4)

This can be directly deduced from the fact that (F,, w,j‘ , w, ) solves (6.3), using in particular the L°° bound on wa
to estimate the Dirichlet integrals by |F A F,,|.
Combining this information with the Hausdorff convergence of F, to 27 (whose boundary inside £2 is regular),

we deduce that each F), has C 13 boundary inside §2 (for n sufficiently large) which converges to I" in the C!%-sense
for all o € (0, %). This is a well-known consequence of the classical regularity theory of quasi-minimizers of the area
functional, which is stated in our precise setting in [15, Theorem 3.5] (see also the references contained therein). In
particular, the regularity up to the boundary 952 follows from a work by Griiter [14], which guarantees in addition
that the intersection of d F;, N £2 with 942 is orthogonal.

Hence there exist diffeomorphisms ¥, : 2 — £ of class C1® such that F,, = ¥, (21, 0F, N2 =¥, (I') and
¥n — 1d| cre(ry — 0. In turn, by Lemma A.1 we conclude that d F,, N £2 = I'y, for some functions ¥, € cher
such that ¥, — 0in CH¥(I").

We also remark that Vw,jlE are Holder continuous up to Iy, , and they converge uniformly to Vu®. Indeed, by
considering the Dirichlet minimizer uy, in §2 \ ¥,(I") under the usual boundary conditions, we have by elliptic
regularity (as in Remark 5.1) that Vp (uin o ¥,) is Holder continuous and converges uniformly to Vru*. Hence,
for n large enough, and also taking into account the continuity of the extension operator, uy, satisfies the constraint
||Vuin — Vu¥ | s < 1 so that we conclude that w,jf = uiﬂ.

Step 3. By the quasi-minimality property (6.4) and the C'-*-regularity of I v, » We deduce by a standard argument (see,
e.g., [15, Proposition 3.2]) that the curvatures Hy,, of the sets Iy, are uniformly bounded by the constant w. In turn,
this provides the W2 *®-regularity of Iy,.

If we now write the Euler—Lagrange equations for problem (6.1), we get

n

g = [1Vw P = Vw2 on Iy, NZs, (1),
Hrﬂn on Fwn NIy,

where Hy,, denotes the curvature of the curve I'ys, . Moreover, as (I', u) is a critical pair, by (3.2) we have
|2

Hr = |Vu*|" = |Vu=|> onT,

Hence, by the uniform convergence of Vw,ﬂlE to Vu™T and observing that the curvature H Iys, 18 uniformly close to H
by the regularity of the flow generating the family of curves (Is)s, we deduce that

| Hy, oWy — HrllLeo(ry — 0 asn — oo,

which implies, by Lemma A.1, that ||y, || yy2.00py = 0.
We can conclude that, setting w,, := w;[xpn + w,, xFe, by (6.2)

F(Fw”,wn)z.](Fn,w;:_,wn_)gF(F,M),

which implies, by the isolated local W2 *°-minimality of (I", ) proved in Theorem 5.2, that for all n large enough

» =0 and w, = u. As a consequence, (P, (27), v, v;) is itself a solution to (6.1): by repeating all the previous
arguments for this sequence instead of (Fj, w;,“ ,w, ), we conclude as before that @, = Id, which is the desired
contradiction. O
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7. Proof of Theorem 3.7
In this section we complete the proof of Theorem 3.7. It will be useful to introduce the relaxed functional

F(u) :=/|Vu|2dx+Hl(Su) for u € SBV(£2)
2

and, for B C £2 Borel set, its local version

F(u; B):= / |Vul>dx +H' (S, N B).
22NB

Remark 7.1. We recall here that if (K, v) € A(£2) is an admissible pair with HY~1(K) < 400 and v € L®(£2),
then the function v is in SBV(£2) and satisfies 7' (S, \ K) =0 (see [2, Proposition fl.4]); in particular, we have
F(v) < F(K, v).On the other hand, if (1", u) is a regular critical pair, then u € SBV(£2), S, = I" and F(u) = F ([, u).

We can now start the proof of Theorem 3.7. By Remark 4.16 we are allowed to perform the proof under the
additional assumption that U has boundary of class C* intersecting 952 orthogonally. Moreover, from Remark 7.1 it
follows that in order to obtain the result it is sufficient to show that there exists § > 0 such that F(u) < F(v) for every
veSBV(R2) withv=uin (2\U)Udps2 and 0 < [lv —ull 1) <4.

Hence we assume by contradiction that there exists a sequence v, € SBV($2), with v, = u in (2 \ U) U dp$2, such
that 0 < [lv, —ullp1() — 0 and

F(vn) < F(u). (7.1)

By a truncation argument, we can assume that ||v, || zoo(2) < [ull Lo @) =: M < +o00.

We introduce a bounded open set £2’ such that 2 C 2’ and £2' N 3£ = dp$2, in order to enforce the bound-
ary condition on dp£2. We can extend u in £2’\ £2 to a function u € SBV(£2’) such that H'(S, N dp$2) =0 and
lullL=2n < M. Moreover, we can also assume that v, € SBV(£2') and v, = u in £2’ \ (U N £2). In particular,

H!(S,, N3p2) =0 and hence F(v,; 2') < F(u; 27).
2

We set ¢, := ||v, — u||L2(_Q) — 0,
h(f) == VE—en)?t+ei—e,, ift>ey,,
0, if0<t<egy,
and we consider, for 8 > 0 to be chosen later, a solution w,, to the following penalized minimum problem:
min{F (w; 2) + Bhu (lw — u||iz(m): weSBV(R'), w=uin 2"\ (UN)}. (7.2)

The existence of a solution to (7.2) is guaranteed by the lower semi-continuity and compactness theorems in SBV (see
[2, Theorem 4.7 and Theorem 4.8]), and we can also assume |[wy, || (o) < M. Observe in addition that, by (7.1) and
by minimality of w,,, we have

Fwn; 27) < F(wn; 27) + Bl (1w ) < F(vn; 2') < Fus 2'). (7.3)

- M”i2<9)

In particular the energies JF(wy; £2") are equibounded, and in turn, again by the compactness and lower semi-
continuity theorems in SBV, up to subsequences w, converges in SBV(§2') (see Definition 2.1) and in L?(§2") for
every p € [1, +00) to a function z € SBV(£2’) which solves the minimum problem

min{f(w; 9’)+ﬁ/|w—u|2dx: w € SBV(R2'), w=uin Q’\(UOQ)}. (7.4)
2

Indeed, if w € SBV(§2’) is an admissible function for problem (7.4), then by semi-continuity and by minimality of w;,
we immediately deduce that
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Y 2 s .o 2
Flz ')+ ﬁf |z — ul* dx <liminf(F (wn: £2') + Bhn (lwn — ull72 )
2

< liminf(F (w; 2') + Bha(lw = ull}2g)))-

n—o00

By the result in [21], based on the construction of a suitable calibration, we can identify the solution to the limit
problem.

Proposition 7.2. If B is sufficiently large, then the unique solution to (7.4) is u itself.

Notice that in [21] only pure Neumann boundary conditions are considered (i.e., dp §2 = {J). Nevertheless, exactly
the same construction applies to our setting without any change (see also [20, Remark 4.3.5]).

Hence, by choosing 8 > 0 sufficiently large, we have that w, — u in SBV(£2’). In addition, by lower semi-
continuity of F and by (7.3) we deduce that F(wy; 2') — F(u; 2') as n — oo, which combined with the lower
semi-continuity of the two terms in the functional (which holds separately, by [2, Theorem 4.7]) yields

n——+00

lim /|an|2dx:/|Vu|2dx, lim H(Sy,) =H'(S)). (7.5)
n——+00
2 2/

In the following lemma we localize the previous convergence in open sets and we prove a continuity property that will
be used subsequently.

Lemma 7.3. For every open set A C R? such that |dA| = 0 and H' (S, N dA) = 0 we have

/|an|2dx—> / \Vul?dx,  H'(Sy, NA) = H' (S, NA)
2'NA 2'NA

as n — +o00. Moreover, for every bounded continuous function f € C°(£2") we have

/ fdH' — / fdH'.

Sw, NA S.NA

Proof. The first part of the statement follows easily from the lower semi-continuity of both terms in the functional,
which holds in every open set, combined with (7.5). To prove the second part, fix any continuous and bounded function
f: 22" — R. Assuming without loss of generality that f > 0 (for the general case, one can split f into positive and
negative parts), we have to show that

max f max f
f HY (Sw, NAN{f > 1})dt — / HY (S NAN{f >1})dr.
0 0

The sets A; = {f > t} are open and they satisfy |0 A;| =0, HL(S, NAA,) =0 for all except at most for countable
many ¢. Then, by the assumptions on A, the same is true for the sets A N A;, and hence by the first part of the lemma
we have

HY (Sw, NAN{f >1)) > H' (SuNAN{f >1}) forae.re (0, max f),

and by the Dominated Convergence Theorem we obtain the conclusion. O

In the following proposition we show that w, satisfies a quasi-minimality property. This is an essential step in
our strategy to prove Theorem 3.7: indeed, as a consequence of the regularity theory for quasi-minimizers of the
Mumford—Shah functional we obtain firstly that a uniform lower bound on the 1-dimensional density of S,,, holds,
and moreover we will be able to deduce the C!:%-convergence of S,,, to S, (see Proposition 7.6).
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Proposition 7.4. Each function wy, is a quasi-minimizer of the Mumford—Shah functional, that is, there exists a positive
constant  (independent of n) such that if x € 2’ and p > 0 then

F(wn; Bp(x) N 2') < F(v; Bp(x) N 2') + wp? (7.6)
forevery v € SBV(2') withv=u in 2"\ (U N $2) and {v # w,} € B, (x).

Proof. Let v be as in the statement, and set v := (= M) v (v A M) (where M = ||u||oo). Then, since v € SBV(£2')
is an admissible competitor in problem (7.2), {v™ # w,} C {v # w,} (as [|[wy|loo < M) and F (M) < F(v), we have
by minimality of w,,

F(wn: By(x) N 2') < F(vM; Bp(x) N 2') +ﬁh,,</|vM —u|2dy> —,Bhn</ [w, —u|2dy>
2 2

< F(vs Bp(x)ﬂ.Q’)—i—ﬂ' / ‘UM—M‘Zdy— / |wn—u|2dy‘
B,()Ng2 B, (N8
< F(v; By(x) N R2') +8M?*Brp?,

where we used the fact that 4, is 1-Lipschitz in the second inequality. Hence (7.6) follows by choosing w :=
8SM2Br. O

Corollary 7.5. Each set S, is essentially closed: H' (S, \ Sy, ) = 0. Moreover, the sets S, converge to S, in 2" in
the sense of Kuratowski:

(1) for every x, € Swn such that x, — x, then x € S,;
(i1) for every x € Sy, there exist x,, € Sw such that x,, — x.

Proof. Thanks to the quasi-minimality property proved in the previous proposition and to the fact that dU and 92
meet orthogonally, we can apply Theorem 2.4 to infer the existence of constants ¥y > 0, pp > 0 (independent of n)
such that for every x € S w, N 2’ and for every p < po

H (S, N By(x)) = Dop. (1.7)

The properties in the statement are standard consequences of (7.7) (see [2]). O

Corollary 7.5 provides the Hausdorff convergence of Sw, to S, in ', which allows us to assume, from now on,
that S, is contained in a tubular neighborhood of S, contained in U. We now come to the main consequence of the
regularity theory for quasi-minimizers. We follow here the notation introduced in Section 2.2.

We first observe that, using the good description of S, near 3£2 given by Theorem 2.3, we can find T > 0 such
that Ewn N 2(t) is a C*—curve for some o € (0, 1), with C1*-norms uniformly bounded with respect to n and
meeting 952 orthogonally. Combining this information with the Hausdorff convergence to S, we deduce that the sets
S w, converge to S, in £2(r) in the C!-A-sense, for every B < . In the following proposition we obtain the same
convergence in the interior of £2.

Proposition 7.6. There exists a finite covering of I' N (2 \ $2(t)) of the form vazol(x,- + Cy;,p;) Where x; € T,
v; = vr(x;), and functions fim) 2 (—pi, pi) = (—pi, pi) of class cle (for some a € (0, 1)) such that
(Su, =% N Coy =gy, (1)

for n sufficiently large and i =1, ..., No. Moreover, the sequence fl.(n) converges to f; in CYP as n — 400 for every
B < o, where fi : (—pi, pi) = (—pi, pi) is such that

(F _xi) N CU,‘,/),' = grvi(ﬁ)'
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Proof. Fix any point xg € I"' N (£2\ £2(7)). By the regularity of u and I" = Sy, we can find 7y > 0 such that B, (xg) C
2NU, H' (S, NdBy,(x0)) =0and

ro
E,(xo,10) < f0g

where &g is given by Theorem 2.2. Lemma 7.3 immediately implies that Dy, (xo, 7o) = Dy (x0, ro) and that for every
affine plane T

/ dist?(y, T)dH'(y) - / dist?(y, T)dH' ().

Swn r-]Br() (x0) Su mBrO (x0)

From the previous convergence it follows also that limsup,,_, o, Ay, (X0, 70) < Ay (X0, ro), since if the minimum value
defining A, (xp, ro) is attained at an affine plane Ty, then

A, (50, 70) < / dis®(y, To) dH' () — / dis®(y, To) dH" () = Ay (xo. r0).

Swp mBrO (x0) SuﬂBrO (x0)

Hence limsup,,_, o, Ew, (x0, r0) < Ey(x0. r0), so that for n sufficiently large we have
40
Ey, (x0,r0) < £y

By Corollary 7.5 we can find a sequence x, € S w, converging to xo, so that By,2(x,) C By, (xo) for n large enough
and thus

4 ro
Ey, (xn,70/2) = Dy, (xn,10/2) + r_zAw” (Xn,70/2) <KAEy, (x0,70) < €07 -
0

We can then apply Theorem 2.2: we find a radius rq € (0, ro) and functions g, : (—r1, r1) — R uniformly bounded in
ClwlT, with g, (0) = g,,(0) =0, such that (Swn —x)NCy, = gr, (gn), where v, is the normal to S'w" at x,.
By compactness, v, — v (up to subsequences). For n large enough C5 ;2 C Cy, , + X, — X0, and there exist
1

functions f;, uniformly bounded in C 1.7 such that g1 (fu) N Cy py 2 = (g1, (8n) + X — x0) N C5 1, /2. Hence

(Sw, — X0) N Ci.r, /2 = gry (fn),

and by Ascoli-Arzela Theorem f, converges to some function f in C1-# for every g < %, with £(0) = f/(0) =0.
Using the Kuratowski convergence of S w, to I", we deduce that (I" — x9) N C5 ;2 = gry(f), and since f "0)=0it
mustbe v =vr(x9). O

From what we have proved it follows that for every n € N there exists a diffeomorphism @, : 2 — £, with
supp(@,, — Id) € (U \ dp$2), such that Sy, = ®,,(I') and ||®, — Id|| c1.e () — O.

With this information, we can finally conclude the proof of the isolated local minimality of u. Indeed, since
Hl(Su,n \ Sw,) = 0 by Corollary 7.5, we have that (®,(I"), w,) € A(£2) and F(P,(I"), wy) = F(w,). Hence for
n large enough, using (7.3),

F(@n(I'), wy) = F(wy) < F(u) = F(I',u),

which implies that @, = Id and w,, = u for all (large) n by Proposition 6.2. Hence u itself is a solution to (7.2), and as a
consequence of (7.1) also v, solves the same minimum problem. We can then repeat all the previous arguments for the
sequence vy, instead of wy,, which leads, as before, to v, = u for n sufficiently large. This is the desired contradiction,
since we are assuming v, # u for every n.
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8. Applications and examples

We start this section by showing that any regular critical pair (I, u) satisfying (4.18) is strictly stable in a suffi-
ciently small tubular neighborhood N, (I") of the discontinuity set. As a consequence of our main result, we deduce
the local minimality of (I", u) in NV;(I"), and also that (I", u) is in fact a global minimizer in a smaller neighborhood.
This is in analogy with the result proved in [19], where it is shown, by means of a calibration method, that a critical
point is a Dirichlet minimizer in small domains.

Proposition 8.1 (Local and global minimality in small tubular neighborhoods). Let (I', u) be a regular critical pair
satisfying condition (4.18). Then there exists gy > 0 such that the tubular neighborhood N, (I") of I is an admissible
subdomain and (I, u) is strictly stable in N, (I") for every € < &. In particular, there exists § > 0 such that F(I", u) <
F(K,v) for every (K,v) € A(2) with 0 < |ju — vlipig) <dandv=uin 2 \N().

Moreover; there exists €1 € (0, 89) such that (I', u) is a global minimizer in N (I') for every ¢ < &1, in the sense
that F(I',u) < F(K,v) for every (K,v) € A(2) withv=u in 2\ Ne(I").

Proof. Clearly NV, (I") is an admissible subdomain for &€ small enough, and in view of Proposition 4.11 we shall prove
that

ehi% p(Ne (M) = +o0

in order to obtain the first part of the statement. Assume by contradiction that there exist &, — 0%, C > 0 and
vx € H}; (2 \ T) such that ||®,, ||~ =1 and

2f|an|2<c
2

for every n, where we set U, := N, (I"). Then v, is a bounded sequence in Hllh (£2\ I'), which converges weakly to
0 since the measure of U, goes to 0. By compactness of the map v — @,, we have that @,, converge to 0 strongly in
H'(I' N £2), which is in contradiction to the fact that | @y, I~ =1 for every n.

To prove the second part of the statement, let u, be a solution to the minimum problem

min{F(v): v € SBV(2), v=u in 2 \ N, (I}, (8.1)

where F is the relaxed functional introduced at the beginning of Section 7. We remark that, by classical regularity
results for minimizers of the Mumford—Shah functional, 7—[1(3‘,45 \ Si.) =0 and thus F(u,) = F (Eus,ug). Hence,
since u, — u in L1(£2) as ¢ — 0 because the measure of N, (I") goes to 0, we conclude that u, = u for ¢ small
enough, as a consequence of the isolated local minimality of (I, u). Then u is a solution to (8.1), and the conclusion
follows by Remark 7.1. 0O

Remark 8.2. Let (I, u) be a regular critical pair, and assume that
—2/ |V, |*dx + f \Vrpl?dH' + / H*@?dH' — f Hyop?dH’ >0
2 rnge rnge rnag

for every ¢ € HY (TN ) \ {0}, where v, € HY(2 \I"), v, =00ndps2, solves

/Vv(p -Vzdx + / [z+ divr(<pru+) -z din(¢Vru7)]dHl =0
2 rne

for every z € H'(£2 \ I') with z =0 on dp£2. Then (I", u) is strictly stable in every admissible subdomain U. Hence,
under the previous assumptions we can conclude that for every neighborhood N, (S), where S is the relative boundary
of dp£2 in 982, there exists §(n) > 0 such that F(I", u) < F(K, v) for every (K, v) € A(£2) with ||[v — ullpigy <6
and v = u in V;(S).
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We now provide some explicit examples of critical point to which Theorem 3.7 can be applied. In particular, in
Example 8.3 we discuss how the stability of constant critical pairs depends on the geometry of the domain 2, while
in Remark 8.4 we discuss how to construct families of (non-constant) critical pairs by a perturbing the Dirichlet data.

Example 8.3. Let I be a straight line contained in £2 connecting two points x1, x2 € 952 of minimal distance, and let
u be equal to two different constants in the two connected components of §2 \ I". Assume that £2 is strictly concave at
x1 and x7 (that is, the curvature Hyg, with respect to the exterior normal is strictly negative at x; and x;). Then (I, u)
is a regular critical pair such that for every admissible subdomain U

F((Iu); U)lgl = / IVrgl* — Hyo (x1)¢* (x1) — Hya (x2)¢*(x2) > 0
r

forevery p € H 1(I") \ {0}. Hence it follows by Theorem 3.7 that (I, u) is an isolated local minimizer for F in every
admissible subdomain U'.

If the domain £2 is strictly convex, then a straight line connecting two points on 92 of minimal distance is never
a local minimizer: indeed, if U is any admissible subdomain, by evaluating the quadratic form 0%F (I, u); U) at the
constant function ¢ = 1 we get

3?F((I'u); U)[1] = —Hyo (x1) — Hyg(x2) <O0.

We remark that this is not in contradiction to the result of Proposition 8.1, since in the present situation condition
(4.18) is not satisfied.

Remark 8.4 (Families of stable critical pairs by perturbation of the Dirichlet data). Let (I', u) be a strictly stable
regular critical pair in an admissible subdomain U, and assume in addition that u™ and u~ are of class C? in a
neighborhood of I".

We fix a function ¥y € C2°(dp$2) and we consider the perturbed Dirichlet datum u, := u + ey for £ > 0. As an
application of the Implicit Function Theorem, one can show that for every ¢ sufficiently small there exists a strictly
stable regular critical pair (I, vg) with v, =u, in (2 \U)U dpS2.

The idea of the proof is to associate, with every ¢ > 0 and ¥ € C 2. (I"), the curve Iy defined as in (5.2) and the
function u, y which minimizes the Dirichlet integral in H 1 (£2\ I'y) and attains the boundary condition u, y =u, in
(82 \ U)U dp$2. Then one considers the map

G:RxC*(I'N)— CoTI)xRxR
defined by

Ge.¥) = ((Hy — |Vryuly|* + |Vrus, ) o @Y. (g - 1) (@Y (1), (g - o) (@ (x2)).

Here @V is a diffeomorphism mapping I" onto I'y (see (5.2)), Hy denotes the curvature of I'y, ny is the unit
co-normal of I'y N 382, {x1,x2} =1 N 3L2, and 735, is the tangent vector to 32, oriented in such a way that it
coincides with v in a neighborhood of I" N 3£2. It can be shown that the map G is of class C! in a neighborhood of
(0, 0), satisfies G(0,0) =0 (as (I", u) is a critical pair), and the partial derivative dy G (0, 0) is an invertible bounded
linear operator, thanks to the strict positivity of the second variation at (I", ) (see [4] for more details). Hence it is
possible to apply the Implicit Function Theorem and to obtain the desired family of critical pairs.

We conclude this section by observing, in the following remark, that our analysis can be extended to the periodic
case: more precisely, we assume that the domain is a rectangle, I" is a curve joining two opposite points on the
boundary, and the Neumann boundary conditions are replaced by periodicity conditions on the sides connected by I".
The remaining pair of sides represents the Dirichlet part of the boundary. We also discuss an explicit example in this
different setting. In the remaining part of this section, with a slight abuse of notation we denote the generic point of
R? by (x, y).

Remark 8.5. Let R := [0, b) x (—a, a), where a, b > 0 are positive real numbers. We define the infinite strip R:=
R x (—a, a), the Dirichlet boundary dp R := [0, b] x {—a, a}, and the class of admissible pairs
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A(R) := {(K,v): K CR*closed, K + (b,0) =K, ve HL (R\ K)NH'(R\ K),
Ve (x + b, y) = vx(x, y) forevery (x,y) € R \ K}

(R \ K) the class of functions z € ngc(ﬁ\ K)Nn HYR \ K) such that the map x — z(x, y) is
b-periodic for every y € (—a, a). Finally we consider the functional

We denote by H,

F(K,v):= / IVv|> + HY (K NR) for (K,v) € A(R).
R\K

Similarly to what we did in Section 3, we say that (I", u) € A(R) is a regular critical pair if I C R is a curve of class
C® such that I" N R connects two opposite points on the R, u satisfies

Vu-Vz=0 foreveryze Hy, (R\I')withz=0o0ndpR,
R\I"
and moreover the transmission condition and the non-vanishing jump condition (see Definition 3.3) hold on I". Setting

Hp]er(l“) ={p e HILC(F): o(x 4+ b,y) = ¢(x,y) forevery (x, y) € I'}, we say that a regular critical pair (I, u) is
strictly stable if

82F(F,u)[(p]:=—2/|Vv(p|2+ / IVrgl?dH' + / H?¢*dH' >0
R I'NR I'NR

for every ¢ € Hp]er(l“) \ {0}, where v, € HI}er(R \I"), vy, =0o0n dpR, is the solution to

/ww-vw /[z*divF(govpf)—z*divr(wpu*)]dﬂl:0 (8.2)
R I'NR

for every z € leer(R \I'),z=0o0ndpR.

Then one can prove that every strictly stable regular critical pair (I, u) is a local minimizer, in the sense that there
exists § > 0 such that F(I',u) < F(K,v) for every (K, v) € A(R) with v =u on dpR and 0 < |lu — v||L1(R) < 4.
We omit the proof of this result, since it can be obtained by repeating all the arguments which lead to the proof of
Theorem 3.7 with the natural modifications (notice that the proof in the present setting is in fact simpler, since by
periodicity we can work in the whole strip R avoiding the technical difficulties related to the presence of Neumann
boundary conditions).

Example 8.6. Here we adapt to the periodic setting described in Remark 8.5 the example discussed in [6, Section 7].
Setting R = [0, b) x (—a, a), we consider the regular critical pair (I", u) € A(R) where I’ =R x {0} and u : RZ > R
is the function

x+1 fory>0,

u(x,y)::{_x for y <O.

Notice that the energy of (I, u) is invariant along vertical translations of the discontinuity set. Nevertheless, we shall
prove in fact that if

2b 2
—tanh(ﬂ) <1, (8.3)
T b

then (I', u) is an isolated local minimizer up to vertical translations: precisely, there exists § > 0 such that F (1", u) <
F(K,v) for every (K,v) € A(R) with v =u on dpR and |u — vl 1gy < §, unless K coincides with a vertical
translation of I". Moreover, (8.3) is sharp in the sense that if i—b tanh(z”T“) > 1 then (I', 1) is unstable.

To this aim, we will test the strict positivity of second variation at (I", u) on the subspace HO1 0, b) of HI}
the functions vanishing at the endpoints, showing that

(") of

1

5 1 i 2b 2ra
°F (I wlel = Collell gy forevery ¢ € Hy(0,b0) \ {0} iff — tanh > < 1. (8.4)
' T
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In turn, setting Iz :=R x {¢} and

x+1 fory>e,
—X fory <e,

Uug(x,y) ;:{

we have that (I, u,) is still a critical pair with the same energy of (I, u), and, assuming (8.3) and (8.4), there exists
&o > 0 such that for every ¢ € (—é&p, &9) we have

Co
O F (I, ue)le] > - ll@lz o5 for every ¢ € Hg (0,5) \ {0} (8.5)

This can be deduced by comparing the explicit expressions of the second variation at (I, u) and at (I, u,) and

observing that
2
/|va| —/le¢|2
R R

(where v, and v(f) are the solutions to (8.2) corresponding to (7, u) and (I, ug) respectively); this last estimate is
obtained by subtracting the equations satisfied by v, and v;. From (8.5) it follows that any configuration which is

sup -0 ase—0

”(p”Hl(O,b)

=1

close in W2 and coincides with I'; at the endpoints has strictly larger energy than (I, u,): more precisely, there
exists 8 > 0 such that for every |e| < &g, for every b-periodic function i € Wl%)’coo (R) with 0 < || — &llyy2.00¢0, ) < S0,
h(0) = h(b) = ¢, and for every v such that (I, v) € A(R) and v =u on dpR, we have F(I},v) > F(I,,u;) =
F(I'", u), where we denoted by I}, the graph of 4. This can be deduced by repeating the arguments for the proof of
Theorem 5.2, paying attention to the fact that the local minimality neighborhood can be chosen uniform with respect
ton.

In turn, from this property easily follows the isolated local W2°°-minimality of (I', u), since it implies the existence
of a positive § such that for every (I, v) € A(R) with 0 < Al w2000,y <0 and v =u on dp R we have F (I}, v) >

F(I'",u), unless I, = I'; for some & > 0 and v = u,. Finally, this property implies also the local L'-minimality (up to
translations), by the same argument developed in Sections 6 and 7.

We are left with the proof of (8.4). Condition (4.18) is automatically satisfied on the subspace Hé (0, b), and we
can discuss the sign of 32 F (I, u) in terms of the eigenvalue A| introduced in (4.20). We will prove that

2b 2wa
A (R) = —tanh —. (8.6)
b4 b
We remark that A; coincides with the greatest A such that there exists a nontrivial solution (v, ¢) € leer(R \TI') x
ﬁ(} (0,b), v=0in dpR, to the equations
b b
A / Vv-Vz+ f(go’z+ +¢'z7)dx =0, /(Wp’ +2¢" v +2¢/v7)dx =0
R 0 0
for every z € H[}er(R \ I') with z =0 on dp R, and for every ¢ € ﬁ(} (0, b). By symmetry, v(x, y) = v(x, —y), so that
by setting R™ := (0, b) x (0, a), we look for a solution to
Av=0 in RT,
v=0 on dpR,
Ay =¢’ on I,
¢’ =—43,v onT.
The last two conditions say that

b

AByv(x,0)=—4(v(x,0)—c), c:=%/v(x,0)dx.
0

Hence we are left with the determination of the greatest A such that there exists a nontrivial periodic solution v to the
system
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Av=0 in RT,
v=0 on dpR,
Adyv=—4(w —c) onl.

We expand v(-, y) in series of cosines:

+00
v,y =Y ) cos(%x),

n=0

and by the first two conditions of the system we have that ¢, (y) = ¢, sinh(% (a — y)), with ¢,, € R. Hence

~+00
v(x,y)= ch cos(%x) sinh(%(a — y))
n=0

and by imposing the last condition of the system we have
X onm nmw nmw = nmw niw
A nz_;)cn > cos<7x> cosh<7a> = 4; Cn cos(Tx) sinh(Ta) —4ec.

By expanding also c in series of cosines, we deduce from the previous inequality that ¢ = 0, and also

Acy, nr cosh nra =4c¢,, sinh nra
b b b

for all n > 1. Hence, since we are looking for a positive A, it follows that A = % tanh(%) whenever ¢, # 0. Thus
only one of the coefficients ¢, can be different from 0, and by periodicity it must correspond to an even index (here
we used also the fact that the function 7 — ?—7’; tanh(’”T“) is monotone decreasing). Hence there exists n > 2 even such
that c; # 0 and

4b < nmwa )
A= —tanh| — |,
nmw b
and clearly the largest value of A corresponds to n = 2. This completes the proof of (8.6) and, in turn, of (8.4).
Appendix A

We collect here some technical results which have been used in the paper. In the following lemma we assume to be
in the same setting as described at the beginning of Section 5.

Lemma A.1. Let (I},), be a sequence of curves of class C%, for some a € (0, 1), converging to I" in C%, in the
sense that there exist diffeomorphisms @, : 2 — 2 of class C“* such that I}, = &, (I") and | @, — ld|lcrery— 0.
Then there exist Y, € C%(I"), with Y, — 0 in CY-*(I"), such that I}, = Iy, where Iy, is the set defined accord-
ing to (5.2).
Moreover, denoting by Hr, and H the curvatures of I, and of I' respectively, if

IHr, 0 @y — HllLoe(ry — 0 (A.1)
then ,, is of class W>™ and yr, — 0 in W>%°(I").
Proof. We first extend each curve I, (and I itself) outside £2 as a strai ght line so that the resulting curves are of class

C1 and still converge to I" in the C1** sense. We can then localize in a small square R = (—p, p) X (—p, p) (which
we assume for simplicity centered at the origin) in which we can express I" and I}, as graphs of C1:¢ functions:

LOR={(x, u0): xe(=p, 0}, TNR={(x, fX): x € (=p, p)}

with f, — f in C1-%. By a covering argument it is sufficient to prove the result in R (notice that, by our extension of
the curves outside £2, in this way we can cover also a neighborhood of the intersection of I" with 9£2).
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We recall that in a sufficiently small tubular neighborhood N, (I") of I" are well defined two maps 7 :
Ny () = I', T : Ny (I') — Rof class C 2 (thank to the C? regularity of the vector field X generating the flow ¥)
such that y = ¥ (t(y), m(y)) for every y.

Taking p’ < p, for n sufficiently large we can define a map 7, : (—p/, p’) — (—p, p) by setting 7, (x) := 7| o
7(x, fu(x)), where 71 (x, y) := x. Notice that 7, tends to the identity in C'-*, hence it is invertible and also its
inverse converges to the identity in C!'%. Defining

on(x) := (7, (), fulFp ' (1))

for x € (—p/, p), since t is regular and vanishes on I" we deduce that ¢,, — 0 in C"*(—p’, p/).

Hence the map v, (x, f(x)) := ¢, (x), for [x| < p/, is of class C1% on I"' N ((—p’, p) x (—p, p)), converges to O
in C1¢ and satisfies I'y, = I,. This proves the first part of the statement.

The second part follows similarly: indeed, since the sets I}, are locally one-dimensional graphs, the boundedness
in L of the curvatures of I}, yields the W>-regularity of the functions f,,, and the convergence (A.1) implies in
addition that f, — f in W2, Hence the conclusion follows from the explicit expression of 1, obtained above. O

We conclude with two regularity results for the Neumann problem and for the mixed Dirichlet-Neumann problem
in planar domains with angles.

Lemma A.2. Let A be an open subset of the unit ball By such that 9A N By = Iy U I'», where I'1 and Iy are two
curves of class C'-# meeting at the origin with an internal angle o € (0, 7). Let u € H'(A) be a weak solution to

Au=0 inA,
hu=0 onljUI,.

Then Vu has a C% extension up to I't U T, for y = min{g, o — 1}, with C%Y -norm bounded by a constant depending
only on the CA norm of I'l and I>.

Proof. We consider A as a subset of the complex plane C (we can assume without loss of generality that the positive
real axis coincides with the tangent to I} at the origin, and that the tangent to /> at the origin is the line {z =
pel®: p >0, 0 =a}). Consider the map ® : A — @ (A) given by ®(z) :=za = pae'a?, where z = pe'?. The map
& isofclass Cl ! (A), and since it is conformal out of the origin, the function v :=uo @~ ! is harmonic in @ (A) and
satisfies a homogeneous Neumann condition on @ (I U I5). Moreover @ (I} U I») is a curve of class C LY hence by
classical regularity results (see, e.g., [2, Theorem 7.49]) Vv has a C%? extension up to @ (I U I»), with C% -norm
bounded by a constant depending only on the C'¥ -norm of @ (I%). The conclusion follows since u = v o ®, using
the regularity of . O

Lemma A.3. Let A be an open subset of the unit ball By such that 9A N By = I} U I'», where I'1 and Iy are two
curves of class C1P meeting at the origin with an internal angle equal to Z.Letue H'(A) be a weak solution to

Au=f inA {Au:f in A
orto

hu=0 only .
w=uy onh hu=0 onliUIl»

where f € L*(A), and ug € CZ(K) is such that d,ug = 0 on I'y. Then Vu has a COP extension up to I't U I, with
C% -norm bounded by a constant depending only on || f ||, on the CY-B-norm of I't and I's, and on ||ug ||Cz(/;) in the
first case.

Proof. Let u solve the first problem, and let &z := u — ug. Then # is a solution to

Aii=f inA,
ou=0 onl7,
u=0 on I3,

where f := f — Aug. We can find a radius p > 0 and a C""# conformal mapping @ in A N Ep such that @([7) is a
straight line meeting @ (I>) orthogonally. Then the function v :=ii o @ ! solves
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Av=g in®(A),
hv=0 on®1),
v=0 on & (1),

where g := (f o @~ 1)|det V& ~!|. By even reflection across @ (I}) and by applying classical regularity results, we
can conclude that Vv has a C%# extension up to @ (I U I'»), with C%#-norm bounded by a constant depending only
on ||g]lec and on the C'#-norm of @ (I'; U I>). Now the conclusion follows by using the regularity of the map @.

The regularity for the solution to the second problem can be obtained by a similar (and, in fact, simpler) argu-
ment. O

A.l. Proof of the density lower bound

This concluding subsection is entirely devoted to the proof of Theorem 2.4. Most of the proofs are classical and
very similar to those contained in [3] (which in turn follow the approach of [11]), and for this reason we will just
sketch them by describing only the main changes needed, referring the interested reader to [4] for details.

We start by observing that, if w satisfies the hypotheses of the theorem, the following energy upper bound holds in
every ball B, (x) with p < Ry (it can be easily deduced by comparing the energies of w and of wxon (8,x)ne2)):

F(w; By(x) N 2") < cop, (A2)

where ¢ depends only on Ry, w, u and £2. In the following, C will always denote a positive constant depending only
on the previous quantities. We now show that we can replace the Dirichlet condition in £\ §£2 by a homogeneous
boundary condition.

Lemma A.4. Set W :=w — u. Then W € SBV(R'), w =0 in 2"\ 2, and there exist n > 0, & > 0 (depending only
on 2, w and u) such that for every x € 2 NN, (dp$2) and for every p <n
~ I /7 ~ 1

F(w; By(x) N 2') < F(v: By(x) N 2') + wp>
whenever v € SBV(82') is such that v=0in '\ §2 and {v # W} € B, (x).
Proof. By choosing 7 sufficiently small, we can guarantee that S, N B, (x) =¥ for each ball B, (x) as in the statement,
hence S3 N B, (x) = Sy N B,(x). By comparing the energies of w and v + u we obtain

F(; By(x) N 2') < F(v; Bp(x) N 2') +2 / Vu - (Vv—Vw)+2 / |Vul? + wp?.

B,(x)N2’ B,(x)N2’

Now, using the fact that Vi € L* and the upper bound (A.2), we have

[SI[o%)

2 / |Vul? < Cp?, -2 / Vw-Vu < Cp2,
By (x)N§2’ B, (x)N2’

while for every ¢ > 0 we have
1 C
2 / Vu-Vu<e*|Vol7, + 8—2||W||§2 < &2 F(v; By(x) N 2') + 5_2'02'
B, ()N’

It follows that

1 3
F(5 By 2) < (14670 8,001 2) + €14 5 ) o7+ o,
Defining the deviation from minimality of w in a Borel set B as
Dev(w; B) := F(w; BN ') —inf{F(v; BNY'): ve SBV(£2'), v=0in 2"\ 2, {v# w} € B}, (A3)

from the previous inequality we obtain, by taking the infimum over all v,
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~ ~ 1 3
Dev(i; B, (x)) < e2F(i; By(x) N 2) + c<1 + —2),02 +Cp>
€
2 1Y 5 3.3
Lcoep+C l—i-g—2 p "+ Cp2 <wp?,
where we used (A.2) in the second inequality and we choose ¢ = p% in the last inequality. O

In the proof of the main decay property in Lemma A.8 we will need to consider the blow-up in a sequence of balls
whose centers converge to a point in dp$2 N dy 2. This situation is examined in the following lemma.

Lemma A.5. Let x,, € 2, x, — x0 € 9p$2 N n$2, and ry, — OF. Setting

2 — '\ 2) -
2, = Xn N By, D, = M
'n n

N By, (A4)

there exist 81, 82 € [0, 1] and a coordinate system such that (up to subsequences)
2, — 20:={(5.0) € Bi: £ <41}, D, — Do:={(§,0)eB: £ <81, ¢ > 8}

in L'. Moreover, the relative isoperimetric inequality holds in $2, with a constant which can be chosen independently
of n (and which will be denoted by y). Finally, assuming §, < 1, given v € WL2(§20) with v =0 in Dy there exists a
sequence v, € WL2(B)) such that v, — v in WH2(820) and v, =0 in D,,.

Proof. The first part of the lemma states an intuitive geometric fact that can be proved rigorously arguing as in [3,
Lemma 6.4]. The fact that the constant in the relative isoperimetric inequality can be chosen uniformly for all the sets
£2,, follows from the fact that the boundaries of the sets £2,, are close to the boundary of §2 in the C 1 sense.

Finally, we prove the last part of the statement, under the assumption §> < 1. We extend v to the set Q2 =00U {¢ >
82} by setting v = 0 outside $2¢, and since {2 satisfies the exterior cone condition we can find o € W12(R2) such that
6|§ =v. Setting, for (£, ¢) € By,

v (§,80) =0, ¢ +ay), ay = sup [ — 821 — 0,
(£,0)edD,N82,

we obtain a sequence with the desired properties. O

In the following compactness property, which is a consequence of the Poincaré inequality, we adapt [2, Proposi-
tion 7.5] to our context.

Lemma A.6. Let x,, and r,, be as in Lemma A.5, and assume that |D,| > doy > 0 for every n. Let u,, € SBV($2,,), with
u, =0 a.e. in Dy, be such that

sup/ |Vun|*>dx < oo, lim H!(S,,)=0.

n n—00
Q}l
Setting iy := (up AT,1) V T, , where
. 2

7, :=inf{r € [~o0, +00]: [fu, <1} > 12,1 — 2y H'(S,,)) "},

7 =inf{r € [—o00, +00l: |{un <1} = (2 H' (Su,))’)
(here y is the constant introduced in Lemma A.5), one has that u, = 0 in D, for n large, and (up to subsequences)

U, —>VE WI’Z(SZO) in leoc(‘QO)’ u, — v a.e. in §29, and for every p < 1

/ |Vv|2dx<11minf/ |Vii,|>dx. (A.5)
n—>oo
£20NB, 2,NB,
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Proof. The proof can be obtained by repeating word by word the proof of [3, Lemma 6.1]. We have only to be careful
about the fact that in our context also the domain §2,, depends on n and is not fixed along the sequence. The essential
remark here is that the isoperimetric inequality holds in the sets £2,, with a constant which can be chosen independent
of n, as observed in Lemma A.5. O

The following lemma is a variant of [2, Theorem 7.7]. For B C R2 Borel set and ¢ > 0 we set

F,c; B):= / IVv|?dx + cH' (S, N B).
B

Lemma A.7. Let x,, and ry, be as in Lemma A.5, and assume that |Dy| > doy > 0 for every n. Let ¢, > 0, u, €
SBV(£2,,), with u,, =0 in Dy, be such that

sup F(uy, cn; §2,) < 400, lim Devp, (u,, cp; B1) =0,
n n—+00
lim H'(S,)=0, u,—veW' () ae. in 2y,
n——+00

where
Devp, (v, c; B) :=F(v,c; BN $2,)
—inf{}'(w,c; BN$£2,): weSBV($2,), w=0in D,, {w#v}E B}.
Then

/|Vv|2dx</|Vw|2dx
20 20

for every w € WY2(820) such that w =0 in D and {v # w} € By, and

lim  F(uu,cn; $2, N By) = / |Vv|2dx for every p € (0, 1).

n——+00
$20NB,

Proof. Also in this case the proof is analogous to the one of [3, Proposition 6.2], and uses the auxiliary result contained
in Lemma A.6 in order to overcome the technical difficulties due to the fact of working in a variable domain. We
remark that in the proof it is essential to use the last part of Lemma A.5, which allows us to approximate any competitor
w for v, vanishing in the limit domain D, with functions w,, vanishing in D,,, for which the quasi-minimality of v,, can
be exploited. Taking into account these observations, it is straightforward to check that the proof of [3, Proposition 6.2]
yields the conclusion also in our case. O

The following lemma contains the main decay property used to prove Theorem 2.4.

Lemma A.8. There exists a positive constant ¢ C such that for every t € (0, 1) there exist e(tr) > 0, 0(t) > 0 and
r(t) > 0 with the property that for every x € 2 and p < r(t), whenever v € SBV(2' N B, (x)) is such that v =0 in
(2'\ 2)N By(x),

HY(SyNB,(x)NR2') <e(®p,  Dev(v; Bp(x)) < O(1)F(v; By(x) N £2')
(the deviation from minimality is defined as in (A.3)) then
F(v; Brp(x) N 2') < C*F(v; By(x) N £2').
Proof. By choosing C large enough, we can assume without loss of generality that t < 41_1' The proof is by a contra-

diction argument: let &, — 0, 6, — 0, r, — 0, x, € £2, v, € SBV(B,, (x,) N 2'), v, =01in (£2"\ £2) N B,, (x), be
such that
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H' (Sy, N By, (xn) N 2') =eurn,  Dev(vn; B, (xn)) = 0, F (va; By, (x,) N £2),

F(0ns Ber, (xn) N 2') > CT2F (05 By, (x) N 2'),

where C will be chosen later. By a change of variables, we set

We
and

1
wy(y) =1y :

f T,
anvn(xn+rnY), Cn = F(vp; B Zx )ﬂ.Q/).
ns Pry n

obtain a sequence w, € SBV(£2,) such that F(w,, ¢,; $2,) = 1, Devp, (wy, ¢u; B1) = 6, ’Hl(Sw” N $2,) =&,

F(wy, cn; By N 8§2,) > Cct?

(here £2,, and D,, are defined as in (A.4)). Up to subsequences, x, — xg, and we are in one of the following cases:

X0 € £2: in this case the balls B, (x,) are contained in §2 for n large, hence the boundary does not play any role
and the contradiction follows from [2, Lemma 7.14];

Xxo € 0p£2: the balls B, (x,) intersect only the Dirichlet part of the boundary for n large, and the contradiction
follows from [3, Lemma 6.6];

xp € dyS2: we have that 2, — 20 ={(§,¢) € By: & <61} for some §; € [0, 1] (in a suitable coordinate system)
and D, = ¢ for n large enough. Adapting Lemma A.6 and Lemma A.7 to this situation (in which the Dirichlet
condition does not play any role) we have that, up to further subsequences, w, — m, — w almost everywhere
in £2¢, where m,, are medians of w,, in £2,, and w € W1’2(.Qo), with

/|Vw|2 ghminf/ IVw,|* < 1.
n
20 £2n

In addition, w is harmonic in £2¢ and satisfies a homogeneous Neumann condition on {(§, ¢): & = §1}, and hence
(by the decay properties of harmonic functions)

n——+00

Ct?> < lim F(wp, cp; By N2,) = / IVw|? < 872 / [Vw|* < 872
B:Ny BN
2

which is a contradiction if we take C > 8.
Xp € dp§2 N dy $2: in this case we are under the assumptions of Lemma A.5. If §; € (%, 1], then B% N D, = for

n large enough, and we can argue exactly as in the previous case, in the ball B 1. It remains only to deal with the

case &, € [0, %].

To get a contradiction also in the case §; € [0, %], observe first that | D, | > dyp > 0. We can apply Lemma A.6 and
Lemma A.7 to deduce that, up to subsequences, w, — Weo € WL2(£20) a.e. in 20, with weo = 0in D,

/|Vwoo|2 gliminf/ |Vw,|> < 1.
n—oo
20 2

Moreover for every w € WL2(§20) such that w =0 in D and {w # weo} € By

and

f|Vwoo|2<f|Vw|2,

20 £20

F(wn, cn; By N §2,;) — / |[Vweo|?  forevery r € (0, 1).

BNy
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If W is the harmonic function in By obtained by applying firstly an even reflection of wo, across {(&,¢): & =81},
and then an odd reflection across {(&, ¢): ¢ = 82}, we conclude, by using the decay properties of harmonic functions,
that

C'fzgnl_i)nolof(wn,cmBern): / |Vwoo|2</.|vwoo|2
BNy B

< @1y / Vi 2 < 4(2)2 / Vweo? < 1672,

B B 1N
2

1
2

and this is a contradiction if we chose C > 16. O
We have now all the ingredients to conclude the proof of Theorem 2.4.

Proof of Theorem 2.4. Let n be given by Lemma A.4. We first observe that the density lower bound holds in any ball
B, (x) with x € Q \ NV, (8p$2) and p < po (for some py < n depending only on w, u and £2): indeed, in this case the
Dirichlet boundary condition does not play any role, and the result is classical. It is then sufficient to prove the lower
bound for the function w defined in Lemma A.4 in balls B, (x) centered at points x € SN N, (0p£2), since in such
balls S,y N B,(x) =S85 N By(x) if p <.

In turn, in this case the conclusion follows by repeating exactly the proof of [3, Theorem 3.4] (with the particular
values of the parameters N =2, s = % and B = 1), using the decay property proved in our context in Lemma A.8. O
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