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Abstract

In this paper we carry on the study of asymptotic behavior of some solutions to a singularly perturbed problem with mixed
Dirichlet and Neumann boundary conditions, started in the first paper [J. Garcia Azorero, A. Malchiodi, L. Montoro, I. Peral, Con-
centration of solutions for some singularly perturbed mixed problems: Existence results, Arch. Ration. Mech. Anal., in press]. Here
we are mainly interested in the analysis of the location and shape of least energy solutions when the singular perturbation parameter
tends to zero. We show that in many cases they coincide with the new solutions produced in [J. Garcia Azorero, A. Malchiodi,
L. Montoro, I. Peral, Concentration of solutions for some singularly perturbed mixed problems: Existence results, Arch. Ration.
Mech. Anal., in press].
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1. Introduction

We study positive solutions to the problem⎧⎪⎪⎨⎪⎪⎩
−ε2�u + u = f (u) in Ω;
∂u

∂ν
= 0 on ∂N Ω; u = 0 on ∂DΩ;

u > 0 in Ω,

(M̃ε)

where Ω is a smooth bounded subset of R
n, ε > 0 a small parameter, and ∂N Ω , ∂DΩ two disjoint subsets of the

boundary of Ω such that the union of their closures coincides with the whole ∂Ω . We are interested in the case
f (u) = up , with p ∈ (1, n+2

n−2 ). These stationary mixed boundary problems appear in different situations and generally
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Fig. 1. Phase plane diagram for the equation −u′′ + u = up .

the Dirichlet condition is equivalent to impose some state on the physical parameter represented by u while instead
the Neumann conditions give a meaning at the flux parameter crossing ∂N Ω , see the introduction of [9] for more
specific comments. Singularly perturbed equations with Neumann or Dirichlet boundary conditions have been studied
in detail. There is a wide literature regarding the solutions of this type of problems (see for example [13–16]). Many
times they have a sharply peaked profile, so they are called spike layers, since they are highly concentrated near some
points of Ω .

W.M. Ni and I. Takagi, in [15], studied the homogeneous Neumann boundary problem⎧⎪⎨⎪⎩
−ε2�u + u = up in Ω;
∂u

∂ν
= 0 on ∂N Ω;

u > 0 in Ω.

(Nε)

They showed that least energy solutions of (Nε), that is mountain pass solutions, have only one local maximum over
Ω achieved at a point that must lie on the boundary, when the perturbation parameter ε tends to 0. The same authors
in a subsequent paper [16] clarified the location of the point where the maximum of least energy solutions is attained,
proving that it occurs near maxima of the mean curvature of ∂Ω .

W.M. Ni and J. Wei in [14] studied the corresponding Dirichlet problem⎧⎨⎩
−ε2�u + u = up in Ω;
u = 0 on ∂DΩ;
u > 0 in Ω.

(Dε)

They proved that least energy solutions of (Dε) have only one local maximum over Ω achieved at the most centered
point of Ω when the perturbation parameter goes to zero. Later P.L. Felmer and M. Del Pino [8] generalized the
works of Ni–Takagi and Ni–Wei by enlarging considerably the class of treatable nonlinearities in both problems (Nε)
and (Dε).

We would like here to establish the corresponding result when (generic) mixed boundary conditions are imposed.
First of all we notice that also problem (M̃ε) has variational and mountain-pass structure, see Section 2 for more
details, and hence we have still least energy solutions. In one dimension, as one can easily see using a phase-portrait
analysis (see Fig. 1) there is only one positive solution, up to reflection, which vanishes on one end of an interval and
has zero normal derivative on the other one. In higher dimension, when each connected component of ∂Ω is either
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contained in ∂N Ω or in ∂DΩ , E.N. Dancer and S. Yan (see [7]) showed that as ε tends to zero there can be indeed a
large number of solutions.

We are interested here in cases in which some component of ∂Ω contains both subsets (or all) of ∂N Ω or of ∂DΩ ,
namely when there exists an interface IΩ := ∂DΩ ∩ ∂N Ω �= ∅ which separates the Dirichlet and the Neumann parts.
Our goal is to study the following issues.

Question 1. Determine the geometric conditions that a point P has to satisfy, to have some sequence of solutions {uε}
whose maximum points converge to P .

Question 2. Given a precise sequence {uε}, the least energy solutions, determine (up to subsequences) the limit of the
maximum points.

Question 1 is analyzed in [9], and Question 2 is the subject of the present paper. In [9] we proved that when the
gradient of the mean curvature of ∂Ω at IΩ points toward the Dirichlet part, then there are solutions of new type
consisting of spike-layers which approach IΩ when ε tends to zero. More precisely we proved the following result,
where H stands for the mean curvature of ∂Ω .

Theorem 1.1. (See [9].) Suppose Ω ⊆ R
n, n � 2, is a smooth bounded domain, and that 1 < p < n+2

n−2 (1 < p < +∞
if n = 2). Suppose ∂DΩ , ∂N Ω are disjoint open sets of ∂Ω such that the union of the closures is the whole boundary of
Ω and such that their intersection IΩ is an embedded hypersurface. Suppose Q ∈ IΩ is such that H |IΩ

is critical and
non-degenerate at Q, and that ∇H �= 0 points toward ∂DΩ . Then for ε > 0 sufficiently small problem (M̃ε) admits a
solution uε concentrating at Q, with a unique maximum point in ∂N Ω , at distance of order ε|log ε| from IΩ .

Remark 1.2. The non-degeneracy condition on Q can be relaxed requiring that either Q is a strict local maximum
or minimum for H |IΩ

or that the local degree of ∇H |IΩ
is non-zero for any connected (small) neighborhood of Q

in IΩ .

In the present paper we show that, under generic assumptions on Ω and IΩ , in many cases the least energy solutions
of (M̃ε) are of the type found in Theorem 1.1. Our main goal is to complement the result in [9] with the following
one.

Theorem 1.3. Suppose Ω ⊆ R
n, n � 2, is a smooth bounded domain, and that 1 < p < n+2

n−2 (1 < p < +∞ if n = 2).
Suppose ∂DΩ , ∂N Ω are disjoint open sets of ∂Ω such that the union of the closures is the whole boundary of Ω and
such that their intersection IΩ is an embedded hypersurface. Then, as ε → 0, the least energy solution of (M̃ε) have
a unique maximum point which converges to Q ∈ ∂N Ω such that H(Q) = max∂N Ω H .

Under some more (mild) assumptions, we can better characterize the case in which the maximum of H , restricted
to ∂N Ω , is attained on the interface or at both the interface and in the interior of ∂N Ω .

Theorem 1.4. Suppose we are in the situation of Theorem 1.3. Assume also that max∂N Ω H is attained only at

Q ∈ IΩ , where Q is an isolated maximum point of H |IΩ
for which ∇H(Q) �= 0 points toward ∂DΩ . Then the least

energy solution of (M̃ε) behaves as in Theorem 1.1. If instead max∂N Ω H is attained both at IΩ and at an isolated

interior point Q̌ of ∂N Ω , and if Q is as in the previous case, the maxima of least energy solutions to (M̃ε) converge
to Q̌.

For proving Theorems 1.3 and 1.4 we have to combine mainly the asymptotic analysis in [15], new ingredients and
some of the arguments in [9].

The first step consists in showing that the Dirichlet energy of mountain pass solutions cannot concentrate at more
than one point and that, scaling the variables by a factor 1

ε
around their global maximum, they converge locally to a

solution U of the limit equation given below in (6). The limit profile U is defined in R
n or in the half space, depending

on how fast the maxima approach the boundary of Ω compared to ε. Since in the first case these entire solutions would
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carry an energy double compared to the second case, it is not difficult to see that the limit profile of ground states must
be defined in the half space only. As a consequence the maxima, which we denote by Pε , have to approach ∂Ω as
ε → 0, and at a rate faster or comparable to ε.

We have then to distinguish three main cases, depending on whether the Pε’s converge to points in ∂DΩ , ∂N Ω

or IΩ . The first case is excluded since the limit profile of a rescaling of the solutions, U , would vanish on the boundary
of the half space, which is prevented by a result by Berestycki, Caffarelli and Nirenberg in [4]. The other two cases
instead can both occur, depending on the geometry of Ω and of the interface.

When the maxima of the ground state approach points in the interior of ∂N Ω , by the exponential decay of the
rescaled solutions the situation is rather similar to the case of pure Neumann boundary conditions, and the analysis
in [15] shows that concentration has to occur when the mean curvature is maximal. The new situation we have to
analyze is when the maxima converge to the interface IΩ .

We prove in this case that the maximum is still attained in ∂N Ω , and that the rate of convergence to the interface is
slower than ε. If this were not the case, we would obtain in the limit (after rescaling) a solution to (6) in the half space
{xn > 0} which satisfies Dirichlet data on {xn = 0} ∩ {x1 � 0} and Neumann data on {xn = 0} ∩ {x1 � 0}. Adapting
an argument by Damascelli and Gladiali in [6], we show using moving plane techniques that the latter problem only
admits trivial solutions, and we obtain the desired conclusion.

At this stage we can use arguments in [1,9] to prove that this asymptotic regime allows to study the problem via
a finite-dimensional one (through a Lyapunov–Schmidt reduction), see Section 4 for more details. If concentration
occurs at the interior of ∂N Ω we can apply some of the analysis in [15] (and [1]) to show that this happens at maxima
of H |∂N Ω . Concerning instead concentration at IΩ , it was shown in [9] that the energy of an approximate solution
to (M̃ε) centered at a point Q ∈ ∂N Ω has an expansion whose main order terms are given by

εn
(
C̃0 − εC̃1H(Q) + e−2 d

ε
)
,

where C̃0, C̃1 are dimensional constants, and where d stands for the distance between Q and IΩ . It is convenient to
denote by Q̌ the closest point to Q on IΩ , so that Q̌ and d determine Q univocally (for d small). With this notation,
the previous formula becomes

εn
(
C̃0 − εC̃1

(
H(Q̌) + d∇dH(Q̌) + O

(
d2)) + e−2 d

ε
)
,

where ∇dH(Q̌) stands for the component of ∇H at Q̌ normal to IΩ . From the latter expansion it is easy to see that
the above quantity is critical, naively, if and only if H |IΩ

is also critical and if d � ε|log ε|. These arguments allow us
then to prove Theorem 1.4.

The plan of the paper is the following. In Section 2 we collect some preliminary material for the asymptotic
analysis of mountain pass solutions: a concentration compactness argument which rules out spreading of the Dirichlet
energy and the derivation of the limit profile. In Section 3 we prove that the global maxima must lie on the Neumann
boundary part and that they cannot approach the interface at a rate faster or of order ε. Finally in Section 4 we localize
the position of global maxima depending on Ω and on the geometry of the interface, proving Theorems 1.3 and 1.4.

Notation. Generic fixed constants will be denoted by C, and will be allowed to vary within a single line or formula.
The symbols O(t) (respectively o(t)) will denote quantities for which O(t)

|t | stays bounded (respectively o(t)
|t | tends to

zero) as the argument t goes to zero or to infinity. We will sometimes use the notation d(1 + o(1)), where o(1) stands
for a quantity which tends to zero as d → +∞.

2. Preliminaries

Problem (M̃ε) has variational structure and the associated Euler functional Ĩε : X → R is defined by

Ĩε(u) = 1

2

∫
Ω

(
ε2|∇u|2 + u2)dx − 1

p + 1

∫
Ω

|u|p+1 dx; u ∈ X, (1)

where

X = {
u ∈ H 1

D(Ω): u �≡ 0 and u � 0 in Ω
}

(2)
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and where H 1
D(Ω) stands for the space of functions in H 1(Ω) which have zero trace on ∂DΩ :

H 1
D(Ω) = {

u ∈ H 1(Ω): u|∂D Ω = 0
}
. (3)

Definition 2.1. cε ∈ R is called a critical level of Ĩε if there exists a critical point uε such that Ĩε = cε .

In general, critical levels can be found by min–max procedures. The least (nontrivial) energy level comes from the
Mountain Pass Theorem due to Ambrosetti and Rabinowitz [3].

Theorem 2.2 (Mountain Pass). Let B a Banach space and I ∈ C1(B,R). Suppose there exist u0, u1 ∈ B and α, r > 0
such that

(MP1) inf‖u−u0‖=r I (u) � α > I (u0);
(MP2) ‖u1‖ > r and I (u1) � I (u0).

Then there exists a sequence {un} ⊂ B such that

(i) I (un) → c, where

c := inf
γ∈Γ̃

max
t∈[0,1]

I
(
γ (t)

)
,

Γ̃ = {
γ ∈ C

([0,1], B
)
: γ (0) = u0, γ (1) = u1

}
.

(ii) I ′(un) → 0 strongly in B∗.

Remark 2.1. If the functional I satisfies the so-called Palais–Smale condition (see [2] for example), then the number c,
defined above, is a critical level of I . In our case, since the exponent p is subcritical, the Palais–Smale condition is
clearly fulfilled by the functional Ĩε in (1).

Since Ĩε is doubly homogeneous, mountain pass solutions can be characterized in the following useful way.

Proposition 2.3. Let Ĩε and X defined in (1) and (2). Then the mountain pass critical level cε can be characterized as

cε = min
v∈X

max
t>0

Ĩε(tv). (4)

It is interesting to point out an important and simple fact that comes from the characterization of the critical value cε .

Corollary 2.4. If we denote with cN
ε the critical value of the functional Ĩε,N associated to the semilinear Neumann

problem (Nε), cD
ε the critical value of the functional Ĩε,D associated to the semilinear Dirichlet problem (Dε) and

with cM
ε the critical value of the functional Ĩε associated to the mixed semilinear problem (M̃ε), then one has that

cN
ε � cM

ε � cD
ε . (5)

Proof. It is sufficient to observe the definition (4) and that

H 1(Ω) ⊃ H 1
D(Ω) ⊃ H 1

0 (Ω),

from which we immediately deduce the conclusion. �
To study concentration of the solutions uε to problems (Nε) or (Dε), one usually employs a blow-up argument

consisting in a suitable scaling of the variables, which allows to prove that uε(x) ∼ U(
x−Q

ε
), where U denotes a

solution of the following problem:

−�U + U = Up in R
n (or in a half space), (6)
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the domain depending on whether Q lies in the interior of Ω or at the boundary; in the latter case Neumann condi-
tions are imposed. When p < n+2

n−2 (and indeed only if this inequality is satisfied), problem (6) admits positive radial
solutions which decay exponentially fast to zero at infinity (see [1]) and which satisfy

lim
r→+∞ err

n−1
2 U(r) = αn,p, (7)

for some positive constant αn,p depending only on n and p, with

lim
r→+∞

U ′(r)
U(r)

= −1; lim
r→+∞

U ′′(r)
U(r)

= 1. (8)

We denote the energy associated to the problem (6) as

I (u) = 1

2

∫
Rn

(|∇u|2 + u2)dx − 1

p + 1

∫
Rn

up+1 dx, (9)

where, clearly, the integral has to be taken in R
n+ in the second case.

2.1. Concentration-compactness arguments and limit profile

Here we collect some preliminary material that will be useful later in the asymptotic analysis of ground state solu-
tions. Points in ∂Ω ⊂ R

n, will be denoted as couples (x′, xn) with x′ = (x1, . . . , xn−1) ∈ R
n−1, xn ∈ R. To simplify

the notation, without loss of generality, we can assume that some fixed P0 ∈ ∂Ω coincides with the origin of R
n. Since

Ω is regular, we describe ∂Ω near P0 as a graph: there exists a constant δ > 0 and a smooth function ψP0 defined for
|x′| < δ such that

• ψP0(0) = 0,
∂ψP0
∂xj

(0) = 0, 1 � j � n − 1;
• given a neighborhood of P0, denoted by U , then

Ω ∩ U = {
(x ′, xn)

∣∣ xn > ψP0(x
′)
}

and ∂Ω ∩ U = {
(x′, xn)

∣∣ xn = ψP0(x
′)
}
.

The first condition implies that {xn = 0} is the tangent plane of ∂Ω at P0.
We frequently need to change coordinates near a point of ∂Ω to flatten the boundary, in fact, there exists a constant

δ′ > 0 such that if |y| < δ′ then we can define x = Φ(y) = (Φ1(y), . . . ,Φn(y)) in the following way:

Φj(y) = yj − yn

∂ψP0

∂xj

(y′), 1 � j � n − 1;
Φn(y) = yn + ψP0(y

′).
In particular, DΦ(0) = Id and Φ has an inverse that we denote by Ψ ≡ Φ−1, defined in a neighborhood of the origin.
Then if we change variables, and set

vε(y) = uε(x) = uε

(
Φ(y)

)
,

vε satisfies

ε2

(
n∑
i,j

aij (y)
∂2vε

∂yiyj

+
n∑
j

bj (y)
∂vε

∂yj

)
− vε(y) + vp

ε (y) = 0 in {yn > 0} ∩ Bρ, (10)

where Bρ stands for the open ball centered at zero with radius ρ (small enough). The boundary conditions depend on
where P0 lies in the boundary:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

vε = 0 on {yn = 0} ∩ Bρ, if P0 ∈ ∂DΩ,

∂vε

∂yn

= 0 on {yn = 0} ∩ Bρ, if P0 ∈ ∂N Ω,

vε = 0 on {y1 > 0, yn = 0} ∩ Bρ and
∂vε = 0 on {y1 < 0, yn = 0} ∩ Bρ, if P0 ∈ IΩ.

(11)
∂yn
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Fig. 2. Flattening and scaling.

The coefficients in Eq. (10) are given by⎧⎪⎨⎪⎩
aij (y) =

∑
k

∂Ψi

∂xk

(
Φ(y)

) · ∂Ψj

∂xk

(
Φ(y)

)
, 1 � i, j � n;

bj (y) = (�Ψj )
(
Φ(y)

)
, 1 � j � n.

(12)

In particular, since DΨ (0) = Id, then

aij (0) = δij . (13)

Remark 2.5. To study the asymptotic profile of (mountain pass) solutions it will be useful to scale the variables
in ε around some point Pε , converging to some P0 on the boundary of domain or in the interior. Depending on this
possibility, we will both flatten and scale the domain or scale only, see (a–b) and (c) in Fig. 2.

From now on, we assume that {uε} is a sequence of least energy solutions of (M̃ε), and suppose that Pε is a global
maximum point of uε in Ω . Up to a subsequence, we have that Pε → P0 ∈ Ω .

We start noticing a useful property of the solution uε to the problem (M̃ε) in a local maximum point. Denoting
uε(Pε) = maxx∈Ω uε(P ), one has that

uε(Pε) � 1. (14)

This is evident, using the equation, when Pε lies in the interior of Ω . On the other hand if we suppose that Pε ∈ ∂N Ω

and by contradiction that uε(Pε) < 1, then we get

−ε2�u = up − u � 0

in a neighborhood of Pε . From the boundary Hopf lemma follows that ∂uε

∂ν
> 0 for some point in ∂N Ω that gives us

the desired contradiction. We do not have to consider the case Pε ∈ ∂DΩ since we are looking for nontrivial positive
solutions to the problem (M̃ε).
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The first result asserts that P0 has to be a point in the boundary.

Proposition 2.6. Let {uε} be the family of least energy solutions to problem (M̃ε) and {Pε} a sequence of local
maximum points. Then, up to a subsequence, Pε → P0 ∈ ∂Ω and more precisely

dist(Pε, ∂Ω) � Cε (15)

for some fixed positive constant C.

Proof. The proof can be derived as in [15]: to make the paper self-contained, and for later purposes, we give a sketch
of the arguments. In a first step one can get an upper bound for the critical level cε while in the second, using a
contradiction argument, one shows that if (15) fails then cε should be nearly double than this upper bound.

Let cε be as in (4) and define

M[u] = sup
t>0

Ĩε(tu), u ∈ X.

First one can prove that, if ∂N Ω �= ∅, then

cε � εn

{
I (U)

2
+ o(ε)

}
, (16)

where U and I are given in (6) and (9). In fact, choose P ∈ ∂N Ω and consider a smooth non-increasing and non-
negative radial cutoff functions χR : R → R satisfying⎧⎪⎨⎪⎩

χR(y) = 1 in BR;
χR(y) = 0 in R

n\B2R;∣∣∇χR(y)
∣∣ < C in B2R\BR.

(17)

Define then

ϕε(x) := χR(x − P)U(x − P):
from the definition of the mountain pass level, see Proposition 2.3, one has that

cε � M[ϕε].
It was shown in [15, Proposition 2.3] that indeed

M[ϕε] = εn
{
C̃0 − εC̃1H(P ) + o(ε)

}
as ε → 0, (18)

where

C̃0 = 1

2
I (U); C̃1 = 1

n + 1

∫
R

n+

U ′(|x|)2
xn dx,

see also Proposition 2.7 in [9]. For this step to apply in our case, since we have mixed boundary conditions, it is
sufficient to choose R so small that B2R(P ) ∩ ∂DΩ = ∅. The latter formulas clearly yield (16).

The last claim of the proposition can be proved following Step 1 in the proof of Theorem 2.1 of [15] (see page 830

in that reference). To show this, one can argue by contradiction assuming that
dist(Pεj

,∂Ω)

εj
→ +∞ along a sequence εj .

As starting point, we use the following estimate:∫
Ω

ur
ε dx � Crε

n, (19)

where r is any positive number and where Cr is a constant independent from ε. This estimate has been proved in [13]
(Lemma 2.3) for the Neumann problem (Nε), but in fact it is also valid under mixed boundary conditions since, for
the functional space X defined in (2), we have also classical results about Sobolev embedding theorems.
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We define then the scaled functions wεj
as

wεj
(x) = uεj

(Pεj
+ εj x). (20)

From a change of variables one immediately finds that∫
1
εj

(Ω−Pεj
)

|wεj
|r dx � Cr,

independently of j . Since then the functions wεj
satisfy the equation

−�wεj
+ wεj

= wp
εj

in
1

εj

(Ω − Pεj
),

we obtain uniform Hölder estimates on wεj
on a sequence of expanding domains

‖wεj
‖C2,α(Bρj

) < C, (21)

where α ∈ (0,1) and C > 0 are fixed constants, and where ρj → +∞ (slowly) as j → +∞. This fact and a diagonal
argument, recalling also that wεj

has a local maximum at 0, implies that wεj
converge in C

2,α
loc (Rn) to a (nontrivial)

solution U of the limit problem (6) in R
n with bounded energy. Since also U has to possess a local maximum at the

origin (and by (14)), the result in [10] implies that U is radial, and hence by the uniqueness result in [12] it has to
coincide with the function U introduced above.

Using this and the fact that

Ĩε(uε) =
(

1

2
− 1

p + 1

)∫
Ω

(
ε2|∇uε|2 + u2

ε

)
dx (22)

on solutions of (Nε) (which gives positivity of the energy), Ni and Takagi were able to prove that, under the contra-
diction hypothesis one has cN

ε � εn{I (U) + o(1)} as ε → 0. The same reasoning applies here and gives

cε = εn
{
I (U) + o(1)

}
, (23)

which contradicts (18) and gives the desired conclusion. �
Remark 2.7. We can also obtain a Hölder estimate on the wε’s in a different way, following [17] or [5]. We can write
the mixed problem (M̃ε) as

−�uε = ε−2fε,

where fε ≡ u
p
ε − uε . We know uniform a priori bounds for ‖uε‖Lr , for any r , see Eq. (19); in particular it follows

‖fε‖Lr � Crε
n/r .

We will look for a uniform Cα estimate in the rescaled problem, that is when we take the sequence {wε}, defined by
Eq. (20). We follow the proof of the Cα regularity result by G. Stampacchia in [17], to get the dependence on ε of the
final estimate. Roughly, the proof consists in a careful estimate of the measure of the sets

A(k,R) ≡ {
x ∈ BR(x0) ∩ Ω

∣∣ u(x) > k
}
, x0 ∈ Ω, K ∈ R,

which leads to a Caccioppoli type inequality. This inequality, combined with an iterative argument, allows us to control
the oscillation of u, proving the Hölder estimate. However, in our case we need an explicit control of the dependence
with respect to ε of the constants which appear in all the process, since we need to extend the Hölder estimates to the
rescaled problem. Then we get the following result:∣∣uε(x) − uε(y)

∣∣ � Cε|x − y|α,

where
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• Cε ≈ ‖fε/ε
2‖m/2;

• α = min(α0,−2( n
m

− 1)),

where α0 is a constant which depends only on Ω .
In particular, if we take m > n, but m ≈ n, then we have that

α = −2

(
n

m
− 1

)
.

Let us fix such an m from now on. Therefore, in our case we have

Cε ≈ Cnε
2( n

m
−1).

We note that the exponent is negative, and therefore∣∣uε(x) − uε(y)
∣∣ � Cnε

2( n
m

−1)|x − y|−2( n
m

−1). (24)

In particular, taking the rescaled functions vε we get∣∣wε(r) − wε(s)
∣∣ = ∣∣uε(εr + Pε) − uε(εs + Pε)

∣∣ � · · · � Cn|r − s|−2( n
m

−1), (25)

that is a uniform Hölder estimate for the sequence {wε}. In particular, taking a subsequence we can assume that wε

converges uniformly on compact sets to a continuous function w.

Let us make some further comments about convergence in the general case, when points Pε can converge to the
boundary. Since we are dealing with mixed boundary conditions, at the interface we can expect just Cα regularity; see
for instance [5]. However outside the interface we have C

2,α
loc convergence, on compact sets which do not intersect the

interface (see [11]).
The previous argument rules out one of the alternatives in Remark 2.5, namely the concentration point cannot be in

the interior of Ω . We then analyze the following three possible alternatives: when the limit point lies in the Neumann
part, in the Dirichlet part or on the interface IΩ .

Case 1. Up to a subsequence dist(Pε,∂D Ω)
ε

→ +∞.

We know that there exists a neighborhood U of this point and a regular map, see Section 2.1, Ψ = Φ−1 such that
Ψ (U ∩ Ω) ⊂ R

n+. We can define as before the functions (ρj → +∞ slowly)

vε(y) ≡ uε

(
Φ(y)

)
, y ∈ B+

ρj
:= {y ∈ Bρj

, yn � 0},
and then the scaling

wε(z) = vε(Qε + εz), Qε = ψ(Pε) (26)

which solves an elliptic problem in some (dilated) domain with zero normal derivative on a flat boundary. If Pε is a
local maximum of uε (ground state solution of (M̃ε)), and if Qε = Ψ (Pε), after some computations, from Eq. (10) we
obtain

ε2

(
N∑
i,j

1

ε2
aε
ij (z)

∂2wε

∂zizj

+ ε

N∑
j

1

ε2
bε
j (z)

∂wε

∂zj

)
− wε(z) + wε(z)

p = 0, (27)

where the coefficients aε
ij and bε

j depend on the subsequences {ε}r and {Qε}r and on the coefficients aij and bj defined
before by Eq. (12). It turns out that these coefficients are Lipschitz continuous with constant uniformly bounded with
respect to the index of subsequence. In the limit ε → 0, by the last statement of Proposition 2.6 we get convergence
of the limit domain to a half space of the form {zn � c}, for some c � 0. Also, by arguments similar to those in the
previous proof (see also Remark 2.7), since the limit point is in the Neumann boundary far away of the interface, we
get a convergent subsequence (in C2

loc({zn � c})),
wεr → w ∈ C2({zn � c}) ∩ W 1,2({zn � c}) (28)
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with w solving (6) in {zn � c}. Since the convergence is in C2 sense and since every wεr has zero normal derivative
at the boundary, we find that ∂w

∂xn
= 0 on {zn = c}. By Proposition 2.6, the function w has to possess a local maximum

at zero and since wεr (0) � 1 (by (14)), also w(0) � 1.

Case 2. Up to a subsequence, dist(Pε,∂N Ω)
ε

→ +∞.

Straightening again a portion of boundary, as usual we set vεr (y) = uε(Φ(y)), with y defined in a half ball Bs(P̃ε)

of R
n, centered around some point P̃ε . Denote

wε(z) = vε(Qε + εz), z ∈ Bs
ε
, (29)

with Qε = Φ−1(Pε). Then, by Proposition 2.6 there exist cε → c � 0 and ρε → +∞ such that wε satisfies⎧⎪⎪⎨⎪⎪⎩
ε2

(
N∑
i,j

1

ε2
aε
ij (z)

∂2wε

∂zizj

+ ε

N∑
j

1

ε2
bj (z)

ε ∂wε

∂zj

)
− wε(z) + wε(z)

p = 0 in Bρε ∩ {zn > cε};

wε(z) = 0 in Bρε ∩ {zn = cε},
where the coefficients aε

ij and bε
j , depend on the subsequences {ε}r and {Qε}r and on the coefficients aij and bj

defined before by Eq. (12). From Eq. (19), following the previous arguments we get

wε → w ∈ C2(
R

n+
) ∩ W 1,2(

R
n+
)
,

where w solves (6) in {zn � c}.

Case 3. Up to a subsequence, dist(Pε,IΩ)
ε

stays bounded.

We can repeat the arguments of Case 2, and define wε as in (29). This time we get local convergence of the wε’s to
a function w ∈ W 1,2 ∩ Cα that moreover outside the interface is in the class C

2,α
loc , which satisfies⎧⎨⎩

−�w + w = wp in {zn � c};
w = 0 on {z1 > c̃} ∩ {zn = c}; ∂w

∂ν
= 0 on {z1 < c̃} ∩ {zn = c}, (30)

where c � 0 and c̃ is some fixed real number.

3. Analysis of the limit points Pε

In this section we specify the limit behavior of the local maximum points Pε when ε tends to zero. We will
establish where this can be attained and what is the rate of convergence, in case the limit point lies on the interface,
see Corollary 3.7. This is going to be very relevant for us, since it will allow to complement the present results with
those in [9].

We first rule out the second case in the previous section.

Proposition 3.1. Let uε be a least-energy solution to the problem (M̃ε) and {Pε} a sequence of local maximum points
of uε . Then Case 2 at the end of Section 2 cannot occur.

Proof. Assuming by contradiction that such a possibility may happen, we showed that the functions wε converge in
C2

loc to a solution of the problem{−�w + w = wp in {zn � c};
w = 0 on {zn = c}, (31)

where c � 0 and where w � 0, w ∈ W 1,2 and w has a local maximum at 0, with w(0) � 1.
If c = 0 we immediately get the contradiction, since otherwise w would vanish in an open set. If c < 0, we can

invoke the following theorem by H. Berestycki, L. Caffarelli, L. Nirenberg [4, Corollary 1.3].
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Theorem 3.2. (See [4].) Let u be a solution of{
�u + f (u) = 0 in R

n+;
u > 0 in R

n+,
(32)

satisfying

u(x,0) = 0, ∀x ∈ R
n−1. (33)

Assume that f is Lipschitz and that f (0) � 0. Then ∂u(x)
∂xn

> 0 for every x ∈ R
n+.

Applying this result (with an obvious shift in the zn variable) we obtain strict monotonicity of w, which contradicts
the fact that w is globally of class W 1,2, and hence L2 integrable. �

Next, we also rule out the third case among the ones discussed above.

Proposition 3.3. Let uε be a least-energy solution to the problem (M̃ε) and {Pε} a sequence of local maximum points
of uε . Then Case 3 at the end of Section 2 cannot occur.

Proof. The proof is an immediate consequence of (30) and Proposition 3.4 below. �
Proposition 3.4. Let us consider the problem⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

−�u + u = up in R
n+;

u � 0 in R
n+;

u = 0 on Γ0;
∂u

∂ν
= 0 on Γ1,

(34)

where

Γ0 = {
x = (

x1, . . . , xn
)
: xn = 0, x1 > 0

}
, Γ1 = {

x = (
x1, . . . , xn

)
: xn = 0, x1 < 0

}
and where 1 < p < n+2

n−2 . Define

X̃ =
{
φ ∈ W 1,2(

R
n+
)
: φ = 0 on Γ0,

∂φ

∂ν
= 0 on Γ1

}
.

Then if u ∈ X̃ is a solution, u ≡ 0.

Proof. Here we want to obtain a Liouville type result for the problem (34). Previously Damascelli and Gladiali
in [6] obtained a similar classification result for a mixed problem that unfortunately does not apply to our case. They
considered the differential problem −�u = f (u), getting a nonexistence result when the nonlinear term f (u) satisfies
different conditions. Some of them, like

(i) g(t) := f (t)

t
n+2
n−2

is non-increasing in (0,+∞);

(ii) f (t) > 0 for every t > 0,

do not apply in our case, being f (t) = tp − t .
However we can still use some of the ideas in [6], getting a nonexistence result. In the proof we utilize the moving

plane method, therefore we introduce some notation. For λ > 0 we let

Tλ = {
x ∈ R

n+: x1 = λ
}
, Σλ = {

x ∈ R
n+: x1 > λ

}
,

and also we define

Rλ(x) = xλ = (2λ − x1, x2, . . . , xn), x ∈ R
n+, uλ(x) = u(xλ).
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Fig. 3. Moving plane.

Note the xλ is the reflection trough the plane Tλ and uλ(x) the reflected function (see Fig. 3).
We note that, for any λ ∈ R, the function (u − uλ)

+ vanishes in the set Σλ ∩ Γ0. In particular, if λ � 0 then
Σλ ∩ {xn = 0} ⊂ Γ0. If λ < 0, then (Σλ ∩ {xn = 0}) ∩ Γ1 �= ∅, but in this part of the boundary the normal derivatives
of u and uλ vanish. Then if we consider the problem (34) in Σλ and the similar one satisfied by the reflected function
uλ (see [6]), we multiply both problems by the function (u − uλ)

+, integrate by parts and subtract the equations we
obtain∫

Σλ

∣∣∇(u − uλ)
+∣∣2

dx +
∫
Σλ

[
(u − uλ)

+]2
dx =

∫
Σλ

[
up − u

p
λ

]
(u − uλ)

+ dx

� p

∫
Σλ

(
up−1 + u

p−1
λ

)[
(u − uλ)

+]2
dx.

Then we have to consider separately two cases:

Case a. 4
n

+ 1 � p < n+2
n−2 .

Case b. 1 < p � 4
n

+ 1.

In Case a, via Hölder and Sobolev inequalities, we get∫
Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

dx � p

( ∫
Σλ∩{u�uλ}

(
u

p−1
λ + up−1) n

2

) 2
n
( ∫

Σλ

[
(u − uλ)

+]2∗
) 2

2∗
;

∫
Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

dx � pC

( ∫
Σλ∩{u�uλ}

(
u

p−1
λ + up−1) n

2

) 2
n
( ∫

Σλ

∣∣∇(u − uλ)
+∣∣2

)
.

Then ∫
Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

dx

� pC

( ∫
Σλ∩{u�uλ}

(
u

p−1
λ + up−1) n

2

) 2
n
( ∫

Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

)
, (35)

where C is the Sobolev constant.
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On the other hand, in Case b, using again Hölder and Sobolev inequalities, we are led to consider the following∫
Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

dx � p

( ∫
Σλ∩{u�uλ}

(
u

p−1
λ + up−1) 2

p−1

) p−1
2

( ∫
Σλ

[
(u − uλ)

+] 4
3−p

) 3−p
2

.

Then ∫
Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

dx

� pC

( ∫
Σλ∩{u�uλ}

(
u

p−1
λ + up−1) 2

p−1

) p−1
2

( ∫
Σλ

∣∣∇(u − uλ)
+∣∣2 + [

(u − uλ)
+]2

)
. (36)

In both cases we get

∥∥(u − uλ)
+∥∥

W 1,2(Σλ)
� pC

( ∫
Σλ∩{u�uλ}

(
u

p−1
λ + up−1)r

) 1
r ∥∥(u − uλ)

+∥∥
W 1,2(Σλ)

, (37)

where r > 0 is some number such that (p − 1)r ∈ [2,2∗].
We want to show that u � uλ in Σλ, ∀λ ∈ R, i.e. the solution is decreasing in the x1 direction, which implies that

the solution cannot have finite energy. Now, it is easy to see that there is at least one λ̃ such that u � uλ in Σλ, ∀λ > λ̃.
In fact if λ is big enough, then it readily follows that∫

Σλ∩{u�uλ}

(
u

p−1
λ + up−1)r

< 1,

and then∥∥(u − uλ)
+∥∥

W 1,2(Rn+)
� 0, ∀λ > λ̃.

Then we can infer that ∀λ > λ̃, u � uλ in Σλ. From the Hopf lemma and the strong maximum principle, we can claim
that u < uλ in Σλ, ∀λ > λ̃. In fact if u ≡ uλ in Σλ, then u would be a nontrivial solution of problem (34) with ∂u

∂ν
< 0

on Rλ(Γ1). This is a contradiction since ∂uλ

∂ν
= 0 on Rλ(Γ1). Then by maximum principle we have the conclusion.

Now, we will show that

inf{̃λ: u � uλ in Σλ if λ > λ̃} = −∞.

We suppose by contradiction that such infimum λ̂ is finite. We write a generic point x ∈ R
n+ in the form x = (x1, y)

where x1 ∈ R and y ∈ R
n−2 × R+. We define a change of variable z = 2λ̂ − x1 in such a way that

u
λ̂
(x1, y) = u(2λ̂ − x1, y) := u(z, y).

Then if we consider μ < λ̂ we have

uμ(x1, y) = u(2μ − x1, y) = u
(
z − 2(λ̂ − μ),y

) = u(z − δ, y),

where δ := 2(λ̂ − μ) is bigger than zero. It is easy to show the following claim.

Claim 3.5. If 2 � g � 2∗∫
R

n+∩{z>λ̂}
ug(z − δ, y) dz dy →

∫
R

n+∩{z>λ̂}
ug(z, y) dz dy as δ → 0.
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Now we fix a compact set K0, such that K0 ⊂ R
n+ ∩ Σ

λ̂
and

∫
Σ

λ̂
\K0

u
g

λ̂
(x) dx < ρ. Over the compact K0, we have

u
λ̂
− u > cK0 > 0,

where cK0 is some constant depending on K0. The continuity of the reflection implies

uμ − u >
cK0

2
(38)

in fact if μ < λ̂ we have

|u
λ̂
− uμ| < ε ⇔ |λ̂ − μ| < δ̃;

u
λ̂
− u = |u

λ̂
− u| = |uμ + u

λ̂
− uμ − u| � cK0; (39)

|uμ − u| = uμ − u � cK0 − ε >
cK0

2
(40)

for some δ̃ > 0. The inequality (40) is satisfied only if uμ − u � cK0 − ε. In fact, by contradiction, if we suppose that
uμ − u < ε − cK0 then

uμ − u
λ̂
+ cK0 < u

λ̂
− u + uμ − u

λ̂
+ < ε − cK0 . (41)

From (41) and by the continuity of the reflection we get the contradiction:

u
λ̂
− uμ > 2cK0 − ε > ε.

By continuity, we can choose δ̃ in (39) such that, on the compact K0, uμ − u >
cK0

2 . Then Claim 3.5 (note that the
compact K0 does not depend on μ) implies∫

Σμ\K0

ug
μ →

∫
Σ

λ̂
\K0

ug
μ < ρ. (42)

Then from Eqs. (42) and (38) we obtain∫
Σμ∩{u�uμ}

ug
μ �

∫
Σμ\K0

ug
μ � 2ρ. (43)

Finally if we choose ρ � 1
2 , via Eqs. (37) and (43) we get the contradiction concluding the proof of the lemma. �

Remark 3.6. We want to point out that if 4
n

+ 1 � p < n+2
n−2 then g := (p − 1) n

2 belongs to [2,2∗] and similarly if

1 < p � 4
n

+ 1 then g := 4
3−p

belongs to [2,2∗].

As a corollary of Propositions 2.6, 3.1 and 3.3 we get immediately the following result.

Corollary 3.7. Let uε be a least-energy solution to the problem (M̃ε) and {Pε} a sequence of local maximum points
of uε . Then one has

dist(Pε, ∂Ω)

ε
� C and

dist(Pε, ∂DΩ)

ε
→ ∞ as ε → 0,

where C is a fixed positive constant.

In [15] the authors proved that minimal energy solutions of the Neumann problem have a single local maximum,
which is located precisely at the boundary. We see that the result extends rather easily to the mixed boundary conditions
case.
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Proposition 3.8. Let uε be a least-energy solution to the problem (M̃ε) and {Pε} a sequence of local maximum points
of uε . Then for ε small enough one has

Pε ∈ ∂N Ω,

and moreover Pε is unique.

Proof. This fact can be obtained using the previous analysis and some easy adaptations of the result in [15]. By
Corollary 3.7 and by the arguments obtained above concerning Case 1, we know that the scaled functions wε converge
to a solution of the problem⎧⎨⎩

−�w + w = wp in {zn � c};
∂w

∂zn

= 0 on {zn = c}, (44)

where c � 0, and where w ∈ W 1,2({zn � c}) has a local maximum at the origin.
First of all we claim that it must be c = 0: in fact, since w satisfies Neumann boundary conditions, by even reflection

in zn we can extend it to an entire W 1,2 solution of the first equation in (44). By the result in [10] then this extension
must be radially symmetric around some point of R

n (and radially decreasing): the even symmetry in zn then implies
that this point must be on {zn = 0}. Since this radial function has a unique critical point, it must be c = 0.

Next, by the uniqueness result of Kwong [12], w must coincide with U . Using the fact that wε satisfy (27) and that
they converge to U in C2

loc, Ni and Takagi were able to prove that the wε has a unique local maximum in any set of
the form BR ∩ R

n+, provided ε is sufficiently small. This is evident when we remove a fixed small neighborhood of
the origin: near 0 instead this is shown in Lemma 4.2 in [15]. Since we have vanishing of the normal derivative of wε

in the Neumann part of the boundary (recall that we are in Case 1), there can be no interior critical points.
A similar argument allows to prove uniqueness of the maxima: assume by contradiction that there are at least two

of them: P̃ε and Pε . Calling pε = | P̃ε−Pε

ε
|, up to a subsequence, we have three cases:

1. pε → 0 as ε → 0,

2. pε → c with 0 < c < +∞ as ε → 0,

3. pε → +∞ as ε → 0.

By the above mentioned uniqueness result and by the C2 convergence of wε we can immediately rule out the first
two possibilities. To exclude also the third, one can use energy estimates in the spirit of the (last part of the) proof
of Proposition 2.6. Scaling uε near both Pε and P̃ε , one finds two disjoint subsets of Ω where uε has the profile U

(see (6)), centered at the boundary. In each of these regions the contribution to Ĩε is at least 1
2εnI (U) + o(εn), which

implies that Ĩε(uε) � εnI (U) + o(εn), contradicting (16). This concludes the proof of the proposition. �
4. Proof of the main theorems

We first recall some of the notation and results in [9]. For this purpose, it is convenient to scale the variables in ε,
so that problem (M̃ε) becomes⎧⎪⎨⎪⎩

−�v + v = vp in Ωε;
∂v

∂ν
= 0 on ∂N Ωε; v = 0 on ∂DΩε;

v > 0 in Ωε.

(Mε)

Here Ωε stands for 1
ε
Ω , and ∂N Ωε , ∂DΩε for the dilations of ∂N Ω and ∂DΩ respectively.

The Euler functional corresponding to (Mε) is the following

Iε(v) = 1

2

∫
Ωε

(|∇v|2 + v2)dx − 1

p + 1

∫
Ωε

|v|p+1 dx; v ∈ H 1
D(Ωε), (45)

where H 1 (Ωε) denotes the family of functions in H 1(Ωε) with zero trace on ∂DΩε .
D
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In Sections 2 and 3 in [9], some approximate solutions to (Mε) were introduced, depending on whether their
maximum Q lies far or close to the scaled interface IΩε (but always in the Neumann part ∂N Ωε). To characterize
precisely these two possibilities, we fix a small constant μ0 which depends only on Ω and IΩ (which will be allows
to assume smaller and smaller values), and distinguish two cases{

Case a: dist(Q, IΩε) � μ0
ε

; that is, the maximum is far away from the interface.

Case b: dist(Q, IΩε) � μ0
ε

; that is, the maximum is close to the interface.
(46)

In Case a, we fix a point Q ∈ ∂Ωε and use the corresponding coordinates y introduced in Section 2.1 (with a
scaling in ε), assuming that μ0 < δ′. Recall that, in particular, the change of coordinates implies that Q becomes the
origin. Then we define a radial cutoff function χμ0 satisfying⎧⎪⎪⎨⎪⎪⎩

χμ0(y) = 1 in Bμ0
4

;
χμ0(y) = 0 in R

n \ Bμ0
2

;
|∇χμ0 | +

∣∣∇2χμ0

∣∣ � C in Bμ0
2

(Q) \ Bμ0
4

,

(47)

and we set AQ = Hess(ψQ). In [9] it was shown that the following problem admits a unique solution wQ, which
decays exponentially to zero at infinity⎧⎨⎩

LUw = −2〈AQy′,∇y′∂ynU〉 − (tr AQ) ∂ynU in R
n+;

∂

∂yn

w = 〈AQy′,∇y′U〉 on ∂R
n+,

y = (y′, yn).

In the last formula LU stands for the operator LUu = −�u + u − pUp−1u. We then set

zε,Q(y) = χμ0(εy)
(
U(y) + εwQ(y)

)
. (48)

Notice that, fixed ε, this is a (n − 1)-dimensional set, parameterized by Q ∈ ∂Ωε . Moreover, the functions zε,Q(y)

concentrate around the origin for ε small, which corresponds to concentration around Q in the original variables.
The function χμ0(εy)U(y) solves (Mε) up to order ε, in the sense that ‖I ′

ε(χμ0U)‖ = O(ε): the term εwQ is a
correction which improves the accuracy, and in fact one has that∥∥I ′

ε(zε,Q)
∥∥ � Cε2 for some fixed C > 0, (49)

which follows from Proposition 2.5 in [9] (see also Section 9 in [1]). In the same proposition it was also shown that

Iε(zε,Q) = C̃0 − C̃1εH(εQ) + O
(
ε2).

In Case b, one can define a similar system of coordinates which stretches not only ∂Ωε , but also the scaled inter-
face IΩε . We still call y these coordinates, and refer to the end of Section 2 in [9] for a detailed construction. As a
result of if, there exist a small δ̃ > 0 and a number 0 < d <

μ0
ε

such that in the new coordinates one has

∂Ωε ∩ Bδ̃(Q) ⊆ {yn = 0}; IΩε ∩ Bδ̃(Q) ⊆ {yn = 0} ∩ {y1 = d}.
In [9, Section 3], we defined another (n − 1)-dimensional family of approximate solutions ẑε,Q by the formula

ẑε,Q(y) = χμ0(εy)
[(

U(y) − Ξd(y)
)
χD(y) + εw̃Q(y)χ0(y1 − d)

]
, (50)

where χD,χ0 are other cutoff functions satisfying⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
χD(y) = 1 for |y| � dD

16
;

χD(y) = 0 for |y| � dD

8
;

|∇χD| � 32

dD
on R

n,

⎧⎨⎩
χ0(y) = 0 for y � −1;
χ0(y) = 1 for y � 0;
χ0 is non-decreasing on R.

In (50), the function w̃Q corresponds to the above correction wQ, but it does not have the same expression since we
are using a different system of coordinates. The constant D is required to be large but is kept fixed.
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We also refer to Section 3 in [9] for the definition of Ξd , whose construction is one of the most delicate parts of the
analysis in the paper. Its role is to find a correction to zε,Q which takes into account the mixed boundary conditions of
problem (Mε). In Propositions 3.12, 4.1 and 4.2 of [9] it was shown that∥∥I ′

ε(ẑε,Q)
∥∥ � C

(
ε2 + εe−d(1+o(1)) + e− (p+1)d

2 (1+o(1)) + e− 3d
2 (1+o(1))

);
Iε(ẑε,Q) = C̃0 − C̃1εH(εQ) + e−2d(1+o(1)) + O

(
ε2);

∂

∂QT

Iε(ẑε,Q) = −C̃1ε
2∇T H(εQ) + o

(
ε2);

∂

∂Qd

Iε(ẑε,Q) = −C̃1ε
2∇dH(εQ) − e−2d(1+o(1)) + o

(
ε2), (51)

as ε → 0 and d → +∞. QT and Qd denote tangent and normal variations of Q with respect to the interface IΩ . The
role of the correction Ξd is to improve the estimate in (51): using only cutoff functions on U and w̃Q (to get zero data
on the Dirichlet part), one would obtain an error of order ε2 + O(e−d(1+o(1))), which is too large for our purposes.

The following proposition can be obtained from the results in Section 2 (and Lemma 4.4) in [9], see also Chapter 9
in [1].

Proposition 4.1. For Q ∈ ∂Ωε as in (46) Case a (resp. Case b), define

Zε =
{
zε,Q: dist(Q, IΩε) � μ0

ε

} (
resp. Zε =

{
ẑε,Q:

1

μ0
dist(Q, IΩε) � μ0

ε

})
.

Then for any z ∈ Zε there exists a correction ωε(z) perpendicular to TzZε and a small positive number c for which
the following property holds. In a c neighborhood of Zε (with respect to the metric in H 1

D(Ωε)) v is a critical point
of Iε if and only if v = z + ωε(z), with z critical for the function Iε : Zε → R defined as Iε(z) = Iε(z + ωε(z)).

In Chapter 9 of [1] it was shown that, in (46) Case a one has

Iε(zε,Q) = C̃0 − C̃1εH(εQ) + O
(
ε2), (52)

∂

∂Q
Iε(zε,Q) = −C̃1ε

2∇H(εQ) + o
(
ε2), (53)

while in Proposition 4.5 of [9] it was proven that, in (46) Case b

Iε(ẑε,Q) = C̃0 − C̃1εH(εQ) + O
(
ε2) + e−2d(1+o(1)); (54)

∂

∂QT

Iε(ẑε,Q) = −C̃1ε
2∇T H(εQ) + o

(
ε2) + e−(p+1)d(1+o(1)) + e−3d(1+o(1)); (55)

∂

∂Qd

Iε(ẑε,Q) = −C̃1ε
2∇dH(εQ) − e−2d(1+o(1)) + o

(
ε2) + e−(p+1)d(1+o(1)) + e−3d(1+o(1)), (56)

where we are using the same notation as above. We are now in position to prove our main theorems.

Proof of Theorem 1.3. By Propositions 3.1 and 3.3 we proved that only Case 1, among the three described in
Section 3 can occur; that is, the maximum points converge to the Neumann part of the boundary. Also, by the proof
of Proposition 3.8, we know that the functions wε (the scaling of uε at Pε) converge locally in R

n+ to the soliton U .
The counterpart of (22) for the scaled solutions vε of (Mε) is the following

Iε(vε) =
(

1

2
− 1

p + 1

)∫
Ωε

(|∇vε|2 + v2
ε

)
dx.

Fixed any compact set K ⊂ R
n+, for ε large, by the local convergence of vε to U we have∫ (|∇vε|2 + v2

ε

)
dx �

∫ (|∇vε|2 + v2
ε

)
dx =

∫ (|∇U |2 + U2)dx + o(1)
Ωε K K
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and therefore∫
Ωε

(|∇vε|2 + v2
ε

)
dx �

∫
R

n+

(|∇U |2 + U2)dx + o(1) as ε → 0.

On the other hand by the fundamental estimate (16) once we scale in ε we get that Iε(vε) � 1
2I (U), which implies

that the H 1 norm of vε is small away from the scaling point.
As a consequence we deduce that, given any fixed (and small) c > 0, vε lies in a c neighborhood of Zε , for some

of the choices of Zε in Proposition 4.1. In any case this proposition applies, and we have that vε can be critical only
if vε = z + ωε(z) for some z which is stationary for Iε .

If Case a in (46) occurs, then by (18) (where P can be taken arbitrarily in ∂N Ω), (52) and (53) εQ must converge
to a maximum point of H which realizes sup∂N Ω H .

In Case b in (46) then by (56) we have that, fixing any small δ > 0 we cannot have e−d > ε1−δ for ε small,

otherwise Iε(ẑε,Q) would not be critical in d . Therefore, for δ sufficiently small, we have that e−2d = o(ε
3
2 ): hence

from (18), (54) and (55) we have that εQ must converge to a maximum point of HIΩ
which realizes supIΩ

H .
In either case, εQ converges to a maximum point Q of H |∂N Ω , and this concludes the proof. �

Proof of Theorem 1.4. Let Q be a global maximum of H |IΩ
as in the statement of the theorem. Then by the

previous analysis we are in (46) Case b, namely the second alternative of Proposition 4.1, and Q is a minimum for
Q �→ Iε(ẑε,Q).

We only need to prove that d is asymptotic to |log ε|: in fact, if ĉ is a fixed small constant and if d � (1 − ĉ)|log ε|
along a sequence εn → 0, by (56) we would find

∂

∂Qd

Iε(ẑε,Q) = −ε2(1−ĉ)(1+o(1)) + O
(
ε2) < 0,

which is a contradiction to the criticality. Similarly, if d � (1 + ĉ)|log ε| along a sequence εn → 0, still by (56) we
would get

∂

∂Qd

Iε(ẑε,Q) = −C̃1ε
2∇dH(εQ) − ε2(1+ĉ)(1+o(1)) + o

(
ε2) > 0,

which is still a contradiction, and implies that d � |log ε| as ε → 0.
If (46) Case a holds, by (52) we have that

Iε(zε,Q) = C̃0 − C̃1εH(Q̌) + O
(
ε2).

In we have (46) Case b instead, since d � |log ε| as ε → 0, by (54) and by the fact that ∇dH at Q is negative we
deduce that

Iε(ẑε,Q) � C̃0 − C̃1εH(Q) + c̃ε|log ε| + O
(
ε

3
2
)
, ε → 0.

Since H(Q̌) and H(Q) coincide, the energy in the first case is smaller, so the mountain pass solution has to be as in
Case a. �
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