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Abstract

This is the second part of a work aimed at establishing that for solutions to Cauchy—Dirichlet problems involving general
non-linear systems of parabolic type, almost every parabolic boundary point is a Holder continuity point for the spatial gradient of
solutions. Here we establish higher fractional differentiability of solutions up to the boundary. Based on the necessary and sufficient
condition for regular boundary points from the first part of Bogelein et al. (in this issue) [7] we achieve dimension estimates for the
boundary singular set and eventually the almost everywhere regularity of solutions at the boundary.
© 2009 L'Association Publications de 1'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved.

1. Introduction and results

In this paper we continue the study, initiated in [7], of the partial boundary regularity of solutions to the Cauchy—
Dirichlet problems for general non-linear parabolic systems with linear growth. In the first part we gave — see
Theorem 1.2 below — a regularity criterion allowing to establish that a boundary point is regular, that is, the spatial
gradient of the solutions is Holder continuous in a relative neighborhood of such a point. Such a result is an essential
preliminary step towards the boundary regularity, in that it gives a necessary and sufficient condition for boundary reg-
ularity, but at the same time turns out to be insufficient to prove the existence of even one regular boundary point when
not combined to further qualitative properties of solutions. In this paper we indeed prove certain weak differentiability
boundary properties allowing to conclude that the criterion in question is satisfied almost everywhere at the boundary
completing the proof of the basic result asserting that in the case of Cauchy-Dirichlet problems involving parabolic
systems with linear growth, almost every boundary point, with respect to the usual surface measure of the parabolic
boundary, is regular. It is perhaps worth mentioning that before this result even the existence of one regular boundary
point for solutions was an open issue for the general systems hereby considered. To measure the progress yielded by
this result we recall that the existence of boundary irregular points is already known in the elliptic case [21], even for
smooth boundary data; see [32] for counterexamples in the parabolic case. Full boundary regularity is only known for
parabolic systems having a special structure, like the parabolic p-Laplacean system with zero boundary data [10,11].
Global partial regularity of the solution — not the gradient — of quasilinear systems was shown in [3].
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Specifically, we shall consider Cauchy—Dirichlet problems involving non-linear parabolic systems of the following
type:
u; —diva(x,t, Du) =0 1in 27,
t ( ) T (L)
u=g on ap 2T,

defined in the cylindrical domain 27 = £2 x (0, T') where 2 C R", n > 2, is a bounded domain in R” and T > 0, and
under natural linear growth and ellipticity assumptions on the vector field a : 27 x R¥" — RN" 1o be specified in a
few lines. The boundary values are assumed — in the sense of traces — on the parabolic boundary which is defined by

apR2r =027 \ (2 x {T}).

According to such assumptions the notion of a weak solution of (1.1) is the following:

Definition 1.1. Amap u € L2(0, T; Wh2(82,RN)) is called a (weak) solution to (1.1) if and only if
/ u-@ —la(x,t, Du), Do)dz =0
Qr

holds for every test-function ¢ € C;°(£27, RY), and the following boundary conditions hold:
u(,1) —g(-,1) € Wy 2 (2;RY) forae.r€(0,7),

and

h

1

%Z/ﬂu(x,r)—g(x,0)|2dxdr=o.
0 2

Here we assume that the vector field a : 27 x RV — RN fulfills the following growth and ellipticity assumptions:
the mappings (z, u, w) — a(z, u, w) and (z, u, w) — dya(z, u, w) are continuous in 27 x RN x RN and satisfy

la(z, w)| + (1 + [wl)|owa(z, w)| < L(1+ |wl),

(Bwa(z, w)b, w) > v]b|?,

|a(x, t,w) —a(xp,t, w)| < Lé(|x — x0|)(1 + |w|), (-2
lax, 1, w) —a(x, 10, w)| < LAV 11 — 10l ) (1 + |w]),
for every choice of z, zo € 27, x, X0 € 2, t, 19 € (0, T) and w, W € RN", where
0(s) <minf1,sP}, s>0. (1.3)

The structure constants will satisfy 0 < v < 1 < L < oo. Concerning the regularity of the lateral boundary and the
Dirichlet boundary values i.e. of 952 and g, since the point of the paper is to prove the existence of boundary regular
points we may assume that the data 02, g are smooth; on the other hand we may assume an essentially optimal
regularity for them. Specifically we shall assume that

a2ischp, Dg € CPO(2 x [0, T); RN™), dg e L2 (2r; RV, (1.4)

For the definition of parabolic Morrey spaces of the type L>>~2# used here we refer to [7, Definition 2.1]. In order to
study the boundary regularity of solutions we recall the definition of the set of regular boundary points

Regpu ={z0 € 3pR27: Du € CO(U N Q2r; RN”) for some neighborhood U of z¢}.
Then, the following result has been proved in [7, Theorem 1.2]:
Theorem 1.2. Let u € L>(0, T; W"2(2; RN)) be a weak solution of the non-linear parabolic system (1.1) in Q7
under the assumptions (1.2)—(1.4). Then, there holds

dp2r \Regpu c T U 22,

where
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1 _ T _ . . 2
Y = {z()eaps?f. llgtbnf ][ |D(u g) (D(u g))ﬂrﬂQg(zo)| dz>0}
221N Q,(z0)
and

2= {z() € dpS27: limsup|(D(u — g))

010 2rnguo| = Oo}'

Furthermore, if zo € Regp u then Du € Cﬁ’g(U N 27 RN™) for some neighborhood U of 7.

For related interior parabolic and elliptic results — obtained by a similar method — we refer to [4,16-19,13,30]. The
previous result is the starting point for the almost everywhere boundary regularity result described at the beginning of
this Introduction. Indeed, to prove that a boundary point zg € dp 27 is regular it suffices to prove that the following
conditions hold:

.. 2
llglllonf ][ |D(u—g)— (D(u — g))QmQQ(ZO) dz=0 (1.5)
21N Q,(z0)
and
limfoup|(D(u — g))QmQQ(ZO)| < 00. (1.6)
o

The strategy of the paper consists of proving an up to the boundary fractional differentiability result for Du which in
turn implies that conditions (1.5) and (1.6) are satisfied at almost every point zg € dp 27, where “almost everywhere”
refers to the standard boundary surface measure on dp£27. We remark that a similar strategy was developed for the
elliptic case to get first singular sets estimates in the interior [28,29], and then at the boundary [15], and [16,18] for
the interior parabolic case; we refer to [25-27] for results concerning the stationary variational case. As usual, when
dealing with parabolic initial boundary value problems we shall distinguish between the lateral boundary situation,
i.e. points lying on the lateral boundary 9j,c£27 = 92 x (0, T') and the initial boundary situation including such points
lying near the initial boundary £2¢p = §2 x {0}. The natural quantity to measure the size of the singular sets

Sing, u = 312827 \Regpu and  Sing;; u = 29 \ Regp u

is the parabolic Hausdorff-dimension, i.e. the Hausdorff-dimension dimp related to the parabolic Hausdorff-measures
which are constructed with respect to the parabolic metric by the usual construction of Carathéodory (see (2.1) below
for the definition). Taking into account that dimp (315§27) = n + 1, respectively dimp (§£29) = n we are looking for
conditions ensuring a bound of the form

dimp (Singj,, u) <n 41, respectively dimp(Sing;,; u) < n.
Note that we do not need to take into account edge points, i.e. those lying on 952 x {0} since we already have

dimp (382 x {0}) =n — 1.
Our first main result is concerned with the existence of regular lateral boundary points and is

Theorem 1.3 (Lateral boundary existence). Let u € L*(0, T; W-2(£2; RN)) be a weak solution of the non-linear
parabolic system (1.1) in 27 under the assumptions (1.2), (1.3), (1.4)1 and (1.4)3. Moreover, assume that Dg €

CP5 (27 RV and g € NOS2(273RY) for some € € (0, 1). If
1
B> 3

then H"P+l—almost every lateral boundary point is a regular point of Du. Moreover, if additionally g; €
NOE9 (271 RNY for some & € (0,1) and o > 2, then there exists 8§ = 8(n, L/v, lgllcuepr, lglipos0,082) >0
such that if
B ! ) (1.7)
> - .
2

then H;’;Ll -almost every lateral boundary point is a regular point of Du.
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For the definition of the Nikolskii space N7 (£27; RM") we refer to Definition 2.1. We emphasize here that the
crucial point is not the a priori regularity assumed on the boundary datum g — that for simplicity could be assumed
smooth as well — but rather the almost everywhere regularity at the boundary; anyway we here tried to minimize the
assumptions on g. The reinforcement of our assumption on the boundary data, in the sense that Dg is also Holder
continuous with respect to time, is needed in order to transform the Holder continuity assumption (1.2)4 with respect to
time to a model situation with homogeneous boundary data (see Section 2.1). The §-improvement in (1.7) is achieved
by the use of an up to the boundary version of Gehring’s lemma. Since the dependencies of the up to the boundary
higher integrability on the structure parameters can be given explicitly [9,33], we have that § — 0 when L/v — oo.
The same applies with respect to the dependency of the constants on ||g||c1:5.6/2, 1811 pv0.6:0 Or 082 this means that
8 — 0 when g, respectively 352 degenerate in the C':#-#/2_ respectively C!-#-sense (see Section 2.1).

Remark 1.4. It is worth mentioning that the Morrey-condition imposed on the time derivative g; of g in Theorem 1.3
is only needed to ensure that the characterization of regular points at the lateral boundary from Theorem 1.2 is in
force. For the estimate of the singular set, i.e. the dimension reduction argument, it would be sufficient to assume
that g; € NO&2(27; RN), respectively g, € N0 (Q27; RN).

The proof of Theorem 1.3 is based on several steps, culminating in an up to the lateral boundary fractional
differentiability estimate for the spatial gradient Du. In order to prove such a fractional differentiability we use
an analog of the comparison technique introduced for the treatment of the boundary regularity problem in the time
independent elliptic setting from [15], but, we have to remark, the adaptation of such a technique to the parabolic case
is far from being straightforward, and involves highly non-trivial additional difficulties. A crucial idea in the argument
is that space—time estimates for finite differences of Du are turned, via a delicate comparison argument, into the same
kind of estimates for more regular solutions uy of an associated regularized problem

orup —divay(x,t, Dup) = 0;g(x,t) in Q. (1.8)

Here the vector field ay, is Lipschitz continuous with respect to the coefficients (x, ), and 4 > 0 is a parameter to
be fixed and to which the size of the Lipschitz seminorm of the partial map (x, t) +— ap(x,t,-) is linked; in other
words, the regularity of a; degenerates when & converges to zero. The derivation of these estimates, i.e. the higher
differentiability for Duj,, is definitely not straightforward. These results, especially in the peculiar form needed here,
are not present in the literature, and their proof is rather delicate: when turning to the boundary estimates for the
parabolic case one has to retrieve regularity information on “two missing directions”, namely the normal — with re-
spect to the boundary of the base space domain 92 — and the time direction. The strategy is, in the rough description
we are giving in the following lines, to treat first the tangential directions — here tangential means with respect to
the tangential directions to d§2 — by standard difference quotient techniques. Unfortunately, these are insufficient for
the use of the system itself in order to obtain estimates for the normal component of the derivative of the weak so-
lution, as for instance happens in the elliptic case — see for instance [26, Section 4.3] or [15] — since now there is an
additional missing direction — the time one — on whose behavior nothing is a priori known. This delicate step will
be achieved exploiting certain reiteration/semigroup properties of finite difference operators, and this will lead to a
delicate interplay between space and time difference quotients using both intrinsic properties of fractional Sobolev
spaces and tools from Harmonic Analysis as a properly localized version of the Fefferman—Stein theorem on sharp
maximal operators. The final outcome is the existence of the weak time-derivative of uj in L. Subsequently, we
are in the position to exploit the parabolic system in order to obtain suitable estimates for the normal derivatives.
The technical details can be found in Section 4. The main results are the up to the lateral boundary existence of
second-order spatial derivatives D?uy, and of the time-derivative 8,1y, in L? in Theorem 4.2 — and furthermore in L°
for some o > 2 in Proposition 4.15. After this preliminary step we can start the real regularization of our original
solution u to (1.1). The idea is to make a comparison between Du and the gradient Duj, of the regularized problems,
where the parameter % is chosen accordingly to the rate of the finite difference considered Du(x + h,t) — Du(x,t)
and to make such a finite difference inherit the decay properties of Duy(x + h,t) — Duj(x, ). At this stage we
have to exploit a delicate balance between the decay properties of Duj,(x + h,t) — Duy(x, t) due to D?uj, € L? and
the fact that in general || D?uy, || 12 — 00 as h — oo; the final result is the fractional differentiability of the spatial
gradient of the original solution Du. A similar argument is then applied to get the fractional time differentiabil-

ity.
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Our second main result concerns the existence of regular initial boundary points. As mentioned before, the initial
boundary £2¢ only has parabolic Hausdorff dimension equal to n. Therefore, contrary to the lateral boundary situation
we now have to reduce the dimension of the singular set below n. This yields a positive result only when S is close
to 1. To be precise, at the initial boundary we can show the following:

Theorem 1.5 (Initial time existence). Let u € L*(0,T; W-2(2;RN)) be a weak solution of the non-linear
parabolic system (1.1) in 27 under the assumptions (1.2)1—(1.2)3, (1.3) and (1.4),. Then there exists § =
8(n,L/v,lgllcupo) > 0 such that if

B>1-8 (1.9)

then 'H"P-almost every initial boundary point is a regular point of Du.

The proof for the initial boundary situation is in a certain sense easier than the one for the lateral boundary. As we
did there we again compare the solution u to solutions u;, of a regularized problem of the type (1.8). But now we can
apply the difference quotient method with respect to all space directions in order to infer the existence of the second
space derivative D?uy, in L?. Then, the existence of the time derivative d;u;, in L easily follows from the parabolic
system. At this stage it is worth mentioning that this procedure does not involve a difference quotient method with
respect to time. For this reason hypothesis (1.2)4 is not needed in Theorem 1.5.

2. Notation and preliminary material

In this paper we will follow the definitions and the notation established in the first part [7]; we shall only repeat here
the very basic notation concerning balls and cylinders. In general we shall write x = (xy, ..., x,) for a point in R”
and z = (x,1) = (x1,..., X,, 1) for a point in R"*!. By By(xg) = {x e R": |x — xo| < o}, respectively Bg‘(xo) =
By (x0) N{x € R": x,, > 0} we denote the open ball, respectively half-ball in R" with center xo € R"” and radius ¢ > 0.
When considering BJ (x0), unless otherwise specified, we shall always have xy with (xo), = 0. Moreover, we write

Agz (to) = (1o — Qz, to+ Qz) for the open interval around 7y € R of length 292 and Agz(to) = AQz (to)N{t e R: ¢t > 0}.
As before, we always have ty = 0 when writing A22 (t0), unless otherwise stated. The (half-)cylinders are denoted

by Qp(z0) = By(x0) x Ap(to) and QF (z0) = B (x0) x Ay2(fo) and Q5 (z0) = By(xo) X Agz(to), where zo =
(x0, t0) € R™1, 0 > 0. Moreover, we write I},(20) = Qp(z0) N {(x1, ..., Xn, ) € R"*1: x,, = 0} for the lateral part of
the boundary of Qz,'(zo) and for the initial boundary of Qg(zO) we write D, (z0) = Qp(z0) N{(x,1) € Rt ¢ =0).
If zo = 0, a typical situation occurring when treating the regularity of lateral boundary points after “flattening the
boundary”, we abbreviate B, = B, (0), A2 =2Ap2(0), Qg = 0(0), I', =T,(0) and Dy, = Dy (0).

For an integrable map v: A — RX, k € N, we write

1
(v)AE][vdzz—/vdz
|Al
A A

for its mean value on A, provided |A| > 0. If A = Q,(z0) then we write (v);,,, for the mean value of v on the

parabolic cylinder Q,(zo) and (v);;)’ o for the mean value on the parabolic half-cylinder QZ)'(ZO) and (v)?o’ o for the

mean value on Qg(zg). Finally, we write 01§27 = 952 x (0, T) for the lateral boundary of 27 and §2p = £2 x {0} for
its initial boundary.

Definition 2.1. With ¢ > 1, 9 € (0,1) and Q = 2 x (t1,1) C Rr+! being a parabolic cylinder, a measurable
map v:Q — R k>1, belongs to the (parabolic) Nikolskii space N\ 0.%:4(Q; R¥) if and only if with Q, =
£2 x (t1 +n, t» — n) it holds that

q T lv(x,t +h) —v(x, )4
IWlnoogmn = Wliagmn + _ Sb |74 d(x, 1) < oo.
n
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Finally, the parabolic Hausdorff-dimension related to the parabolic metric is defined by
dimp (F) =inf{s > 0: H}p(F) =0} = sup{s > 0: H}(F) = oo}, (2.1

where F c R*t! and

o o0
Hp(F) Elgiﬁ;inf{ Y ot Fc| Qo). 0<ai < a}
i=1

i=1

denotes the parabolic s-dimensional Hausdorff-measure, s € [0, n + 2], of F.
2.1. Transformation to the model situation

Since our results are of local nature we are allowed to consider the lateral and the initial boundary situation sepa-
rately, i.e. to prove regularity for a point zo = (xg, 0) € £2¢ lying on the initial boundary then it is enough to consider
parabolic cylinders Qg (zo) with B, (xp) € §2 and the same for points lying on the lateral boundary. When considering

the lateral boundary we will prove our results in a model situation on the half-cylinder QT and for boundary values
u = 0 on the lateral boundary I. Therefore, we will always refer to a Cauchy—Dirichlet problem of the following

type:
{u,—diva(z,u,Du):gt in QT,
u=0 on 7,

2.2)

where 0;g € Lz’z_zﬁ(QT; R™). For the precise transformation leading to this model situation we refer to [7, Sec-
tion 2.1]. In the initial boundary situation the proceeding is simpler. Here, we shall transform the problem to the
model situation where the initial values are equal to zero, i.e. we consider

{u, —diva(z,u, Du) =0 in 27,
u(-,00=0 on §2,

which is achieved by a transformation v(x, t) = u(x, r) — g(x, 0). Note that this is not exactly the same model situation
that we had chosen in [7]. Indeed, there we considered the transformation v(x, t) =u(x, t) — g(x, t) leading to a non-
homogeneous model problem; the reason was that we wanted to have the same model problem in every possible case,
in order to join them at the edge: as a matter of fact Theorem 1.2 work for the edge points too; in the present situation
we do not need to consider edge points since the edge has already properly low parabolic Hausdorff dimension. As
mentioned in [7, Section 2.1], the final characterization of the singular set is the same for both transformations.

Let us now comment on the regularity assumed for Dg. In the setting of Theorem 1.3 — i.e. when dealing with
the lateral boundary — where the vector-field a is assumed to be Holder continuous with respect to x and ¢ we need

2.3)

to assume a certain continuity of Dg with respect to ¢, i.e. Dg € C ﬁ’g (£27; RN ") in order to have the transformed
vector field to be Holder continuous with respect to x and ¢. On the other hand, in the setting of Theorem 1.5 — i.e.
when dealing with the initial boundary — we can renounce on the Holder continuity assumption (1.2)4 of the vector
field a with respect to time. Therefore, also the Holder continuity of Dg with respect to time is not needed such that
the weaker assumption Dg € C#0(27; RN") is enough.

Finally, we want to comment on the change of the structure constants when passing to the model situation. The new
growth constant L then is of the form L - c(p, lIgllcis.2,982) in Theorem 1.3, respectively L - c(p, |lgllc15, 052)
in Theorem 1.5, while the new ellipticity constant ¥ is of the form L/c(p, lIgllc1:s.8/2, 352) in Theorem 1.3, re-
spectively L - c(p, lIgllc1:p, 982) in Theorem 1.5, where the constant c(---) is strictly larger then 0. Therefore, in
the estimates for the original problem (1.1) the constants will depend on L/v - c(p, l|g|lc1:6.6/2, 3§2)2, respectively

L/v-c(p.lglcus, 882).
2.2. Steklov averages

Let us recall from [7] the definition of the so-called Steklov-means. Given a function f € L'(£2 x (1, 1)) and
0<|hl < %(l‘z — 11), we define its Steklov-mean by
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i [ fe,s)yds, el + bl 0 — Al
0, t e, + ) U (2 — |h], 1)

The previous definition should be used when dealing with symmetric parabolic cylinders which are far from the
initial boundary. When dealing with the initial boundary problem we shall adopt the following one, valid in the case
O<h<tb—1:

[fln(x, 1) = { (2.4)

L p(x,syds, te(t,t—hl,
0, te(ty—h,n).

[fIn(x, 1) = { (2.5)

2.3. Preliminary lemmas

Contrary to the interior parabolic case, in the lateral boundary situation we have an automatic Poincaré inequality
for those functions

e LP(Ap(to); WhP (By(xo) ™ RY)

satisfying u = 0 on the lateral boundary I7,(zo). This inequality can be obtained applying the standard Poincaré
inequality to the functions u(-,t) € whrp (Bg‘ (x0); ]Rk) forae.t € A o2 (to) and then integrating with respect to 7.

Lemma 2.2. Let zo = (xo,t9) € R"™! with xog € R"™! x {0}. Then for any function u € LP(AQQ(IO);
WI’I’(BQ (xo) TR, k> 1, satisfying u =0 on I'y(z0) there holds

p
][ |u|f’dz<97 ][ | Dol dz.

0{ (z0) 03 (z0)

The next lemma is a boundary version of the Sobolev-embedding theorem.

Lemma 2.3. Let v € Wl’n%(B;r,Rk) with 0 < o <1, k € N, satisfying v=0 on 0B, N {x € R": x,, > 0}. Then
vE LZ(B;', R¥) and there holds

n+2

2 2 2n "
][|v| dx <c(n)o <][ | Dv|n+2 dx)
By By

Proof. First, we extend v from B; to B, by an even reflection, i.e. we define

v(x',x,)  ifx, 20,
v(x’, —x,) ifx, <O.

v(x’, xp) = {

Then, from the reflection principle we know that v € wlhin (By; R¥). Therefore we can apply the Sobolev—Poincaré
inequality to v on B, to infer that

n+2
/|f)|dx<c(n)(/|Df)|nn+2dx> .
B, Bg'

Since v(x’, x,) = v(x’, —x,) on B, \ B +, this estimate yields the desired boundary version of the Sobolev—Poincaré
inequality. O

Next, we recall some basic facts about finite differences. Let f : R 5 02 x (t1, ) —> R¥, k € N. We define the
finite differences in space direction 7;’ () by

(tﬁ’f)(x, )= f(x+hey,t)— f(x,1),
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whenever x € 2 and x + hey € £2 and t € (11, 12), where |h| > 0, 1 <o <n, and {ey}1<agn 15 the standard basis
of R”. Similarly the finite difference in time direction 7, () is defined by

(mf)(x,0)=fx,t+h) = f(x,0), (2.6)

whenever x € §2, t,t + h € (t1,#2) and |k| > 0. For finite differences in space direction we have the follow-
ing standard estimate, which is in turn a consequence of basic facts from the theory of Sobolev functions: Let
f.,Dyf € LP(BRHM(xo) X (t1,1)) where a € {1,...,n}, |h| > 0, and & > O when dealing with the case o = n.
Then we have

//yfhfy”dxdt<|h|"/ / |Do f|P dx dt. (2.7

"I B (x0) B (0)

Moreover, we can bound second differences in terms of first differences as follows

ltontn fO]|=2f @) — fa+h) — f&—D)| < |t fO] + |t-nf(®)]. (2.8)

The following lemma can be obtained by a slight modification of the proof of [12, Theorem 1.1], and its proof can
be obtained from the proof of this last result. The result basically deals with a semigroup property of finite difference
operators, see also [34].

Lemma 2.4. Let B be a Banach space, T > 0,0 < hg <T/2, f € L°(—=T,T + 2hg; B), 0 > 1 and a > 0. Suppose
that there exists M > O such that

|| o (tn f) ||LU(_T’T;B) < M|h|* whenever 0 < h < hy. 2.9)
Then

lzn fllze (-7.1;8) < C(hg_ﬁM + haﬁ||f||L<’(—T,T+2h0;B))|h|ﬂ
holds whenever 0 < h < ho/4, with ¢ = c(a, B) and B = min{l, o} for a # 1, and for any B € (0, 1) for a« = 1.
The same holds by taking h non-positive i.e. assuming 0 < —h < hg, and replacing norms in L° (=T, T + 2hg; B)
with norms in L° (=T — 2hq, T; B). Finally, the same result holds for functions defined in L° (0, T; B), replacing
everywhere —T by 0.

2.4. Fractional Sobolev spaces

The proof of our dimension reduction result is based on the idea to establish additional fractional differentiability
properties of the spatial derivative Du of our weak solution u and then to exploit this by using a certain fractional
Poincaré inequality in order to show that the criterion ensuring regularity is fulfilled on a large set. For convenience
of the reader we recall the definition of fractional Sobolev spaces which are suited for the treatment of parabolic
problems. Let 1 < p < o0, k €N, and «, y € (0, 1). Then, we say that a function v € L?P(£27; Rk) belongs to the
parabolic fractional Sobolev space W*V:P (2r; RF ), if

T

T T
lv(x, 1) —v(y, 0" lv(x, 1) —v(x, )|”
aypﬂr' // |x_y|n+ap dxdydt + |t_-L-|1+Vp dtdrdx < oo.
00

0 2

The local variant, i.e. the space WlOC P(27: R¥) is defined as usual. This means that v € W2V P (27 RF), if v €
WeYiP(Q; RK) for all sub- cylinders 0eQr.

We will need the following parabolic boundary version of the well-known relation between fractional Sobolev
spaces and Nikolskii spaces. The proof can be adapted from the standard proof in the interior case, presented for

instance in [25, Lemma 2.5].

loc
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Lemma 2.5. Let v € LI’(QZR, R%), 1 < p <00, k €N, R > 0. Then the following assertions hold:

(1) Suppose that

R2
f/|rhv|”drdx<q||v||L,,(Q+)|h|”y, y €.,

+ _R2
By —R

for every h € R such that 0 < |h| < min{R?, A1} where Ay, ci > 0 are positive constants. Then for every 7 €
(0, y) there exists ¢y =ci(n, p,y, ¥, Al, c1, RZ), such that

R? R?
[v(x,t) —v(x, 1)|? -
- drdtdx <c
[ ]| <@
B+ R2

(i1) Suppose that

RZ
p py
|tiv|P dxdr < czllvlle(Q+ \h|PY for some y € (0, 1),
—R2 B+
whenever h € R such that 0 < |h| < A% ando €{1,...,n} where A> > 1 and c; > 0. In the case ¢ = n we impose
the preceding estimate for h > 0 only. Then, for any y € (0, y) there exists ¢y = ¢c2(n, p, R, y, V, Az, ¢2), such

that

9t - 7t p ~
/ / v(x, D) v(y~ )l dxdydt < ¢

b =yl

—R? BR/Z R/2

To conclude estimates for the Hausdorff-dimension of the singular set we will use the boundary version of [16,
Proposition 3.3].

Lemma 2.6. Let u € WAA/22(Q L RK) with B € (0, 1) and let

A= {z() e l'g: limiionf ][ |u - (u)ZO,Q‘zdz > 0},
e
05 (z0)

B ={ZQGFR hmsupi(u)zog _oo}.
el0

Then
dimp(A) <n+2-28 and dimp(B)<n+2—28.
3. Higher integrability up to the boundary

In this section we are concerned with the higher integrability properties up to the lateral boundary of weak solutions
to certain non-linear parabolic systems with p-growth. Such a higher integrability is needed in order to obtain the &-
improvement in (1.7) in Theorem 1.3 when establishing an improvement of the estimate for the dimension of the
singular set at the lateral boundary. The main outcome with this respect is the following up to the lateral boundary
higher integrability result. For related higher integrability results see [1,31].
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Lemma 3.1. Suppose that f € L”‘(Q;;RN) and b € L”‘(Q;;RN”) for some o1 > 2, R > 0 and that v €
LZ(ARz; WL2(BE: RN)Y) is a weak solution of the following non-linear inhomogeneous parabolic system
v, —diva(x,t, Dv) =divb(x,t) + f(x,1) in QF,

satisfying v = 0 on the lateral boundary I'gr where the vector field a : Q'Ig x RN — RN fulfills the following ellipticity
and growth conditions:

(a(x,t,w)-w>>v|w|2, |a(x,t,w)|<L|w|,

forall (x,t) € Q; and w € RN" with 0 < v < 1 < L. Then there exists 0y = oa(n, L/v) € (2,01] such that Dv €
LUZ(Q;/Z; RN”). Moreover, for any o € (2, 02] and 0 < o < R and for a constant c = c(n, N, L/v), we have

%
][ |Du|"dz<c(][ |Dv|2dz) +c][ BI° + 0% | £1° d-.
+ o oF

Qo

Proof. First, we will show a reverse-Holder-type inequality on parabolic cylinders, respectively half-cylinders. We
distinguish the following different cases.

Case z9 = (x9, to) € I'r, Q2,(z0) € Qr. We choose cut-off functions n € C§°(B,(x0)) with n =1 on By2(x0),
0<n<land|Dn|<c/oand ¢ € Cj(Ayp(ty) with0 < ¢ <1,¢=10n Ay, (i) and || < 2/0*. Moreover, for
te Agz(to), 6 > 0 we define xg € WL (R) as follows: X9 =1on(—o0,t],and yp(r)=1— %(r —t)on (t,t+6) and
xo =0on [t + 0, 00). We now proceed formally by testing the parabolic system with ¢(x, 1) = xp (t)nz(x)c(t)v(x, 1)
and then letting 6 | 0. The argument can be justified by use of Steklov averages (see Section 2.2). Testing our parabolic
system in its weak formulation we obtain for a.e. f € A 02 (to)

t
%/772§|U('J)|2dx+/ /nzf(a(~,Dv),Dv)dxdr

BY (x0) 10—0% B (xo)

t
= / / & vl> = 2n¢{a(, Dv), D@ v) = ¢(b, D(n’v)) = 1°¢ (f, v) dx dv
10—0% BF (xo)
= I+0+I+1V, 3.1

with the obvious meaning of /—IV. In the sequel we shall estimate the integrals I—IV. Since || < 2/0* we have

2
<2 / ‘3
%

dz.
07 (z0)
Using | Dn| < c¢/o, the growth (1.2); of a and Young’s inequality with & > 0 (to be chosen later) we find

t
L2
|11|<s/ /n2§|Dv|2dxdr+c—/
&

t0—0% BZ (xo) 07 (z0)

Once again by Young’s inequality and the fact that | Dn| < c/o we obtain

2

v dz.

0

t
|111|<f / Ib1(n*¢|Dv| +2n¢ | Dyl|v]) dx dT

10—02 B (xo)

t
2
ge/ /n2§|Dv|2dxdr+8 / '3 dz+ < / b2 dz.
o &

10—0? BZ (xo) 07 (z0) 04 (z0)
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and similarly

v
v < f fllvldz < / ‘5 dz+ 0 / P de.
0¢ (z0) 0¢ (z0) 07 (z0)

2

Moreover, with the help of the ellipticity assumption on the vector field a we can bound the second integral on the
left-hand side of (3.1) from above by

t
v / / n2§|Dv|2dxd7:.

t0—0? BZ (xo)

Choosing ¢ small enough (i.e. ¢ = v/4) in order to absorb the terms involving Dv on the left-hand side we get

t
/n2§|v(-,t)|2dx+/ /nZCIDv|2dxd1:<c / ‘E
[

BZ (x0) 10—0% BF (x0) 0{ (z0)

2
+16* + 0| f1* dz,

forae.t e Agz (to) where ¢ = c(L/v) (note that we have assumed v < 1 < L). Taking the supremum over ¢ € AQz (t0)

in the first term of the left-hand side as well as letting ¢t = 79 + 92 in the second one, noting that n = 1 on B;'ﬂ (x0)
and ¢ =1 on A, ) (fp) and taking mean values we finally arrive at the following Caccioppoli inequality
U(' 1 )

2
v
sup ][ dx + ][ |Dv|?dz < ¢ ][ '—
teA(g/z)z(t()) R 0 o

B (x0) 07)(x0) 07 (z0)

2
+1b* + 0| f 1 dz.

We note that this inequality holds for any parabolic cylinder with zg € I'g and Q,(z0) C Qg. Therefore, starting with
a cylinder Q,(zo) such that Q,(z0) € Q we can apply the preceding inequality with QZ{(ZO) replaced by Q2+ o (z0).
Moreover, since v =0 on I,(z9) we can apply the Sobolev—Poincaré€ inequality slice wise on B; (x0) x {t}. Proceed-

ing this way leads us to
2 2
. t n+2
0

][ dz < [ sup ][
Q [EAQQ([()) b o

04 (z0) B (x0) A,2(10)  BF (xo)

2 2
v n+2 on
<c[ ][ ‘5 +|b|2+Q2|f|2dz} ][ |Dv|+2 dz.
03, (0) 07 (z0)

2
v

2 Uik
dx drt

We further estimate the right-hand side by Young’s inequality with ¢ > 0 (to be chosen later) and Poincaré’s inequality
(which can be applied slice wise to |v(-, N|? forae.r e Ay2(to) since v =0 on I, (zp)) to obtain
n+2

v|’ 21 £12 ¢ 2 "
0 dz <+0°| f| dZ+g |Dv|n+2 dz ,
0 (z0) 07 (z0)

where ¢ = c(n, L/v). Using this estimate to bound the term involving |§|2 in the above Caccioppoli inequality and
choosing ¢ > 0 suitably small (i.e. ¢ = 1/(2c)) we arrive at the following reverse-Holder-type inequality:

2

2 l 2 21 " 2, 21012
|Dv| dz<2 |Dv|“dz 4+ ¢ |Dv|n+2 dz +c |bl”+ 07| fl°dz,
07, (x0) 03, (z0) 07 (z0) 07, (z0)

where ¢ = c(n, L/v).
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Case 03,(z0) C Q}. Here, we test the weak formulation of the parabolic system with the test-function ¢(x,t) =
xo (M) () (v(x, 1) — (v),(t)) where

-1
(v)n(r)=( / nz(x)dx> / v(x, P (x) dx.

By (x0) By (x0)

The definition of (v), easily yields

t
/ / 8,(v)n§n2(v— (v)n)dxdtzo.

to—o0? Bo(x0)
Therefore, with the arguments from the first case we can deduce the following reverse-Holder inequality for interior
cylinders:

n+2
1 on n
][ DoPdz< ) ][ |Dv|2dz+c[ ][ |Dv|mdz} be ][ b + 2| f 2 dz.

Qp/2(x0) 020(z0) Q,(z0) 020(20)
where ¢ = c(n, L/v). We note that by a different choice of the cut-off functions we can attain on the right-hand side
of the reverse-Holder inequalities above integrals involving only Qg‘ (z0), respectively Q,(zo) instead of Q; o (z0), re-

spectively Q2,(z0)". Hence, we are exactly in a position to apply the up to the boundary version of Gehring’s theorem
from [14, Theorem 2.4] which extends verbatim to the case when we are considering parabolic cylinders (with slight
modifications allowing for the presence of the first integral on the right-hand side of the reverse-Holder inequality,
see for instance [22, Chapter V] or [23, Proposition 1.1, Theorem 6.6]). The application of Gehring’s theorem then
yields the existence of a higher integrability exponent 07 = o2(n, L/v) € (2, 01] such that Dv € L”Z(Q; 2 RNm.
Moreover, for any 0 < o < R and o € (2, 02] we have

5
][ |Dv|° dz <c<][ |Dv|2dz> —i—c][ 1b1° +0°|f1° dz,
0r o o

where c=c(n,N,L/v). O
4. Differentiable parabolic systems

In this section we are concerned with the up to the boundary higher differentiability properties of weak solutions
of certain non-linear parabolic systems with Lipschitz continuous coefficients of linear growth. To be precise, on the
half-cylinder Q7}, respectively on Q%, R > 0, we consider a weak solution u of the following parabolic system

u; —diva(x,t, Du) =G(x,t) in Q, “4.1)

where either Q = Q}Z or Q = Q%. In the lateral boundary situation we consider weak solutions u € L%(A R2S
WL2(B; RN)), satisfying u = 0 on I'g, whereas in the initial boundary situation we consider u € Lz(A%z;
W12(Bg; RV)), satisfying u(-,0) = 0 on Bg and, moreover G = 0. For the vector field a: 0} x RN — RN?,
respectively a: Q% x RN — RN" we assume that a is differentiable with respect to w, Lipschitz continuous with
respect to x, Holder continuous with respect to ¢ and (x, 7, w) — a(x, t, w), dya(x, t, w) are Carathéodory functions.
Moreover, we shall assume the following ellipticity and growth conditions on a:

|a(x, t, w)\ + (1 + |w|)|8wa(x, t, w)| < L(l + |u)|),
(Bwax, t, wyd, w) > v|w|?,

|a(x,t,w)—a(i,t,w)|<L7/|x—i|(1+|w|), (4.2)
|a(x, t,w)—a(x,T, w)| <Lyt — ‘L’|#(1 + |w|),

for all x,x € B;{, respectively Bg and 7, T € A g, respectively A%z and w, W € RV where 0 < v < 1 < L < o0,
y =2 land 9 € (0,1).
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4.1. The lateral boundary

We first consider the lateral boundary situation, where Q = Q; in (4.1). Throughout the whole section we shall
consider weak solutions under the following general assumptions:

Definition 4.1. By a weak solution of the parabolic system (4.1) on Q;; we mean a function u € L?(Ag2;
Wl'z(Bg; RM)) with u = 0 on the lateral boundary I'g which satisfies (4.1) in the weak sense. Moreover, the structure
conditions (4.2) are in force.

As usual, we can rewrite the weak formulation of the parabolic system equivalently using the Steklov-means
defined in (2.4) — see also [7, Section 2.2] —i.e. for a.e. t € Ag2 and 0 < |k| < T/2 there holds

/8tuh(~,t)~(p+<[a(~,t,Du(~,t))]h,D<p>dx = /(Gh(~,t),g0)dx, (4.3)

By By
for all ¢ € Cgo (B+; RN ). See [7, Section 2.2] for related definitions and notations.

4.1.1. Higher differentiability

Let us recall the interior higher differentiability result from [18, Lemmas 5.1 and 5.2] stating that # admits a second
spatial derivative D%u € le0 . and a first time-derivative d;u € L120 . in the interior. Our aim here is to extend these higher
differentiability properties up to the lateral boundary I". Let us mention that neither the proof for the parabolic interior
situation nor the one for the elliptic boundary situation does directly apply here. The basic difficulty is the following,
and it has been already mentioned in the Introduction: As usual we start proving that the second tangential derivatives
Dy Dgu, o + < 2n exist in L?. But then we are left with two missing derivatives to estimate, namely the first time
derivatives, and the second normal derivatives, but for no more than one of them we can exploit the parabolic system.
In the elliptic situation this difficulty does not arise — see for instance [26, Section 4] and the references therein — in
fact the only missing direction is the normal one and estimates for it can be obtained starting from the estimates for the
tangential direction and the fact that the normal direction solves a differentiated form of the systems in the interior of
the domain. To overcome this difficulty we shall use an iterated finite difference method which employs estimates for
fractional second finite differences in time to finally achieve a full first derivative in time of the solution. The iteration
scheme can be roughly illustrated as follows:

% : N - g N |
Aju = AjDu = A;jAju = A, "'u = A, "Du = AA, ‘u = Aju.

The preceding inclusions have to be understood as follows: all the implications mean that the quantities considered are
uniformly bounded — with respect to the difference parameter 4 > 0 — in the L2-norm, while Ay =h™%y, see (2.6);
recall also from (4.2)4 that t — a(x, 1, w) € COU+9)/2 with ¥ € (0, 1). The L2-estimate for A}lu then yields a time
derivative d,;u € L>. This iteration will be performed through Lemma 4.4 — Proposition 4.8. Then, having proved
the existence of the first time derivative in L> we can finally exploit the system for the second normal derivative,
yielding that we also have D, D,u € L?. Since the result seems to be interesting in its own we shall summarize it in
the following theorem which is a consequence of Propositions 4.3, 4.8 and 4.10 below.

Theorem 4.2. Suppose that u € L*(A R2; WL2(BE: RNY) with u = 0 on the lateral boundary I'x is a weak solution
of the parabolic system (4.1) where the structure conditions (4.2) are in force. Moreover, let G € N%7:2(QH: RN),

where ¥ has been defined in (4.2)4. Then, D%u e LZ(Qj, R”ZN) and 0;u € LZ(Qf, RN)for all 0 <r < R. Moreover,
forany 0 < o < R there holds

+ +
Qo2 Qo

where c =c(n, N, L/v,?¥) and ¢ — oo when ¢ | 0.
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As mentioned above we first consider the derivatives D, Du with respect to the tangential directions o =
1,...,n — 1. We start with a Caccioppoli-type inequality for the tangential derivatives.

Proposition 4.3. Let u be a weak solution of (4.1) on Q'Ig according to Definition 4.1. Then, Du is weakly differentiable
with respect to xo for any a =1,...,n — 1 and Dy Du € LZ(Q;", RN™) for all 0 < r < R. Moreover, there exists a
constant ¢ = c(n, N, L/v) such that for any 0 < ¢ < R we have

sup /|D u(, 0|7 dx + / |Do Dul?dz < [(y2+g_2)/(1+|Du|2)dz+/|G|2dzi|.

teA 2
(0/2) + +
e/ Q@/Z Qc e

Proof. We consider a fixed tangential direction x,, « = 1,...,n — 1. For |h| sufficiently small we replace in (4.3)
(after replacing & by 1) the test-function ¢ by %, ¢, perform an integration by parts for finite differences and then

integrate for 7 € A2 over (—02, t). This leads us to

t t
//alr,f[uk]-<p+(r,‘l"[a(~,Du)]A,Dgo)dxdrz//(Gk,tfhgo)dxdt.

—-0® B}, —-0® BY

Now, we choose cut-off functions n € C;°(B3g/4) With 0 <n <1, n=1o0n By, |[Dn| <c/oand ¢ € C(R) with
0<¢<1,z=0o0n (—00,—0%), ¢ =1on (—(0/2)? 00) and |¢’| < 2/0*. Choosing in the preceding identity the
test-function ¢ (x, ) = nz(x)g(t)r;i‘ [t ](x, ¢) with O < |h| < o/8 the first term on the right-hand side can be rewritten
in the form

/[a,rh [ur] - @dxdr = = /‘rhuk( z)| n {(t)dx—— / /|rhux| n2¢ dx dr. (4.4)

o\
—0? By -0? BQ

Passing to the limit A |, 0 we therefore obtain

/|Thu( z)| n2c(r)dx + // [a(-, Dw)], Dtfu)n*¢ dx d<

-0 B+

/ / |rh u| n2e — 2<1:;j‘ [a(-, Du)], Dn® rﬁu)n; + <G, ¥, (nzrﬁ‘u)k dxdr,
—o? B+
fora.e. 7 € Ay. We now decompose
ta(- - Du(-,))](x, 1) = Ah)(x, 1) + B(h)(x, 1), 4.5)
where

Ah)(x,1) _a(x—l—hea,t,Du(x—i—hea,t))—a(x~|—hea,t,Du(x t))
1
/ wa x—i—hea,t Du(x,t)+ st [Dul(x, t))ds 7 [Dul(x, 1)
0

and B(h)(x,t) :=a(x + hey,t, Du(x,t)) —a(x,t, Du(x, t)). Then the preceding integral identity can be rewritten as
follows:

t
1
§/|z;u(.,z)|2n2;(z)dx+ / /(A(h)+B(h),Dr,f‘u)n2§dxdt

BF —-0? Bf
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:—2[ /A(h)+B(h) Dn®tiu n{dxd1:+ /f |rhu| n §t+(G,ffh(n2r,‘fu)>§dxdr. (4.6)

ZB+ ZB+

From the ellipticity condition (4.2), we infer that

(A (x, 1), DTfu(x, D) > v|rf [Dul(x, 1) .
This implies for the integral involving .A(%) on the left-hand side of (4.6) that

t t
/ /(A(h),Drﬁ‘u)nzg“ dxdt >v / /|t,‘1‘[Du]|2n2§ dxdr.
—* By —o' By

On the other hand, from the upper bound (4.2); we have | A(h)(x,1)| <

L|t[Du](x,t)|. Hence, the integral involving
A(h) on the right-hand side of (4.6) can be estimated using Young’s inequality with & > 0 (to be chosen later) by

‘
<2L//|r}‘,"[Du]||Dn||r,‘;‘u|n§dxdr

t
f(.A(h), Dy @ tunt dxdt

_QZBQJr _ ZB+
gsf f|t°‘[Du | n ;dxdr+— / /|D77| |rhu| Cdxdr.
ZB+ ZB+

To estimate the integrals involving B(k) in (4.6) we exploit the Lipschitz continuity of the vector field a(x, f, w)
with respect to x from (4.2)3 in the form of the inequality |B(h)(x, t)| < Ly |h|(1 + |Du(x, t)|). Subsequently using

Young’s inequality we obtain

2
//\rh Du];n;dxdr+ " // 1+ [Dul) 2n2c dx dt

t
/ / (B(h), Dt u)n*¢ dx dt| <

—-0? Bf -0?Bf —-0% B}
and similarly
t
2 / /(B(h),Dr}@t,‘fu)r];dxdt
7Q2 Bg+
t 1
8/ /|Dn|2|rﬁu]2§dxdf+w / f(1+|Du|)2n2§dxdt.
~0*Bf ¢ —o? B}

We now turn our attention to the estimate of the integral containing the inhomogeneity G. First, we write

/t /(G, t®, (n*tiu))t dx dv = /t /(G, n(x — heg)t®, (ntiu))s + (G, (t,n) (T u))¢ dx dt

—0* Bf
=:1+1,

—0? Bg+
with the obvious meaning of / and /I. In turn we estimate / with Young’s inequality and (2.7) by

1
1< / /|G|}r§h(nr;j‘u)};dxdr

,QZ Bg
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//|r_h nTyu | {dxd1:+—/|G| dz

ZB+

//‘D ﬁfhu)} g“dxdr+—/|G| dz

~0? B

h2
<ce/ /|tﬁ‘Du|2n2§+|Dn|2|t,‘j‘u|2§dxdr+?/|G|2dz.
—Q2B+ QZ
Using again Young’s inequality and the fact that | Dn| < ¢/o we get
1< [ 161l ulnc dz
07
_ 2 2
<o 2/‘1’,?‘14’ n25d2+Q2/ IGIZ‘rfhr]‘ dz
o; s

<o /|rhu| n {dz+g2h2/|G(x t)| /|Dn(x—sheo,)| dsdz

QQ QQ
<Q_2f|r;fu|2n2§dz+ch2f |G|*dz.
o oF

Joining the preceding estimates with (4.6), noting that |¢;| < 2/02, |Dn| < c/o, sptn C B34 and choosing & suffi-
ciently small in order to re-absorb the integrals involving |t;*[ Du]| we arrive at

t
/|tﬁ‘u(-,t)|2n2§(t)dx+ / /|t,‘j‘[Du]|2n2§dxdr

Bf —-0® Bf
2 f }r,‘l"u‘zdz+ch2/(y2(1+|Du|)2+|G|2)dz,
Qgrg/4 Qz;

where ¢ = ¢(n, L/v). Passing in the first term on the left-hand side to the supremum over ¢ € A2, taking 7 = 0% in
the second one, noting that n =1 on By/» and { =1 on A, »)> and finally using Young’s inequality, (2.7) and the fact
that 0 < |k| < o/8 leads us to

sup /\thu( t)\ dx + / |7 [Du] dz < ch2|:(y +o0~ )/(1+|Du|2)dz+/|G|2dz:|.
teA
(e /Z)ZBQ/2 QQ/Z Qz; Q;r

Since 0 < |h| < ¢/8 was arbitrary this proves that Du is weakly differentiable with respect to x,. Moreover, the
desired Caccioppoli-type estimate holds. Note that by a different choice of the involved radii and cylinder we can
infer that Dy, Du € Lz(Qj, RM") for any 0 < < R. This finishes the proof of the lemma. O

Our next aim is to show that u is weakly differentiable with respect to time. In the interior this can be achieved by
using the system and the weak differentiability of Du with respect to x (see for instance [2,6,18]). In order to exploit
the system we have to control either the time derivative d,u or D, Du up to the boundary I'g. As described at the
beginning of the section we shall derive an L?-estimate for d;u up to the boundary by a reiteration technique for finite
differences and then exploit the parabolic system in order to control D, Du. We start with the following
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Lemma 4.4. Let u be a weak solution of (4.1) on Q; according to Definition 4.1. Then, for all 0 <r < o < R and
0 < |h| < min{(o — r)?, R* — 0?} there holds

2
Thu
/ | |hh|| dz<c(L)/(1+|Du|2+92|G|2)dz.

of of

Proof. We choose a cut-off function n € Cj°(B,) with 0 <n <1, n=1 on B, and |Dn| < 2/(¢ — r). Taking

ox,t) = nz(x)rhu(x, t) as test-function in the Steklov-formulation (4.3) of the parabolic system, integrating with
respect to ¢ over A, and recalling the identity t,u = |h|0;u, we find

2
Tl
,//||hh|| nzdxdt=//8tuh-n2rhudxdt
A2 BS A2 BY

=— / f(([a(~, Du)]h, D(nzrhu)) — <Gh, nzrhu» dxdt.

A2 B

Using the bound from (4.2); on the coefficients a, the facts that |Dn| < 2/(0 —r) < 2/+/Ih], |h] < 0> and Young’s
inequality we obtain

lthul?
/ andxdtg L(1 + |Dulp)(IDtauln® + |taul|Dn*|) + 1Gplltpuln® dx dt

Ar2 B;r Ar2 B;r

1 2
SE/ |T|h:|| ’72”’“1’”//1+Ithu|2+|Du|%+@2IGhI2dxdfv

Arz B; Ar2 B;

where ¢ = c(L). Now, we can absorb the first term of the right-hand side into the left. Using n =1 on B, and
0 < |h| < (0 —r)? < 0> — r? the preceding inequality leads us to

2
,
2
TThiu
| |hh|| dz<c/ /(1+IthDu|2+|Du|ﬁ+92|Gh|2)dxdtgc/(l+|DM|2+Q2|G|2)dZ’

o —r2 B of

where ¢ depends on L only. This proves the desired estimate. O

Lemma 4.5. Let u be a weak solution of (4.1) on Q; according to Definition 4.1. Then, for all 0 <r < o < R and
0 < |h| < (R?—0%)/2 and ¢ € (0, 1] there holds

sup /|rhu(.,t)|2dx+/|thDu|2dz

tEArz

B of

2
T_hThlU c !
<e |t—nthu] dz + - / |-chu|2dz+c|h||:|h|ﬁ7/2/(l+|Du|2)d2+_/|g|2dzj|’
7] @—r) ¢

of 07 0z o

where c = c(L/v) and G(x,t) :==|G(x, )| + |1 G (x, 1)].

Proof. Taking the difference of the Steklov-formulation (4.3) of the parabolic system (with & replaced by 1) at level
s+ h and s we obtain for a.e. s € Ap2 that

/at(rhu;\)(-,s)-(p+(rh[a(~,s,Du)]A,D<p>dx=f(rhG)\(-,s),gD)dx.

+ +
BR BR
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In this equation we choose the test-function ¢(x, t) = nz(x)g“(t)rh [u;](x, 1), where n € C°°(BQ) ¢ € Cl(A 2) are

cut-off functions with0 < n < I, p=1on B,, |Dn| <2/(0—r),0<¢ <1, =10onA,2and [¢'| <2/(0 —r)2 and
then integrate with respect to time (the variable will be denoted by s) over (—g2, ), w1th 1 € Ay Proceeding in this
way and noting that

t t
1
//3t(thux)~(fhux)772§dxds=§ / /3z|ThMA|2§772dde

_QZBg' _9233—
t
1 | 2214 1 2,200 g d
=3 s (-, 1) 07 (1) x=3 |thurl*n¢’ dx ds
Bf —-0? Bf

we infer that

¢
1
> /|thu,\(~,t)|2n2§(t)dx+ / /(rh[a(~,Du)]A,D(nzthu,\))g dxds

Bf —-0? BY

t
1
_ f / S PPt — (@G, mat deds.
_QZBJ

Passing to the limit A | 0 and rearranging terms we find that for a.e. 7 € A ;2 there holds

/|thu( t)| n2c(t)dx + / /A(h)—i—B(h) 7w Du)n*¢ dx ds

—o? B+
=-2 / / A(h) + B(h), Dn®thu n¢dxds + / / —|1:hu| n {/— (rhG,thu)n2§ dxds, 4.7
2 B+ 2 B+
where we have used the abbreviation
wla(- -, Du(-,))](x,s) = A(h)(x, ) + B(h)(x, s) (4.8)
with

Ah)(x, s) :=a(x s+h,Du(x,s +h)) —a(x,s + h, Du(x,s))
1
/ wa x,8+h, Du(x,s) +otu[Dul(x, s))do [ Dul(x, s)

and B(h)(x,s) :=a(x,s + h, Du(x,s)) — a(x,s, Du(x,s)). From the ellipticity condition (4.2); we infer for the
integral involving .A(%) on the left-hand side of (4.7) that

t !
/ /(.A(h),thu>n2§‘dxds >v / /|rh[Du]|2n2§dxds.

_Q2 Bg' —Q2 Bg—

On the other hand, using the upper bound (4.2); and Young’s inequality with @1 > O (to be chosen later) we obtain
for the integral involving .A(%) on the right-hand side of (4.7) that
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t
<2t [ [|nipuioniung dxds

_QZ BQ+

t
f(A(h), D ® tyu)n¢ dx ds

_QZ BQJr

t
2
2 L
< [ [lmioaficdsds+ = [10rPmuiaz,
—o? B} of

To estimate the integrals involving B(k) in (4.7) we exploit the Lipschitz continuity of the vector field a(x, ¢, w) with
respect to ¢ from (4.2)4 in the form

|B(h)(x, )| < Lyl 3" (+|Du(x,s)|).

Using Young’s inequality again we find

‘//B(h) DT},M)U cdxds| < / /}th[Du]| n {dxds—l—c,“/( +|Du|)

-0? Bg —0? Bg Qg

and similarly

t
2‘ / /(B(h),Dn@Thu)ﬂidxds <pL1/|D;7|2|thulzdz—i-cﬂl /(1+|Du|)2dz,

—0* BS o QF

where ¢, = L2y2|h|1+1’ . Finally, we estimate the term in (4.7) involving the right side G. In the case
(0 —r)> < |h| we use Young s inequality to obtain

1

//rhG )’ dxds < |h|/|rhG| dz + — |h| |rhu|2dz<|h|/|rhc|2dz+( )2/|rhu|2dz,
o—r

—0? Bf of of

while in the case (¢ — r)? > |h| integration by parts for finite differences yields

t t
//(rhG,grhu)nzdxds = / /(G r_h(g“rhu))nzdxds

_QZ Bg' —Q2 Bg—
t+h
+ / f(G(~,s), (s —WTu(, s — h))n* dx ds
t Bg’
_QZJ’_h
[ [i6Csc6 = mmuc.s — m)rPaxas
—0? B;r
=1 +1+1l, 4.9)
with the obvious meaning of /-II1. Note that the previous formula holds for positive as well as for negative parame-
ters h; but for A > 0 we already have /1] = 0 since spt{ C A 2. To estimate I we use the identity
T_n(CTau)(s) = §(s — M) T_pTRu(s) + T-pC($) TRU(S)

aswell as ¢ < 1 and |t_,¢| <2|h|(0 —r) "2, t < 0% and Young’s inequality with ¢ € (0, 1] to deduce
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t
= / /<G(',s),§(s — )T pThu (-, $) + Top () Thu(, ))n? dx ds

_QZBg’
< [ 1Glle-smuldz + = )2/|G||rhu|dz
ot

2 L2
<o [ el ||/|G|d L _clh 4/|W|zdz
o—r)
.

||
05
= / lthul® dz,
0f

2
T_hT 2|h
<o f! ’“’“'d+ﬂ/|c;|d+
1
where in the last line we have taken into account that |h| < (0 — r)2. To estimate II we in turn perform a transformation,
apply Young’s inequality (with x5 > 0 to be chosen later; note also that spt{ C A,2) and estimate |G (-, s + h)|? by
2|G(-, $)|* + 2|ty G(-, 5)|*. This leads us in the case & > 0 to

05

t
1= / /(G(-, s +h), £(s)Thul-, $))n* dx ds

t—hB+
< I 2.2
G (s + W) e (s) dx ds + = |thul*n*s dx ds

2M2 2|h|

t— hBJr t— h3+
h
| |/‘|G| + 5GP dz+2|h| / /Irhulzr]z;‘dxds

o (t=h.DNA 2 Bf

1 ’ 2 2 9
gz |GI* + [tnGl*dz+ pa sup [ |tau(-,5)| " n%¢(s) dx.

SEA 2
o
0;

In the case 7 < 0 we obtain completely the same estimate when replacing the interval (t — h,t) by (¢, — h). In
completely the same way we achieve the estimate for /I, which reads as follows:

III<L—| IG)? + |1 G > dz + po sup /]rhu( s)| n2¢(s)dx.
2

o

Combining the preceding estimates for /-] with (4.9) we deduce a bound for the integral involving the inhomo-
geneity also in the second case || < (o — r)?. Subsequently, joining the preceding estimates for the terms appearing
in (4.7) and choosing w1 as usual small enough (note that we can also switch to smaller values of ¢ and u, if necessary)
we finally arrive at

t
[lnat.oPrcwds+ [ [ 1mpubiiedsas

B —0? Bf

2
T_pThU C
2/12 sup /|rhu( s)| n ;(s)dx—f-s |7 Thu| dz + 5 / |thu|2dz
i (e—r)
o b
+C|h|1+ﬂ)’2/(1+|Du|2)dz+|h|(8_1+M£1)/|G|2+|ThG|2dZ. (4.10)
of 0F



V. Bogelein et al. / Ann. 1. H. Poincaré — AN 27 (2010) 145-200 165

At this stage we note that supSGAQ2 fB; |Thu(, S)|2772§(s) dx < 00, and here we are using that supseAQ2 fB; lu(-, s)|2 dx
is finite. Indeed, in the parabolic setting this expression appears on the left-hand side of the Caccioppoli inequality
(see for instance the proof of Lemma 3.1). Since (4.10) holds for a.e. r € A 02 Wecan take the supremum over t € A e
in the first term on the left-hand side and let # 1 o2 in the second one. Choosing > small enough, absorbing the
sup-term of the right-hand side on the left and recalling that n>¢ = 1 on Q;F the preceding estimate yields the desired
estimate for positive finite differences, i.e. for tju, respectively tj; Du. This proves the assertion of the lemma with a
constant c =c(L/v). O

Corollary 4.6. Let u be a weak solution of (4.1) on Q; according to Definition 4.1. Then, for all 0 <r < o < R and
0 < |h| < (R? —02)/2 and & > 0 there holds, with ¢ = c(L/v)

sup f|rhu(.,t)|2dx+/|thDu|2dz
Bf o

tEArz

1 1
<c S+ = /|fhu|2dz+c|h|””y2f(1+|Du|2)dz+8f @G dz.
(0—r)~ ¢
o o o

Proof. We proceed completely similar to the proof of Lemma 4.5 except for the term in (4.7) involving the right
side G. Here we now apply Young’s inequality to obtain

t
1
//(rhG, thu)nzé“dxd8<8/ |ThG|2dZ+—/|ThM|2dZ-
£
—0* BS of of

Inserting this in (4.7) and replacing ¢ by a smaller value if necessary, this leads us to the desired estimate. O

Lemma 4.7. Let u be a weak solution of (4.1) on Q; according to Definition 4.1. Then, for all zo = (xg, ty) € Q"Ig UTR
and 0 <r < o < R and 0 < |h| < 0% such that Q;_Q(ZO) - Q'}‘f there holds

2
T_hThu h
/ %dzgc(l (Q|—|r)2> / |ta Dul* + |ty Dul*dz
0/ (z0) 0% @)

|hl 2
+c|h|1+ﬂ 2(1—{——) / 14+ |Du|”)dz
y (@—r)? ( )

+
QQ+M(ZO)
2 2
+clh| / [t G|” + [t-nG|" dz,
07 (z0)
where ¢ = c(L). (Note that Q}f (z0), O (z0) are not necessarily half-cylinders.)
Proof. For convenience in notation we omit the reference to the point zg in the following and without loss of generality
we assume that 7o = 0. Moreover, since 7_j tyu = 75, T_,u We can assume without loss of generality that 2 > 0. We

start with the Steklov-formulation (4.3) of the system and take its difference at level t — /4 and ¢. Then, fora.e. t € Ap2
we have

[t_haluh(-,t)-(p+(r_h[a(-,t,Du)]h,Dgo)dx:/(t_hGh(~,t),g0)dx.
By By

In this equation we choose the test-function ¢(x,t) = nz(x)t_hrhu(x, t), where n € Cgo(BQ) is a cut-off function
with 0 <n<1,n=1on By, |[Dn| <2/(¢ —r). Integrating the resulting equation with respect to ¢ over A,> and
using also d;u;, = t,u/h we obtain
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2
f %Uz dz = / t_nBup) - n*r_ptnudz
of 0f
= [{esGa i) + (r-sfat D), DO et dz.
0;
With the notation introduced in (4.8) we decompose
t_plaC, Dw)], =[r-na-, Dw)], =: [A(=1)], + [B(=h)],.

Using this and Young’s inequality we obtain from the second last equation for €1, &7 > 0 (to be chosen later) that

2
/%n%{z < /’D(r_hrhu)|2772+£1|Dn2|2|r_hfhu|2+82|T—hThM|2U2dZ
of 0
+ [ AR, + B, P) 4 s e
05
= h+eih+els+(1+e ")+ 15)+e5 ' s, (4.11)

with the obvious meaning of /1—Is. In turn we will estimate these terms. We start with the estimate for /;. Using (2.8)
we find

L <2 / |7 Du|* + |z Du|? dz.
0;
The estimate for /; is achieved by the use of |Dn| <2/(0 — r) as follows:

/ |r_hthu|2n2 dz.
s

8

h<——
(0—r)?

In order to get an estimate for /4 we use in turn (4.2); and the fact that |7| < 0% to find

92_,’_]1 Qz-‘rh
Iy < / /\A(—h)\zdxdtgﬁ / /|r,hDu|2dxdr<L2f|thu|2+|r,hDu|2dz.
—o® Bf —o* Bf o

For the estimate for Is we use (4.2)3 and 0% + |h| < (0 + +/Th[)? to infer

0% +h o2 +h
Is < / /|B(—h>|2dxdt<L2V2lhl”” / /(1+|Du|)2dxdt <L7y?|h|? / (1+ |Dul) dz.
' By o B Q7 i

Finally, for the estimate for /s we decompose and enlarge the domain of integration in order to obtain

Q2+h Q2 92
Ig < f /|t_hG|2dxdt=//|r_hG|2dxdt+ / /|rhG|2dxdt</|rhG|2+|r_hG|2dz.
—0? Bgr —0? Bg— 02—h 33— Qa—

—_ 2 . .
Combining the previous estimates with (4.11), choosing ¢; = (98\ hr |) , 8= ﬁ and absorbing terms we arrive at
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2
T_hThl h
/%nzdzgc(l+(g|_|r)2)/|thu|2+|r_hDu|2dZ
04 07

7]
(0—r)?

+c|h|1+ﬂy2<1+ ) / (1+|Du|2)dz+c|h|/|rhG|2+|LhG|2dz,

+ +
S %

where ¢ = 100L? for example. Together with 77 = 1 on B, this yields the desired estimate. [

Having arrived at this stage we can join the preceding results to achieve the weak differentiability of # with respect
to the time variable 7. To be precise

Proposition 4.8. Ler u be a weak solution of (4.1) on Q}g according to Definition 4.1 and let G € No’ﬁ;z(Q;; RM).
Then, d;u € LZ(Q;"; RN) for any 0 < r < R and for all 0 < o < R there holds

2 2 -2 2 2
0y o

where ¢ = c(L /v, ¥) and ¢ — oo when v | 0.

Proof. We consider 0 < || < (0/4)? and 0/4 <r < s < 0/2. In the sequel we use the notions Zj(s,r) := 1 +
|h|(s —r)~% and 2, (0) := 1 + |h|o 2. Applying in turn Lemma 4.7 (with radii  and (s + r)/2) and Lemma 4.5 (for
h and —h and with radii (s +r)/2, s and ¢ = [2¢ Z}, (s, ]~ and noting that (s +r)/2 + «/|h] < 0/2 + 0/4 < 0 as
well as [(s +7) /2% + |h] < (0/2)* + (0/4)* < 0% and |h|? < 1 we obtain

2
T_4hT
/%dzgczh(s,r) / |ty Dul* + |ty Du|*dz

o/ Qi
+c|h|[y22h(s,r)/(1+|Du|2)dz+/|G|2dz:|

o s
1 [ le—ptpul? Zp(s,r)

<! J 24 e ultd
3 [z 2O [ o e
¥

oy 00
+ clh| 25 (s, r)|:y2 / (1+|Dul*)dz + / |G|2dz},
0} 05
where ¢ = c(L/v). Applying the iteration lemma [7, Lemma 2.4] we can absorb the first integral on the right-hand
side in the preceding estimate on the left to infer

2
T_pThit Z
/wd1<0$ / lthul® + |t_pul*dz
+

i
Q;r/4 Qg/z
+c|h|zh(g)[y2 /(1 +|Dul?)dz + / |G|2dz}. (4.12)
o oF
Since || < (0/4)? we have Z,(0) < 2. On the other hand, applying Lemma 4.4 with & and —h we see that
/ |zhu|2+|r,hu|2dz<c|h|/(1+|Du|2+92|G|2)dz.

0y o
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Inserting this in the second last estimate we arrive at

/ lT_pthul>dz < ch’>M?, (4.13)
Qg
where we have set
M*:=(y*+07?) /(1 +|Dul*)dz + / |G|*dz.
0f o7

Since 17—, thu(t) = tpTpu(t — h) this implies

for any choice of 0 < |h| < (0/8)?, and ¢ = c(L/v). At this stage we are in a position to apply Lemma 2.4 with
(1,1-9/4,cM, (9/8)2, 2) instead of («, B, M, hg, o) yielding

/ |rhu|2dz<c|h|2—%[gﬁM2+gl’—4/ |u|2dz} <clh 30" M2, (4.14)
0% of

for all 0 < |h| < (0/16)%. Here we have also used the Poincaré inequality from Lemma 2.2 to estimate /, ot lul®dz.

Moreover, the constant ¢ depends on L/v and ¢ and we have ¢ — oo when ¥ | 0. Now, we want to improve this

estimate in the sense that we attain 42 instead of |2|>~2 on the right-hand side. For this we apply in turn Lemma 4.7

(with radii /32, 0/16) and Corollary 4.6 (for h and —h and with radii 0/16, /8 and & = |h|'~? 0*”). Taking also
into account that 0 =2 < k|7 ~1072? and |h|~7 %" > 1 this yields

2

T_hpThu

/'TTTldzéc / |ty Dul? + |t_p Du|*dz
+

0 Q016
+c|h|[|h|”y2f(1+|Du|2)dz+ / |rhG|2+|rhG|2dz]
QZ:/S QZ/]G
<clp’~lo™ / |Thul® + lTpul*dz
Qs
+c|h|[|h|”y2/(1+|Du|2)dz+|h|—%” / |rhG|2+|r_hG|2dz}. (4.15)
Qs Qg8

Now, recalling the definition of M, using (4.14) for & and —h as well as the assumption G € N*7:2(Q}; RV) leads
us to

|T_nThul* 2y D\ 142 O 20 2
f szédhl[(lhlzg + |h| )M +clh|"o ||G||No,ﬂ;2(QQ+)]

J
Qo3

v _
<clhl™ 20T [M? 411G 002 )]

forany 0 < || < (0/16)? and with a constant ¢ = ¢(L /v, 9). Using once again the fact that t_j tyu(t) = tpru(t —h)
we therefore arrive at
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2 2 242 —9ras2 2
/ lthThul”dz < / |T—nthul"dz < clh|" 20 [M + ”G”No,ﬁ;z(Q:)r)]a
Q564 Qg3

valid for any 0 < |h| < (0/64)%. At this stage we can apply Lemma 2.4 a second time, but now with the choice
(14 5. 1@ " M? + G0 o)) (0/128)) for (o, . M. o). This yields
T e

/ |rhu|2dz<ch2[M2+||G||QO,,9;2(QQ+)+Q—4 / |u|2dz]
Q:;/M 05
<R’ [M? +1G 0o )

for any 0 < || < (0/128)% and where ¢ = ¢(L/v). Note that we have used the Poincaré inequality from Lemma 2.2
in the last line. The preceding estimate implies d;u € LZ(Q'IE /64 RY). Moreover, there holds

2 2 2
/ ol dz < e[M? + 1G 130,025, )
Qy/64
Finally, we note that by a different choice of the radii we can also attain Q;f/z instead of Q;/ﬁ 4 as domain of integration
in the integral on the left-hand side. Recalling the definition of M then proves the desired estimate. Further, let us

note that again by a different choice of the involved radii and cylinder we also find that d;u € L2(Qj‘, RY) for any
0 < r < R. This finishes the proof of the lemma. O

Later, in the proof of the dimension reduction we will need an estimate for finite differences in time of the gradients
of solutions of certain comparison systems. The following corollary will provide this estimate. It is an immediate
consequence of the results we have obtained so far.

Corollary 4.9. Let u be a weak solution of (4.1) on Q}; according to Definition 4.1 and let G € No'ﬁ;z(Q;). Then
forall 0 <o < R and 0 < |h| < (0/4)? there holds

/ |th Dul? dz < (L /v, ﬂ)|h|[(y2 +07?) / (1+1Dul?)dz + ||G||i/0,ﬁ;z(gz)],

Q2 ofF
where ¢(L/v, ) — oo when v | 0.
Proof. Applying Lemma 4.5 with the choice (0/2,30/4,1) for (r, 0, ¢) and noting that |t_,tu(t)| < |tpu(t)| +
|zhu(t — h)| we infer for 0 < || < (0/4)? (then (30/4) + |h| < 0% and (30/4 — 0/2) "% = (0/4)"% < |h|™") that

/ |tw Dul®dz < clh| ™! f |thul® dz + c|h] / y*(1+1Dul?) + |G dz.

Q2 s oF

In the preceding inequality we are going to use the fact that u is weakly differentiable with respect to time by Propo-
sition 4.8 and the L?-estimate for d;u. This leads us to

/ |oh Dul® dz < clh] [(ﬁ +07%) / (1 +1Dul)dz + G113 0.2t )},
20
[y 03,
where ¢ = c(L/v) and by a different choice of radii we infer the asserted estimate. O
At this stage we are already able to control the time derivative d;u and all second derivatives Dy Dgu with o +

B < 2n. Therefore, we can use the parabolic system in order to establish the existence of the second normal derivative
D,, D,ju together with an estimate for its L2-norm.
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Proposition 4.10. Let u be a weak solution of (4.1) on Q}f according to Definition 4.1 and let G € NO72(QF: RN).
Then, Du is weakly differentiable with respect to x,, on Q; with D, Du € L2(Qj, RN™) for all 0 < r < R. Moreover,
forany 0 < o < R we have

2 —

sup f |Duut, )| dx + / |D, Dul*dz < c[(y2 +07?) /(1 + |Dul?)dz + ||G||QOY§;2(Q3)},
teA 2

©/2)

B ln of

where c =c(n, N, L/v,?¥) and ¢ — oo when ¢ | 0.
Proof. Let i € (0, 0/2). Similarly to the estimates for the tangential directions in the proof of Proposition 4.3 we
decompose

' la(-, Du())](x, 1) = A(h)(x, 1) + B(h)(x, 1), (4.16)
where we have set

A(h)(x, 1) :=a(x+hen,t,Du(x+he,,,t))—a(x+hen,t, Du(x,t))
1
= [8wa(x—i—he,,,t,Du(x,t)+st}:’[Du](x,t))dsr[f[Du](x,t)
0

and B(h)(x,t) :=a(x + he,, t, Du(x,t)) —a(x,t, Du(x, t)). From the ellipticity assumption (4.2), we infer that

v[Tf [Dul(x, )|* < Ah)(x, 1) - T Dul(x, 1)

= Z 7 [aa (-, Dw)](x, 1) - 1) [Dqul(x, 1) — B(h)(x, 1) - T/ [Dul(x,1).
a=1
Using (4.2)1 and (4.2)3 in order to estimate the right-hand side in (4.16) we obtain
|77t [aa -, Dw)]| < [AW| + [Bh)| < L(|7/ [Dul| + yh(1 + [Dul)).

Inserting this for = 1, ..., n — 1 above, using once again that |B(h)| < yh(1 + |Du|) and finally applying Young’s
inequality with ¢ > 0 we deduce

n—1
v|t [Dul|” < e|ef1Dul|* + cg|:Z|r;:[Dau]|2 + 17 [an (-, Dw)]|” + 2R (1 + |Du|)2j|,

a=1
where c¢; = c(n, L, 1/¢). Choosing &€ = v/2 in order to absorb |7}/ [ Du] |? on the left side and integrating the resulting
pointwise estimate over Q;L/z then yields

n—1
f o Dul|dz < e f |/ [Doul|* dz + / |7 [an(-, Dw)]|” dz + cy*h? f (1+|Dul)’dz, (4.17)
=1
Q)2 ol % Q2
where ¢ = c(n, L/v). By Proposition 4.3 we already know D, Dyu € LZ(Q;FQM, R") fora =1, ...,n—1 and therefore
the standard L>-estimate for difference quotients implies

/’r,;'[Dau]|2dz<h2 / |D, Doul|? dz, (4.18)
Q5 Qo

for any h € (0, ¢/4). From the facts that u is a solution of our parabolic system (4.1) and that Dy Dgu, a + 8 < 2n,
and 9;u are L?-functions we find that D,,a, (-, Du) € LZ(Q;Q e R™). Indeed, rewriting (4.1) as follows

n—1
Dyay(-, Du) ==Y Doty (-, Du) + u; — G,

a=1
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we see that Propositions 4.3 and 4.8 imply that the right-hand side of this identity is in L2(Q§rg e RN). Therefore, the
standard L’-estimate for difference quotients applied to %r}f [an (-, Du)] yields

/!r;’f[an(-,Du)]lzdz<h2 f |Dya(-, Du)| dz

+ +
Qo O34

n—1
<c(n)h? / |:Z|Daaa(~, Du)|2 + u)? + |G|2:| dz. (4.19)
+ a=I
Q3Q/4

Moreover, using again the bound on dya(x,?, w) from (4.2); and the Lipschitz continuity of x — a(x,?, w)
from (4.2)3 weobtainfora =1, ...,n — 1, | Dyay (-, Du)| < L(|Dy Du| + y (1 4+ |Dul)). Now, we insert this into the
sum in (4.19), and then join the result with (4.18) and (4.17). This leads us to

n—1
/|r,;’[1)u]|2dz<ch2 / |:Z|DO,DM|2+|u,|2+y2(1+|Du|)2+|G|2j|dz

=1
O AT
< chQ[(g‘2 +7%) / (1+1Dul?) dz + ||G||ifo.ﬁ;z(Qg+)].

o;
In the last line we have used Propositions 4.3 and 4.8 (with radii 3p/4, o instead of ¢/2, o, which can be achieved as

usual by a different choice of the involved cut-off functions and cylinders). Since this estimate holds for any choice
of h € (0, 0/4) we conclude that D, Du € L2(Q3'/2; RM) with the estimate

Q;r/z 04

Once again a different choice of the involved radii yields that D, Du € LZ(Q;", RN™) for any 0 < r < R. Finally,
we turn our attention to the LZ-estimate for D,u(-, 7). For this aim we consider 7 € Ao and choose cut-off

functions n € CS°(Bagya) With 0 < 1 < 1, n =1 on By, Dy < c/o and £ € C'(R) with 0< ¢ < 1, £ =0
on (—oo, —(30/4)%), ¢ =1 on A(p2y? and 1¢’| < ¢/0>. For the Steklov-mean u, with A € (0, 0/4) we know that
3, Dpu,, € LZ(Q;QM, RY) and Dyu, (-,1) € LZ(Q;QM, R¥). Therefore, the following computation is justified:

t
1 1
E/yDnm.,t)\znzdx:E / /ar(wnuuzc)nzdxdr
5

_92 Bgr

t
1
=3 / /(aT|Dnux|2;n2+|Dnux|2;/n2)dxdr

_Qng—
t
2 1 247 2
= Dy, (0ruy) - Dpuypln +§|Dnuk| ¢'n” | dxdr.
_92 Bg

In the first integral on the right-hand side we integrate by parts, taking into account that d;u; (-, 7) - Dpu; (-, t)n2 =0
on BBZ{. Applying also Young’s inequality this yields

t t
//Dn(aruA)DnuA{nzdxdr: / /afupDn(Dnumz){dxdr

,Q2 Bg+ 7Q2 B;r
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t
= / [(aruk'DnDn”knzg+8ruk'Dnuan772§)dXdT
_QZBng
<Cf(|arux|2+|DnDnMA|2+Q_2|Dn14x|2)77§d1~
o

Inserting this above and recalling that |¢'| < ¢/0? yields

1 2 _
§/|Dnux(-,r)l nzdx<c/(|afux|2+|DnDnux|2+g 2\ Dty )¢ dz.
5 oF

Passing to the limit A | 0 and recalling that n =1 on By > and sptni C Q3g/4, we find that for a.e. 1 € A, /)2 there
holds

1 2 _
; / Dy 0)Pdx < e / (18ul? + 1Dy Dyuel® + 02 Dyul?) dz

+ +
By D34

< c|:(Q2 +9?) / (1+ |Dul?) dz + ||G||i/0_1,;2(Q3)],
o5

where we have used in the last line Proposition 4.8 and the estimate from above for the L2-norm of | D, Dpu| (again
with slightly changed radii 3¢/4, ¢ instead of ¢/2, ¢). Taking the supremum over t € A, 5> we obtain the desired
sup-estimate. This finishes the proof of the lemma. O

Lemma 4.11. Let u be a weak solution of (4.1) on Q; according to Definition 4.1 and let G € NO”%Z(QZJ'; RM).
Then, Du € L3 (07; RN™) for all 0 < r < R. Moreover, for any 0 < o < R there holds

142
244 -2 2 2 2 "
/ |Du|**n dz<c|:(g +y )/(1+|Du| )dz—i—IIGIINo_Z,;Z(Q;)} ,
0 0
where c =c(n, N, L/v,?¥) and ¢ — oo when ¥ | 0.
Proof. We choose a cut-off function n € C8°(B3Q/4) with 0 <n < 1,n=1o0n By and | Dn| < c¢/o. From Proposi-

tion 4.10 we know that | D%u| e L2(Q;Q /4). This allows us to apply the boundary version of the Sobolev-embedding
from Lemma 2.3 slice wise on B;” = B3+Q/4 x {t} fort € A3,,4), yielding that

B B
n+2
142 1725 "
< c</|D(|Du| )| dx)
B
n42 n+2
142 V2 ! 2 2n !
<c (‘D|Du| n 77)"+2 dx +c |Du|“|Dn|"+2 dx
B B

=:cl(t)+cll(?),

where ¢ = c(n). In the sequel we estimate [ (t) and /I(t). We start by considering [ (¢). First, we note that
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|D|Du|1+ | = —|Du|n

and using Holder’s inequality we obtain

4152
It)<c |Du|72 | D*u
+

B,

D|Dul|| < —|Du|n
n+2

2
2n_ n n
n+2 dx) <c</|Du|2dx> '/‘Dzu‘zdx.
B B

We now turn our attention to I1(¢). Using | Dn| < c/o we find that

2
11(;)<cg—2</|Du|2dx> ~/|Du|2dx.

B B

We now integrate over ¢t € A(p/2)2, NOtE that n = 1 on B,/> and insert the estimates for /(¢) and /I(¢) above. This leads
us to

2
/|Du|2+%dz<c< sup /|Du(~,t)|2dx) /|D2u|2+g_2|Du|2dz

teA 2
@2
0 B 2
I+
c[(g—2+y2)/(1+|Du|2)dz+||G||fvo,ﬁ:2(Qg+)] ,

0;
where we have applied Propositions 4.3 and 4.10 in the last line (for radii 3p0/4, ¢ instead of 0/2, 0). Once again we
can also achieve Du € L% (Q;F; R™) for any 0 < r < R by a different choice of radii. O

4.1.2. Higher integrability

Here, we are concerned with the higher integrability properties of the time derivative, respectively second-order
space derivatives up to the lateral boundary of weak solutions of non-linear differentiable systems as considered
in (4.1). For this aim we will have to go through the sequence of the lemmas obtained in Section 4.1 and push them to

a higher exponent. We will start by showing the higher integrability of t;, Du. Here, we shall use the fact that h1 tDu
solves a linear parabolic system. This procedure results in the following integrability improvement of Lemma 4.5:

Lemma 4.12. Let u be a weak solution of (4.1) on Q; according to Definition 4.1 and suppose that G € L°! (Q}f, RM)
for some o1 > 2. Then there exists op = oa(n, L/v) € (2, min{o,2 + %}] such that for all o € (2,07], € € (0, 1],
0,(20) C Qg with zo = (xo,10) € @} U T'g and 0 < |h| < (R? — 0* — |to])/2 there holds

s S
][ |thu|"dz<c< ][ |thu|2dz) +e3 ][ %dz
2

0,0 07 (z0) 04 (z0)

a Vo 1
+c|h|z[|h|2y” ][ (1+1Dul") dz + — ][ |g|"dz],
£2
07 (z0) 07 (z0)
where G is defined in Lemma 4.5 and ¢ = c¢(n, N, L/v).

Proof. We define v, = |h|~"/?tju. For 0 < o < R and 0 < || < (R? — 02%)/2 and ¢ € (0, 1] we obtain from
Lemma 4.5 (with o/2, o instead of r, o) the following Caccmppoh -type inequality for vy:

2
T_pV
W p /}Uh( 0|’ dx + / |Dupl*dz < / d +e /Mdz
teA

2 % |A]

o 0y 07
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.2 2 1 2
+e [ 17y (14 1Dul®) + ~IGI dz,
of

where ¢ = ¢(L/v). Proceeding similarly to the proof of Lemma 3.1 we infer the following reverse-Holder-type in-
equality

n+2

1 n n
][ Dy dz < 5 ][ |Dvh|2dz+c<][ |Dvy |72 dz)

+ + +
Qo2 02 Qe

2
T_hUp 1
HTUZ +c ][ k1" y?(1 + | Dul?) + g|g|2arz,

o5, 2,
where ¢ = c¢(n, L/v). Note that in order to have the preceding reverse-Holder inequality we may have to replace € by a
smaller value. The derivation of the preceding estimate did by no means utilize the fact that the cylinders are centered
at zero — this was just for convenience in notation. Indeed, the estimate also holds for any parabolic cylinder with
center 71 C I'g and radius o such that Q2+9+ N (z1) C Q;. Moreover, a similar reverse-Holder-type inequality holds

+¢

for interior cylinders Q,(z1) satisfying Q5,, /j(21) C Q}F. Therefore, we are in the position where we can apply an
up to the boundary version of Gehring’s theorem; the argument is quite similar to the proof of Lemma 3.1. We infer
the existence of a higher integrability exponent o3 = o2(n, L/v) € (2, min{o1, 2 + %}] such that for any o € (2, 02]
there holds

T, _avnl®
][ IDth”dz<C< ][ |Dvh|2dZ) +e? ][ %dz
2

07, (z0) 07 (z0) 07 (z0)

va a
+c ][ |h| 2 y? (1+ |Dul”) + &~ 2|G|° dz,
04 (z0)

where ¢ depends on n, N, L/v but is independent of /. Note, that we can always decrease the value of ¢ if necessary.
Recalling the definition of v, we infer the desired estimate. O

Corollary 4.13. Let u be a weak solution of (4.1) on Q; according to Definition 4.1 and suppose that G €
L"'(Q;,RN) for some o1 > 2. Then there exists o9 € (2, min{o,2 + %}] such that for all o € (2,02], € > 0,
0,(20) € Qg with zo = (xo, 1) € @} U T'g and 0 < |h| < (R? — 0% — |to])/2 there holds

o 2 % ¢ o
][ |th Dul dz<6( ][ |Th Du| dz) +— ][ lThul” dz
g2

07/, (z0) 07 (z0) 07 (z0)

a+

¥)o a
+clh| ) Yl ][ (141Du|”)dz + &2 ][ |1, G|° dz.
0% (z0) 07 (z0)

Proof. Starting from Corollary 4.6 instead of Lemma 4.5 the argument from the proof of Lemma 4.12 yields the
asserted estimate. O

Lemma 4.14. Let u be a weak solution of (4.1) on Q; according to Definition 4.1 and assume that G € L°! (Q;, RM)
for some o1 > 2. Then for all parabolic cylinders Qg‘(z()) with 0 < o0 < R, z0 = (x0,1) € Q; UITg, oc¢€

(2, min{o1,2 + 3] and 0 < |h| < (R* — 02 — |to]) /2 there holds

T_ptpul® T_pthul? 2
][ %dz\c< ][ %dz) +c ][ |t Dul® + |t—_p Dul’ dz
2

07, (z0) 07, (z0) 07 (z0)

N
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o Yo
+clh|? ][ |12y (14 |Dul”) + |t G|” + |—1G|° dz,
07 o)

where c=c(n, N, L,c) and c — oo when o |, 2.

Proof. We let 0o = min{o,2 + %} and consider a fixed parabolic cylinder of the type Q,(z1) C QZ/z(ZO) with
z1 = (x1, 11). In the sequel we distinguish the cases 0 < |k| < (r/2)? and |h| > (r/2)%. In the case || < (r/2)* we
apply Lemma 4.7 with (r, 3r/2) instead of (r, o) to infer that
][ lT_ptaul?dz < c|hl ][ |ty Du|® + |t Du|* dz
0,(z1) 03,(z1)

+ch? ][ 1h)”y2(1 + | Dul?) + [thG* + |71 G|* dz,
03 (z1)

where ¢ = c(n, N, L). Note that we applied Lemma 4.7 in a situation where Q;"(zl) = Q,(z1) which is possible by
the hypothesis of the lemma. In the case || > (;’/2)2 we choose a non-negative weight-function n € Cgo(Br (x1))
with JCBr(XI) ndx =1,0<n <cand |Dn| <c/r. Then, the weighted means (t_;t,u);(t) of 7_,T,u are defined
via averaging by (t_ptu),(t) == JCBr(xl) T_pthu(-, t)ndx. The mean square deviation of 7_j;tpu on Q,(z1) from its
mean value can then be decomposed as follows:

][ f |T—hfhu—(T—hfhu)zl,r|2dde<3|: ][ f |‘L'_h‘thu(x,t)—(‘L’_h‘fhu)n(t)|2dxdt

A2 (1) Br(x1) A2 (1) Br(x1)

2
+ ][ (t—pTpu), () — ][ (t—pthu)y(r)dr| dt
A (1) A (1)
2
+‘ ][ (T_ptpu) y () dT — (T_pThtt) 7y 1 dti|
A2 (1)
=:3(I+1I+1), (4.20)

with the obvious meaning of /—/II. To estimate / we apply Poincaré’s inequality slice wise for a.e. t € A,2(¢1) and
use the fact that 2 < 4|A| to deduce

I<cr? ][ ][|D(Lhr;,u)|2dxdt<c|h| ][ |z Du|* + |7, Du|? dz,
A2 (1) Br(x1) Or(z1)

where ¢ = c(n). Here we have used once again (2.8). Similarly, we obtain for /11

1l < ][ ][ |(tnThit) (1) — TpTpue(x, t)}zdx dt=1<c|h| ][ |1, Du|* + |t Du|* dz,
A2 (1) Br(x1) Qr(z1)
where ¢ depends only on n. We now consider the integral /I whose estimation is more involved. We define for a
fixed i € {1,..., N} the test-function ¢ :R"*! — R¥ by letting ¢; = n and @;j =0 for j #i. Testing the Steklov
formulation (4.3) (here we first replace the parameter / in the Steklov formulation by A) at levels s and s + & with the

test-function ¢ and taking the difference of the resulting equations yields after integrating the result with respect to s
over (7, t) the following identity:

t t
(taluila), () = (walui ), () = / O (tnluils), ds = — / ][ (ta[ai (. Dw)],. D) — ([ Gili.. n)dx ds.

T T Br(xy)



176 V. Bogelein et al. / Ann. 1. H. Poincaré — AN 27 (2010) 145-200

In the preceding identity we pass to the limit A | 0. Using the assumptions (1.2); and (1.2)3 on the vector field a
(similarly to the proof of Lemma 4.7) we see that
1+
| [ai (. Dw) ] (x, )| < L|ta[Dul(x, )] + Ly h] = (1 + | Du(x, )]).

Inserting this above and summing overi =1, ..., N leads us to

|(Thu) (1) — (zau)y ()| < cLr ][ |t Du| + ylhl# (1+|Dul)dz + cr? ][ |t G|dz,
0r(z1) 0r(z1)
where ¢ = c¢(n, N). Note that the preceding estimate also holds for & replaced by —h. Therefore, using the previous
estimate for t,u and 7_ju and taking into account r < 2|h|% as well as |1, f(t — h)| = |t—, f(¢)| we obtain for a.e.

t,T € A2(t) that
|(t—nThu)n (1) — (T—pThtt)y (7|
< @)y (t = h) = (Tau)y (T = h)| + |(Thie) (1) — (Tau)y (7)|
= [(T_pu)y (1) — (T—pt) (O] + [ (Tar) y (1) — (Thu) (7))
<clh|? ][ |2y Dut| + |7y Du| dz + c|h| ][ 117y (14 |Dul) + |14 G| + [7_1 G| dz.

0r(z1) 0r(z1)
We integrate this over A,2(#1) with respect to ¢ and t and then use Holder’s inequality to obtain

2
1< @m0 - @ana,@f arar<e b
A5) AL 1) 0r)

where ¢ = c(n, N, L) and we have defined

1 ?
w = |A12 (Jz Dul + [t Dul) + [hI[|A1 2y (1 + |Dul) + %G| + [T Gl]. (4.21)
Joining the estimates obtained so far for /—/II with (4.20) and enlarging the radius from r to 2r we arrive at
et = @inaa, Paz<e b (422)
0, (z1) 03 (1)

where wj, € L2 (Qz)r(z())) is defined in (4.21) and ¢ = c(n, N, L). We note that (4.22) also holds in the first case.

Our next goal is to derive an upper bound for the sharp maximal function of t_;, 7,u. For this we consider a point
Z€ Q;_/z (zo) and an arbitrary parabolic cylinder Q,(z1) C Q;“/z(z()) such that 7z € Q,(z1). With Holder’s inequality
we obtain from the preceding estimate

2
2
( ][ |T—hThM_(T—hThu)z1,r|dZ) < ][ |t—nthu — (—pthu)z, | dz

Or(z1) 0r(z1)
<c ][ lwa|* dz
03, (z1)
<c sup ][ |wh|2dz

0F (9)c0f (:0).2€0F ®) o)

< eM(lwnlx gz (o) @)

where ¢ = c(n, N, L). Here M(f) denotes for an integrable function f:R"*! — R and z € R"*! the maximal
function on R”*! with respect to the parabolic cylinders, i.e.

M(f)(z) = _sup [fldz. (4.23)
€O 5
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This allows us to bound the sharp function of t_;7,u at any point zZ € Q;/z(z()) by taking the supremum over all
parabolic cylinders Q,(z1) with z € Q,(z1) C Q;rﬂ (zo) in the last inequality. Here, we use the local sharp maximal
operator relative to the cylinder Qz/z (z0)- In this way we obtain

#
[t—nThul’ ¢

1 _
QQ/Z(Z())(Z) = sup ][ |Tfhfhu - (Tfhfhu)zl,r | dz < CM(|wh|2XQ3'(ZO)) 2 (2).

0r(2NC Qg (0) 260, 1) 5

We integrate this over Q;r/z (zo) and then applying the Hardy—Littlewood maximal theorem to find that for any o €
(2, 03] there holds

/ |[‘I:_h":hu]#Q+/z(Z())|0dZ S¢ / M(|wh|2XQZr(zo)) dz<c / |wh|UXQ3(zo) dz=c / lwp|” dz,
0,
0,/2(@0) 07 (z0) R+ 07 (z0)

(SIS}

where ¢ = c¢(n, N, L, 0). Using a theorem by C. Fefferman and E.M. Stein [20, Theorem 5] in a localized version
(see [5, Chapter 5, Corollary 7.5], [24, Lemma 4]) we can bound the L -norm of a function in terms of the L -norm
of its sharp function and the L'-norm of the function. Precisely, we arrive at the following estimate:

[ea
][ lt_ptau|®dz < c ][ |wh|"dz+c( ][ |t_hthu|dz>, (4.24)

07, (z0) 07 (z0) 0% (z0)
with ¢ = c¢(n, N, L). Recalling the definition of w;, and applying Holder’s inequality this proves the assertion of the

lemma. O

Now we are in a position to prove a higher integrability result for the second derivatives D?u and the time deriva-
tive d;u up to the lateral boundary I'g.

Proposition 4.15. Let u be a weak solution of (4.1) on Q'Ig according to Definition 4.1 and assume that G €
NO”?""(Q‘IE; RM) for some o1 > 2. Then there exists oo = o3(n, L/v) € (2, min{o1,2 + %}], such that we have
D%u e L”2(Qr+, RN”Z)for all 0 <r < R. Moreover, for any 0 < o < R and o € (2, 02] there holds

2 —
[ (02 g dz < c[(y“ +07) [(1+1Dur)dz + nGn;,o,M(Qg)],
2 0
where c =c(n,N,L/v,v,0) and c — oo when 9 | Ooro | 2.
Proof. In order to treat the tangential derivatives Dy Du, @ =1, ..., n — 1, we differentiate the parabolic system (4.1)

with respect to x, which is possible on behalf of Theorem 4.2. Noting that Dya(x, t, Du(x,t)) = dx,a(x, t, Du) +
oya(x,t, Du)D, Du we infer that Dyu is a weak solution of the following linear parabolic system

/ Dt - ¢ — (dwa(-, Du)DDou, Dy)dz = /(G, Dq9) + (8x,a(-, Du), Dy)dz

0% Ok
whenever ¢ € CSO(Q‘IE,RN ). Moreover, we have Dyu = 0 on ['g. From our growth and ellipticity assump-
tions (4.2)1 and (4.2)> we know that (d,a(x, , w)w, W) > v|w|* and |9,a(x, ¢, w)| < L for all w, b € R¥". More-

over, from (4.2)3 and Lemma 4.11 we infer that o, a(x,t, Du) € L2t (Q;r; RN™) for any o < R (note here that
|0x,a(x,t, Du)| < Ly (1 + |Dul)). Therefore, we can apply Lemma 3.1 with a right-hand side

b(x,1)=0y,a(x.t,Du) + G(x.1) ® ey € L7 (QF: RV")

to infer the existence of 6, = 6»(n, L/v) € (2, min{o, 2 + %}], such that DDyu € L"(Q;'/z; RN™) for all o € (2, 65].
Moreover, for 0 < ¢ < R we have
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][ |DyDu|’dz < <][ | Dy Du| dz) +c ][ L°y° (14 1Dul)’ +|G|° dz
9/4

0 n
<c(n, N, L/V)|:(J/G +07%) ][(1 + IDMIG)dz + ][ |G|” dz], (4.25)
oy 05

where we have used Proposition 4.3 and Holder’s inequality in the last line.

In the next step we shall consider the time direction. In contrast to the argument for the tangential space directions
we cannot differentiate the parabolic system with respect to ¢. Instead, we will bypass this lack of differentiability
by the use of second-order finite time differences of u. For this we first fix 0 < |A| < 12 L min{R? — 02, 0%} and
oy € (2, min{o1,2 + = }] to be the higher integrability exponent from Lemma 4.12 (in the case 07 < op we take

the smaller value 6, 1nstead). Then, we consider zg € Q 02 U Ip/2. Combining Lemmas 4.14 and 4.12 we infer for
g€(2,02],0<s<p/2and 0 < ¢ < 1 that

T_ptpul’ _g T_pThul? 3
%dz Sc/ |t Dul® + |t—p Du|® dz—i—c’Qﬂl 2( %dz)
2

07s 05 of

+clh|? / y? (1+|Dul”) +1G1° dz

oy
- T_pthul’ _ga T_pThul? 7
<Lez IT-ntnul” IZI};' a’z+c|Q;r|1 2( %vLIThDuIZ-HT—hD”PdZ)
2
03, 0,
+c|h|%fy“(1+|Du|")+8‘%l9|"dzﬁ
05,

where we have used the abbreviation G(x,t) := |G (x, )| + |7,G(x, t)| + |-, G(x, t)| and ¢ depends on n, N and
L /v only. Now, we consider two radii rq, r» such that o/4 < r; <rp < 9/2. Then, we cover Q;'q by a finitely many
parabolic cylinders {Q;"/2 (z,-)}l.%; | of radius s = (r; — r1)/4 intersecting at most c(n) times and such that Q;‘S (zi) C
QJr fori =1,...,'B. Applying the preceding estimate on each of the cylinders Q;L/z(zi), summing up the resulting

inequalities over i =1, ..., B, and finally choosing ¢ small enough (i.e. c(n)e = %) yields

T_pThul® 1 T_pThul® o T_pThul? 2
%dz 3 %dz—}-c(rz—rl)(1 2)("+2)< / %+|thu|2+|t_hDu|2dz
h 0% 0,

+clh|3 / y? (14 |Dul’) +1G|° dz,
o

N

where ¢ = c(n, N, L/v). Here we have also used the fact |h| < (Q/16)2 in order to have fQ+/2 fx,t £h)dz <
o

/, 0F f dz for an integrable function f > 0. Now, we apply the iteration lemma [7, Lemma 2.4] to absorb the first
integral appearing on the right-hand side on the left one. This yields

T_pthul® T_pThul? 2
f %a&@( %me%n_wmzdz)
2

Qz/4 (z0) QZ—/Z

+clh|Z ][ y? (1 +1Dul”) +|G|° dz,
of
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where ¢ = c¢(n, N, L/v). The right-hand side of the preceding inequality, i.e. the first integral, can be further estimated
by (4.13) and Corollary 4.9 (with & and —h) and Holder’s inequality to yield for any choice of 0 < || < (o/ 16)2 that
fQ+/4 lt_nthu|® dz < clh|° M° where

Q

o .__ o —0 o o
M= (y? +07°) / L+ 1Dul” dz 4 1Gl1 0.0 g
05
Noting that T_pthu(t) = tprpu(t — h) as well as |h| < (o/ 16)2 the preceding estimate can be turned into
/ |thtau|® dz <clh|"M°.
Qus
Therefore we are in a position to apply Lemma 2.4 with (o, 8, M, hg) replaced by (1, 1 — 9/4, M, (9/16)2) and
Poincaré’s inequality to infer
o c(1-2)| 22 o o(Z2-2) o o(1-2) 22, &
/ lthu|” dz < clh|” ™3 [Q TM” +072 / |ua] dZ} Sclhl” 0T M7, (4.26)
Qs 0,

for any choice of 0 < |h| < (0/32)2. Note that c = ¢(n, N, L /v, ¥, 0) and ¢ — oo when 9 | O or o | 2.
In the next step we shall improve this estimate in the sense that we enlarge the exponent of |/| on the right-hand
side from o (1 — %) to o. For this we once again apply Lemma 4.14 and obtain

o 2 s
][ %c&éc(% %dz) +c ][ |tnDu|” + |t—, Du|® dz
2
+ +

Qo/n Qo2 Q416
+cln| 30+ ][ v (1+1Dul?) + 1 % (10GI® + |r_5G %) dz. 4.27)
Q516

To estimate the second integral on the right-hand side we apply in turn Corollaries 4.13 and 4.6 (for 42 and —/ and
with e = h1=7?p?"), Holder’s inequality and || < o2 to infer for any o € (2, 0»] that

][ |rihDu|"dz<c< ][ |Th Dul dz) +clh|2@=Dg=o? ][ |Tenul® dz
+

Qo6 Qy/s(z0) 0y
+c|h|7(1+z9)|:ya ][(1+|Du| dz—i-'h'm? ][ ltanGl° dz:|
Qz/S g/8
<clh|z@=Dg=o? ][ lTenu|® dz
Qg8
+c|h|%<1+ﬁ>[ya ][(l+|Du| dz+|h|m, ][ IrihG|"dzi|
QZ)—/S g/s

where ¢ = c(n, N, L/v, ¥, o), and multiplying both sides of the preceding inequality |Q;r/16| yields the estimate

without mean values. We use this inequality together with (4.26) (for £4) and the assumption G € N 0.9;0 (Qg; RM)
to get

o Yo ot a a
/ |7 Dul”dz < clh) 245 072 M+ clh 2D [MT 4+ 071G IR0 g )] S clB1ZT T 072 M7

J
Q016
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We insert this into (4.27) to bound the second integral on the right-hand side there and then use (4.13) to estimate the
first one. Finally, we use the hypothesis G € N0-7:¢ (Qz,'; RV) to infer

o o o Yo o
[ el dz < e L% 45 )M+ 1G5 ] <clhl™+ % 0=% M,
0
where ¢ =c(n, N, L/v, ¥, o). Using again t_,t,u(t) = tthu(t — h) we arrive at
f |ThTaul® dz <
bt

QQ/64 Qg/32

77 (0F:RY)

ot

o
/|Tfhfhu|gd2<C|h|o+%Q_Tng
J

for any 0 < || < (0/64)%. Having arrived at this stage we are in the position to apply again Lemma 2.4 now with
a1+ %, 1, CQ’%M, %(Q/16)2) instead of («, 8, M, ho) to infer

/ |ThM|GdZ<C|h|G<MU+Q_ZU/|M|Gd2><c|h|aMa,
Q564 0f

for any 0 < || < (0/128)%. Note that we have also applied Poincaré’s inequality slice wise in the last line. We note
that ¢ = c¢(n, N, L/v, ¥, o). By the standard estimate for difference quotients this implies d;u € L"(Q'IE /645 RN ).
Moreover, the following estimate holds

/ |0ul® dz < cMP°.
Q564
Finally, a different choice of the radii allows us to show that the preceding estimate holds with Qz/z as domain of

integration instead of Q;L/G 4~ This proves the assertion of the lemma concerning the L -estimate of d;u.

To obtain the desired estimate for the normal derivative D, Du, we argue similarly to the proof of Proposition 4.10.
To be precise, we first attain the analogue of (4.17) for the L?-norm of T;Z’[Du] instead of the L2-norm. Then using
the L? -estimate for | D, Du| and |9;u| from above we arrive at

/ }T;:[DM]‘G ngChU |:(Q—U _{-}/U) f(1+|Du|U)dZ+ ||G||N0-”;“(Q3';RN):|’
¥ +
QQ/2 Q0

for any choice of 0 < & < ¢/2. Therefore, we conclude that D,, Du € L° (Q; /25 RY) for any o € (2, 02]. Furthermore,
we have

/ |D, Dul|® dz < c|:(Q—0 + yo) /(1 + |Du|0)dz + ||G||No.u;a(Qz)—;RN)i|7
Q5 0;

for any 0 < o < R/2. This proves the asserted L7 -estimate for D, Du which together with (4.25) yields the higher
integrability of D?u. This completes the proof of the lemma. O

At the end of this section we provide an improved (compared to Corollary 4.9) estimate for finite differences
in time. It will be applied later in the proof of the dimension reduction for the singular set of solutions of certain
regularized systems.

Corollary 4.16. Let u be a weak solution of (4.1) on Q;; according to Definition 4.1 and suppose that G €
NO”?’U'(Q;; RN for some o1 > 2. Then there exists o5 = oa(n, L/v) € (2, min{o7,2 + %}] such that for all
c€,02],0<po<Rand0 < |h| < (Q/2)2 there holds, for a constant ¢ = c(n, N, L/v), that

][ |ThDu|0dz<c|h|%|:(yG +Q_‘7)/(1+|DM|”)dZ+||G||7\/o,s;a(Q-g+):|-

Q2 2



V. Bogelein et al. / Ann. 1. H. Poincaré — AN 27 (2010) 145-200 181

Proof. Let 0 € (2, min{o,2 + %}] be the minimum of the corresponding constants of Lemma 4.12 and Proposi-
tion 4.15. Applying Lemma 4.12 with the choice ¢ = 1 on the cylinders QZ/Z’ Q;‘Q /4 instead of Q;'/2, Q;)" and noting

that |t tpu(®)| < |tpu(t)| + |thu(t — h)| we infer for 0 < |h| < (Q/4)2 (then (3@/4)2 + |h] < Qz) that

/|thu| dz < (/|thu| dz) elF [l dz4 ci® [y (14 10ur) + 161 d.
2/2

Qg QQ

In the preceding inequality we use Corollary 4.9 to bound the first integral of the right-hand side, while for the
second one we recall that u is weakly differentiable with respect to time fulfilling the L°-estimate for d;u from
Proposition 4.15. This leads us to

/ |‘L’hDM|0 dz < C|h|7 |:(VJ + Q_G) f (1 + |DM|0)dZ + ||G||7\[0,E:G(Q2+Q)i|’
0 %

for any o € (2, 0»]. By a different choice of radii we infer the asserted estimate. O
4.2. The initial boundary

Now, we turn our attention to the initial boundary, where we again consider the parabolic system (4.1), but now
on the cylinder Q = Q%. Note that in the situation of initial boundary we can renounce the regularity assumption in
time (4.2)4 on the coefficients a. As in the lateral boundary situation we will prove suitable L2-estimates, respectively
L? -estimates, for D*u and 7, Du for some o > 2. We mention that the initial boundary situation is much easier, since
we can treat all second space derivatives in the usual way. Afterwards there is only one derivative missing, namely the
first time derivative for which we can exploit the system. Throughout the section we consider weak solutions under
the following assumptions:

Definition 4.17. By a weak solution of the parabolic initial problem (4.1) on Q% we mean a function u €
L2(A%2; WL2(Bg; RV)) with u(-,0) = 0 on Bg which satisfies (4.1) in the weak sense. Moreover, the structure
conditions (4.2)1—(4.2)3 are in force and G = 0.

For weak solutions in the sense of the preceding definition we shall show the existence of second-order spatial
derivatives and the time derivative together with their higher integrability.

Proposition 4.18. Let u be a weak solution of (4.1) on Q% according to Definition 4.17. Then, for any 0 <r < R we
have Du € L2+%(Q0 RN™) and there exists o1 = o1(n, N,L/v) € (2,2 + %] such that D*u € L (Q?, RN"Z) and
oru € L% (Q0 RN). Moreover, forany 0 <o < R and o € (2, 01], and for a constant ¢ = c(n, N, L/v) there holds

/ |D2u|(r+|8,u|”dz<c(y”+g7”)/(l+|Du|”)dz

Q2 05

Proof. First, we show that the second space derivatives D?u exist in L? up to the initial boundary. Here, we proceed
along the lines of the lateral boundary situation when treating the tangential derivatives in Proposition 4.3 apart from
the difference that we can take any spatial direction o = 1, ..., n. Since the proof is very much similar to the one
of Proposition 4.3 we only outline the adjustments to be made in the initial boundary situation. As in the proof
of Proposition 4.3 we start with the Steklov-formulation of the system, now on B, x (0,¢) for some ¢ € (0, 0%).
Then, we choose the test-function ¢, = nzgg 7 u;, where the cut-off function n € C 80 (By) is chosen as in the proof of
Proposition 4.3, and ¢, € W1 (R) is defined to be ¢, = 0 on (—o0, 0], Z; = 1 on [, 00) and ; (s) = s /¢ on (0, €) with
e € (0, 0%). When testing the parabolic system with ¢, the interesting term is the one involving the time derivative
(i.e. the analog to (4.4)) since this is the only one where the initial condition comes into the play. Similarly to (4.4) we
first rewrite
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//Btrh [ur] - pedxdt = = [|rhuk( t)| n {8(t)dx——//‘|rhu,\| n 8,§£dxdr

0 Bgr 0 B,

and then estimate the second term on the right-hand side by

t &
1 1
5//|rﬁuk|2n23t§£dxdr < 2—//‘|r,‘;‘u,\|2n2dxdt.
3
0 B, 0 B,

Then, passing to the limits A | 0 and ¢ | O we find, due to our initial condition imposed on u, that the right-hand
side converges to zero. Therefore, starting from the Steklov-formulation as mentioned above, passing limits A | 0 and
¢ | 0 we arrive at

t
%/|t,‘fu(~,t)|2n2dx+/[<t,‘f[a(~,Du)],Dt,‘fu)nzdxdr

B, 0 B,

t
=f/2<r;j[a(-,Du)],Dn®r,fu)ndxdr, (4.28)

0 B,

for a.e. t € (0, 0%). At this stage we can proceed completely similar to the proof of Proposition 4.3. This leads us to
the following Caccioppoli-type estimate:

sup /!Dau(~,z)|2dx+ / IDQDu|2dz<c(y2+Q72)/(l+|Du|2)dz,

1€(0,0%)
BQ/Z QQ/Q Q(Q)

valid for any « = 1,...,n and for a constant ¢ = c¢(n, N, L/v). With the arguments of the proof of Lemma 4.11

this immediately implies the first assertion of the lemma, i.e. that Du € L”g (Qg /40 RN™) (note that we always can
replace the radius /4 by some arbitrary radius < R) together with the estimate

142
/ |Dul?*i dz < c[(y2 +07%) /(1 + |Du|2)dz} ,
034 2

where c =c(n, N, L/v).
Now, it remains to prove the higher integrability of D?u up to the initial boundary. For this we exploit the fact

that Dyu, @ =1, ..., n,is a weak solution of the following linear parabolic system (see the proof of Proposition 4.15)
/ Dot - ¢y — (dwa(-, Du)DDgu, Do)dz = f(axaa(-, Du), Dy)dz, (4.29)
0% 0%

for all ¢ € CSO(Q%, RY). Moreover, we have Dyu(-,0) = 0. This can for instance be seen as a consequence of the
Caccioppoli inequality for u on cylinders of the type B, x (0, 1) with A € (0, R?). For the sake of brevity we only
sketch the argument. To achieve such a Caccioppoli inequality we proceed as in the proof of the Caccioppoli inequality
for 7;'u from above — but without taking the finite differences. After testing the system with ¢, = n?ceuy (with a cut-
off function n € C3°(Bg) and ¢, as above) and performing the standard computations we arrive at the following
analogue of (4.28):

/|u( t)| n dx—l—//a( Du), Du)n dxdr—// a(-, Du), Dn®u)ndxdr

OBR OBR
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The first integral on the left-hand side is non-negative, while for the second one we can use the ellipticity (1.2), of the
vector field a, and for the right-hand side we can use the growth assumption (1.2);. This leads us to

s A
u//|Du|2n2dxdr<2L//(1+|Du|)n|u||Dn|dxdz.

0 Bp 0 Bgr

Now, we choose 1 such that n =1on B,, 0 <r < R,0<n <1 and |Dn| < c/(R — r). Then, applying Young’s
inequality and absorbing | Du/|? in the standard way we arrive at

/leu| dxdr<c(L/v)// el Jul dxdt
(R— V)2 (R—r) '

0 Bg

This 1mp11es by Holder’s inequality and due to our initial condition on u that

A
1 2\
Y //'Du| S ®- r)zxw)\//' | dz+(R—r)x¢0< //M dz) =

0 Bg 0 Bg

proving the assertion Du(-,0) =0 on B, forany 0 <r < R.

Now, we come back to the proof of the higher integrability of Dy Du. From our growth and ellipticity as-
sumptions (4.2); and (4.2), we know that (d,a(x, f, w)w, W) > v|®|*> and |d,a(x,t, w)| < L for all w, b € RN,
Moreover, from (4.2)3 and the preceding estimate we infer that dy,a(x,t, Du) € L2s (Qg; RN7™) (note here that
|0x,a(x,t, Du)| < Ly (1 + |Dul)). Therefore, recalling that Dy u is a solution of (4.29) we can apply an up to the ini-
tial boundary higher integrability result (see for instance [31]) to infer the existence of o1 = o1(n, N, L/v) € 2,2+ %]

such that DDyu € L°! (Qg/z; RN and, moreover, for any 0 <o < Rand o €[2,01] we have

%
][ |DaDu|"dz<c(][ |DaDu|2dz> +cL%y° ][ (1—|—|Du|)0dz
0 0 0

Qosa Qo Qo
<cm, N, L/ (v +07°) ][(1 +1Dul”) dz
0F
Summing up over @ = 1, ..., n leads to the result with radii o/4, o instead of o/2, 0. However, by a different choice

of the radii we obtain the estimate for D?u. Now, we can utilize the parabolic system in the usual way to infer the
existence of d;u in L' together with the asserted estimate. Since this is standard we omit the details and finish the
proof of the lemma. 0O

In the next two lemmas we are going to prove estimates for the finite differences in time of Du. Roughly speaking,
this means that Du admits a half time-derivative in L2, respectively in L° for some o > 2.

Lemma 4.19. Let u be a weak solution of (4.1) on QO according to Definition 4.17. Then, for any zo = (xg, tp) €
Q% UDg and 0 < ¢ < R and 0 < h < (0/2)* such that Q5 C QY there holds

/ |t Dul*dz < c(L)h / y*(1+ |Dul?) + | D*u|? dz.
07 5(z0) 09%(z0)

Proof. Without loss of generality we assume that xo = 0. We recall from the proof of Proposition 4.18 that Dyu,
oa=1,...,n,is a weak solution of the linear parabolic system (4.29) with Dyu(-,0) =0 on B, for any 0 <r < R.
We choose a cut-off function n € C5°(B,) with 0 <n <1, 7n=1on By, and |Dn| < ¢/g. Taking the test-function

px,t) = n(x)zthD u(x,t) in the Steklov-formulation of (4.29), integrating with respect to ¢ over A0 ©/2) (t9) and
recalling the identity t;, Dyu = ho;[Dyu], we find
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| Dautl* 5
Tn dxdt = 0 [Doulpn - th udxdt

AY 2 (t0) B, 2 (t0) Be

(0/2 (0/2

= / /(—[Bwa(~, Du)DDau]h + [mea(~, Du)]h, D(nthDau))dx dt.

A(()g/m2 (10) Be

By our assumptions (4.2); and (4.2)3 we have |dy,a(-, Du)| < L and |9y ,a(-, Du)| < Ly (1 4+ |Dul). Together with
Young’s inequality, standard estimates for Steklov averages and the facts that 1 < (0/2)? and | Dnj| < ¢/o we therefore

get
T Dy 1
f /' nDaul? n?dxdt < <5 f / n?|th Dou|* + |t D Dou|* dx dt
Ao o) B Ao o) B
+cL? / y*(1+|Dul?) + |DDyul*dz.
09 (0)
Since 02 < h~! by assumption we can absorb the first term of the right-hand side on the left. Moreover, we estimate

[ty DDyu(x,t)| < |DDgu(x,t)| 4+ |DDgu(x,t + h)| and utilize that 7 < (9/2)2. Proceeding this way and summing
up over o = 1, ..., n we infer the asserted estimate. O

Our next aim is to enlarge the exponents on both sides of the estimate for t; Du from the last lemma. The main
strategy of the proof is quite similar to the one of Lemma 4.14 using the maximal and the sharp function.

Proposition 4.20. Let u be a weak solution of (4.1) on QO according to Definition 4.17 and o1 = o1(n, N, L/v) €
2,2+ ] the constant from Proposition 4.18. Then, for any o € [2,01], 0 < 0 < R and 0 < h < (0/2)? there holds

/ |t Dul” dz < c(n, N, L/v)h% (y° +g—")/(1 +|Dul?)dz
20 )

Proof. We consider a fixed parabolic cylinder of the type Q,(z1) C Qg /20 21 = (x1, #1). In the sequel we distinguish
the cases 0 < h < (/2)% and h > (r/2)?. In the case & < (r/2)? we apply Lemma 4.19 to infer

/|thu|2dz<c(L)h / y*(1+|Dul?) + |D*ul* dz.
0r(z1) 09, (1)

Note that we applied here Lemma 4.19 in a situation where Q‘r)(zl) = 0,(z1). In the case h > (r/ 2)2 we choose a
non-negative weight-function n € C§°(B, (x1)) with f B, (x) ndx =1,0<n<cand |Dn| < c/r. Then, the weighted
means (7, Du),(t) of 7, Du are defined by
(th Du)y(t) = ][ o Du(-, t)ndx.
By (x1)

The mean square deviation of 7, Du on Q,(z1) from its mean value can then be decomposed as follows:

|thu—(thu)z,,,|2dxdt<3[ ][ ][|thu(x,t)—(thu)n(t)|2dxdt

A 2 (1) Br(x1) A2 (1) Br(x1)

+ @b, f @bw,@ds

A,2(n) A,2(n)

2
dt
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2
+ ‘ ][ (tnDu)y(r)dt — (vp Du)y, r dti|
A2 (1)

=:3(] + 1 + 1II), (4.30)

with the obvious meaning of /-III. To estimate I we apply Poincaré’s inequality slice wise for a.e. € A,2(#1) and
use the fact that 2 < 44 to deduce

Igcr2 ][ ][ |D(thDu)|2dxdt<ch ][ !thD2u|2dz,
A2 (1) Br(x1) 0r(z1)

where ¢ = c(n). Here we have used once again (2.8). Similarly we obtain for /17

11T < ][ ][ |(1:hDu),7(r)—thu(x,r)|2dxdr:Igc(n)h ][ |thD2u|2dz.

A2 (1) Br(x1) Or(z1)
We now consider the integral I whose estimation is more involved. Here, for a fixed i € {1, ..., N} we define the
test-function ¢ : Rt — RN where @i =nand ¢; =0 for j #i. Werecall that Dyu, =1, ...,n,is a weak solution

of the linear parabolic system (4.29). Testing the Steklov formulation of (4.29) at levels s and s + & with the test-
function ¢ and then taking the difference of the resulting equations yields, after integrating the difference with respect
to s over (7, t), the following identity:

t

([Daui]k)n([) - ([Daui];\)n(f) = / 05 ([Daui]k)nds
1

=/ ][ (—[(3wa(-, Du)DDau)i]A + [axaa,-(., Du)])\, Dn)dx ds.
T Br(x1)
We pass to the limit A | 0 and recall that |9,a (-, Du)| < L, |0x,a(-, Du)| < Ly (1 4 |Dul) and |Dn| < ¢/r. Summing
upoveri=1,..., N leads us to
|(Datt)y () — (Dou)p ()| < cLr ][ |D*u| + v (1 + |Dul)dz.
0r(z1)

Using the preceding estimate with (¢, 7), respectively (¢ 4+ &, T 4 h) and taking into account r < 2/ as well as
[f@+h)| < |ty f()]+]f(t)] we obtain for a.e. t, T € A,2(t1) that

|(th D)y (1) — (th Du)y ()| < |[(Du)y (t + h) — (Du)y (T + h) | + [ (D), (t) — (Du)y (1)

<evh ][ | D?u] + [0 D%u| +y (1 + | Dul + |, Dul?) dz.
Qr(z1)

We integrate this with respect to ¢ and T over A,2(¢1) and use Holder’s inequality to obtain

I < ][ ][ |(thu),,(t)—(thDu)n(r)|2dtdt<c ][ lwn|? dz,
A2 () A (1) 0r(z1)
where ¢ =c(n, N, L) and
wi = Vh(|D*u| + |z D*u| + y (1 + |Dul| + |ty Dul?)). 4.31)

Joining the estimates obtained so far for /—/II with (4.30) and enlarging the radius from r to 2r we arrive at

f|thu—(thu)zl,,|2dz<c ][ lwn |2 dz, (4.32)
0r(z1) 02 (z1)
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where wy, € L (Q;(Zo)) is definedin (4.31) and 01 =o01(n, N, L/v) € [2,2+ %] is the higher integrability exponent
of D%u from Proposition 4.18 and ¢ = c(n, N, L). Note that (4.32) continues to hold in the case when h < (r/2)%;
therefore (4.32) holds in any case, and we are in a situation similarly to the proof of Lemma 4.14, where we have the
estimate (4.22). This allows us to repeat the proof from there line by line (i.e. we derive a bound for the sharp maximal
function of 7, Du in terms of the maximal function of wy, and then apply the Hardy—Littlewood maximal theorem and
the Fefferman—Stein theorem) to arrive at the following analogue of (4.24):

o
][ |t Dul’ dz < ¢ / |wh|0dz+c< ][ |thDu|dz>,

PE) 09 0) 0%, (z0)

where ¢ = c¢(n, N, L) and o € [2,01]. Recalling the definition of wy and applying Holder’s inequality and Lem-
ma 4.19 to estimate the second integral appearing on the right-hand side we find

/ |thu|“dz<c(n,N,L/u)h%/y“(l+|Du|°)+|D2u|"dz.
Q2 05

Now we apply Proposition 4.18 (note that o < o7) to estimate the integral involving D?u. This leads us to the assertion
with Qg o instead of Qg. By a different choice of radii we can achieve the desired estimate on Qg. O

5. Singular set-dimension estimates

In this section we shall prove Theorems 1.3 and 1.5. The basic strategy is the same in both cases. We shall construct
solutions of certain regularized parabolic systems satisfying the assumptions of Section 4.1, respectively Section 4.2.
This will be done by mollifying the original vector field a. Note that the mollifying procedure will be different in
both configurations, since we need to assume some regularity in time (see (4.2)4) in the lateral boundary situation,
while in the initial boundary situation such a regularity assumption is unnecessary. The results achieved in Section 4
guarantee that the solutions of the regularized systems achieve higher differentiability and integrability properties.
These estimates carry over, to a certain extend, to the original solution by a comparison and energy estimate. This
procedure will lead us to a fractional differentiability result for Du in space and time which immediately implies — with
a refined version of Giusti’s lemma — an estimate for the Hausdorff-dimension of the singular set; see Theorem 1.2.
We start by considering

5.1. The lateral boundary: Proof of Theorem 1.3

In the following we shall concentrate our attention to a weak solution u € L2(A1 ; WI'Z(B r, RM)) of the following
non-linear parabolic system

u, —diva(z, Du)y =g, on Qf, (5.1)

where u = 0 on I'|. Here the vector field a: O x RN" — RN" satisfies the assumptions (1.2) and (1.3) with £27
replaced by Q;“. Note that the boundary values are only prescribed on 7. Concerning the right-hand side g we
assume that

Dg e Cﬂ’O(Q_fr; RN") and dge L2,2—25(Q1+; RY™).

5.1.1. Smoothing
The purpose of this section is to build up a family of regularized vector fields

ap: Qf, x RM - RV |h] € (0,1/2], (5.2)

starting from the one in (5.1). The construction of the vector fields ay, is as follows. We first note that without loss of
generality we can assume that the vector field a is defined on

a:B]erAlx]RN”eRN”,
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fulfilling the same assumptions (1.2) and (1.3) as a. Next, we extend a to a vector field defined on Q; x RN _ gl
denoted by a — by an even reflection at the hyperplane x,, = 0 as follows:
/ a(x/’xnvt’ w) if-xn 207
a(x', xp, t,w) = .
a(x’', —x,,t,w) ifx, <O.
It is easy to check that the extended vector field fulfills the assumptions (1.2) and (1.3) on Q; (with a possibly larger
constant 2L instead of L).
Now, having done the extension of the vector field a, we can explain the smoothing procedure. We fix a smooth,
radially symmetric convolution kernel ¢ € C;°(By) satisfying /, B, ¢dx =1 and a smooth, even convolution kernel

¥ € C3°(Ay) with fAl Y dt =1.For 0 < |h| < 1/2 we then define the smooth vector field aj, by

ah(x,t,w)z//a(x—}—|h|y,t+|h|2r, w)gb(y)lp(r)dydt

Ay B|

lhl”+2 / / “(y’rww( i )W(Vzﬁ)dydr 63

A2 (0 Bipy(x)

where z = (x,1) € Q1—jp and w € RN, Similarly to (3.16) in [15] we infer the following properties of the vector
field ay:

|an(z, w)| + (1 + [wl)|dwan(z, w)| < L(1+ w]),
(Bwan (z, wyd, ©) > v]w|?,

vjw — w|? <lan(z, W) — ap(z, w), v — w),
—|w|2—L /v < {an(z, w), w),

!ah(z w) — a(z, w)| < LO(Ih1)(1 + w]), (5.4)

|ah(x,t,w)—ah(xo,t,w)| L%| —x0|(1+|w|),

1+9
6(1hH\ 2
|an(x, 1, w) — ap(x, 1o, w)| < cL( (||h||2 )> It — 1o 5 (14 [wl),

for any z, Z, (xo,1), (x, %)) € Q1—|p, W, W € RN and ¢ € (0, 1), where the ¢ = c(n) is independent of 4. The proof
follows along the lines of [15]. The only difference occurs in the proof of (5.4)7 where we argue as follows: We first
compute

[oan .1, w)] == |h|ﬂ+4 / /a(y”w)d’( ] >w<|h|2>dydf

A2 (@) By (x)

1
N W//a(xﬂh'y”*'h'zf’ w)p (MY (1) dy dt

A1 By
1
— | [ [ (el s e, ) a6 00w ) dy d
A1 By
1 ~
L - o(h|*)
<Wsumw//eom%)mw(l+|w|)dydr< LI (14 )
Al —1 B
where we have used (1.2)4. This implies in particular that
oIk
|an(x, t, w) —ap(x, 10, w)| < sup |dap(x, 1+ s(to— 1), w)||t — o] <cL TE |t — 1ol (1 + |w).

s€[0,1]
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The case || ~26(|h|?)|t — to| < 1 leads us to (note that 5> < 1)
R 2
|an(x, t, w) — ap(x, 1o, w)| < cL e lt—tol ) (1+w]),

while in the other case |h| =26 (|h|?)|t — fo| > 1 we obtain

1+

6(|h|? 2
|ah(x,r,w)—ah(x,z0,w)|<2L(1+|w|)<2L< (|L|'2)|z—ro|> (14 [w]).

All together this proves (5.4)7.

5.1.2. A comparison estimate

Here we shall derive an energy and a comparison estimate that will be crucial in the proof of the singular set
estimate. By u € L?(Ay; WI*Z(B;r : RY)) we denote a fixed solution of the non-linear parabolic system (5.1) satisfying
u =0 on I'7. We shall keep on assuming that the vector field a fulfills the assumptions (1.2) and (1.3).

For 0 < R < 1/2 we define uj, € L>(Ag2; W2(B}F; RV)) to be the unique solution of the following Cauchy-
Dirichlet problem

{ dup —divay(x,t, Dup) =g in QF, (5.5)

Uup=u on 87) Q+,
where {ap}, 0 < |h| < 1/2, denotes the family of vector fields constructed in (5.3). Then the following energy estimate
holds

/|Duh|2dz<c(L/v) /(1+ |Dul?) dz. (5.6)
0% 0%
Moreover, we have the following comparison estimate
sup /|(uh —u)(, z)\zdx + / |Duy, — Dul*dz < c(L/v)6*(|h|) /(1 + |Dul?) dz. (5.7)
teA n
e 0 0

In order to prove (5.6) and (5.7) we define x. € WLoo(R) for 7 € Apg2 and ¢ > 0 as follows: x. =1 on (—o0, ],
Xe=0on [t +¢,00) and x.(t) =1 — (t —t)/e on (¢,t + €). Now we proceed formally by testing the parabolic
systems for u, respectively uj, with ¢ (x, 1) = x(#)(up(x,t) — u(x,t)) and then letting ¢ |, 0. The argument can be
justified by the use of Steklov averages. Note that the test-function ¢ is admissible in (5.1) and (5.5) since uj, and u
agree on the parabolic boundary op Q}F. Now, testing (5.1) and (5.5) as described before and then taking the difference
we obtain for a.e. r € Ap2

t
%/|(uh—u)(~,t)‘2dx+ / /(ah(-,Duh)—a(-,Du),Duh—Du)dxdr:O. (5.8)
BT

_R2 gt
RBR

To prove the energy estimate we let 1 1 R”. Noting that the first term on the left-hand side is non-negative and also
using (5.4)4, we find that

1
/<§V|Duh|2—L2/V> dz < /(ah(wDuh),Duth
0% 0%
< f(ah(~,Duh),Du)dz+ f(ah(-,Du),Duh —Du)dz =:1+1I,
ok Ok
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with the obvious meaning of I and /I. Using the growth (5.4); of a;, and Young’s inequality (with ¢ > 0 to be chosen
later) we find
|1|<Lf(1+|Duh|)|Du|dz<s/ |Duh|2dz+(L+L2g—1)/(1+|Du|2)dz
0% 0% 0%
as well as
1| gL/(1+|Du|)(|Duh|+|Du|)dz<e/ |Duh|2dz—|-2(L+L25_l)/(1+|Du|2)dz.
0% 0% 0%

Inserting the preceding estimates for I and II above and choosing ¢ > 0 small enough, we obtain the desired energy
estimate (5.6) with a constant ¢ = c¢(L/v). To prove the comparison estimate we first use (5.4)3 to obtain

t

t
1
I(t) = / /|Du—Duh|2dxdr<— / /(ah(-,Duh)—ah(-,Du),Duh—Du)dxdr,
vV
-R2 B} -R2 B}

for a.e. t € Ap2. Combining this with (5.8), using (5.4)s5 and Young’s inequality, we find

t
%/|(uh — ), 0P dx +vI () < / [(a(-,Du)—ah(-,Du),Duh — Du)dxdr
B+

-R2 B}

t
< LO(|h]) / /(1+|Du|)|Duh—Du|dxdt

-R2 Bk

< gl(t)+L2f19”2(|h|)/(1 +|Dul?) dz.
Ok

We absorb 5 1(#) on the left-hand side, then take the supremum over 7 € Ag> in the first term and finally let # 1 R? in
the second one. This procedure gives the desired comparison estimate (5.7).

5.1.3. Fractional estimates

In this section we will establish higher fractional differentiability of Du with respect to the spatial directions and
the time direction up to the lateral boundary. This will be achieved by a comparison argument, which utilizes the up
to the boundary higher differentiability of the associated regularized problem.

Lemma 5.1. Let u € L2(Ay; W1'2(Bl+; RM)) be a weak solution of the non-linear parabolic system (5.1) in QT with
u = 0 on I'y where the vector field a satisfies the hypotheses (1.2) and g; € ./\/O"E;Z(QT; RN) for some & € (0, 1). Then
forany O <r < 1/16 there holds

_ 2
//‘/|Du(x,t) Du(y, 1)| dxdydt < oo, Vse(0,p).

|x _ y|n+2s

A2 B B

Proof. First, we will derive an estimate for the integral of the finite differences r;l" [Dul],x =1,...,n, in terms of the
increment |k|. For this we fix & € R such that 0 < |k| < r where we take 4 > 0 when dealing with the case « = n. By
2 . 1,2 .
un S L (A(]/2)2, W (B{?Z’ RN))
we denote the unique solution of the Cauchy-Dirichlet problem (5.5) in QT/Z' Moreover, for s € (0, 8) we fix 0 < ¥ <
min{%, £}. We note that due to (5.4)1, (5.4)2, (5.4)¢, (5.4)7 and the assumption 8(|h]) < |h|P, the vector fields aj,
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are of the type of the vector fields considered in (4.1). In particular, the assumptions (4.2)3 and (4.2)4 are satisfied
with

~ ~ 2 1+
y =vr(h) =c(n>[€(|'hh|') + (QT':"Z )) 2 } < c(n)|h|P=DAD, (5.9)

Therefore, the a priori estimate from Theorem 4.2 applies to u; such that we have D%y, e LZ(QIF; RN ”2) with the
estimate

2 _
/|D2uh| dz <c(r72+y?) /(1 + |Duh|2)dz+c||gt||i[0“(gst)
0, o3
-2 2(B—1)(149 2 2
< c(r + |h| (= )) / (1 + [Dul| )dZ +C||gt||No,s;z(Q§—r),
o

where in the last line we have used the energy estimate (5.6) and (5.9). Note that ¢ = c¢(n, N, L/v, ) and ¢ - o0
when 9 | 0. With the help of (2.7), this estimate yields for the finite differences r;f [Du],x=1,...,n,that

2 2 — — —
/ |T],?[Duh]| dz g C(n)|l’l|2 / ‘Dzuh| dz < C|h|2ﬂ 20 (1-8) [r 2 /(1 + |Du|2) dz + ||g[||3\/'05,2(Qg,)}
03, oF 05,

In order to derive a similar estimate for 7 [ Du] we use the following comparison argument:

/|r,’f‘[Du]|2dz <3 / |22 1 Dup]|* dz +3 / | Duj(x + heg, t) — Du(x + heq, )| dz
03, 03, 0;,
+3 f |Duy(x, 1) — Du(x, )| dz.
o,
Taking into account that |#| < r and using the comparison estimate (5.7) we can control the last two integrals by
/ |Dujp, — Dul*dz < c(n, L/v)|h|* /(1 + |Dul?) dz.
Q5 05,

Combining this with the preceding estimate for t;[ Duj] we finally arrive at

2 _29(1— _
/ |r,‘1"[Du]| dz < C|h|2ﬂ 29 (1-B) |:r 2 / (l + |Du|2) dz + ||gz||i/0,§;2(Q;)j|,
03, 05,
where ¢ = c(n, N, L/v, ¥). It is worth mentioning that ¢ — co when ¢ | 0, i.e. when £ | 0 or s 1 . Note that we

have taken & > 0 in the case o = n. Since 8 — ¥ (1 — B) > s by our choice of ¢ the application of Lemma 2.5(ii) now
yields Du € W5 0.2( o RN"). Recalling that s € (0, 8) was arbitrary this proves the assertion of the lemma. O

Similarly we can show fractional differentiability of Du with respect to time.

Lemma 5.2. Let u € L?>(Ay; Wl’z(B]+; RM)) be a weak solution of the non-linear parabolic system (5.1) in QT with
u = 0 on I') where the vector field a satisfies the hypotheses (1.2) and g; € NO'E;Z(QT; RN) for some & € (0, 1). Then
forany 0 <r < 1/8 we have

_ 2
// |[Dux, 1) — Dulx, 7)] dtdrtdx < oo, Vse(O,g)

|t_.[|l+2s

4,2 A2 B}
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Proof. We fix A € R such that 0 < || < r? and define h = |)L|%. Again we denote by
2 L w2 .
un S L (A(]/2)2, W (B{?Z’ RN))

the unique solution of the Cauchy—Dirichlet problem (5.5) on QT/2 and for s € (0, 8) we fix 0 < ¥ < min{’f_;s, &}

From the proof of Lemma 5.1 we recall that the vector fields {a;} are of the type of the vector fields considered in (4.1)
-1
withy =y (h) < c(n)hB=DUAHD) — c(n)|A| B+ (see (5.9)). Therefore, we can apply Corollary 4.9 to uj, to infer

2 —
/|fA[Duh]| dzgcm[(r 2+)/2)/(1+|Duh|2)d2+||gt||3\[0,5:2(QI):|
of Qi
<c[a|fP0=h [r—z / (1+ |Du|2) dz + g ”JZVQM(QI)]’
of

where we have used again in the last line the energy estimate (5.6) and ¢ = c¢(n, N, L /v, ¥) with ¢ — oo when 9 | 0.
In order to derive a similar estimate for 7, [ Du] we once again use a comparison argument:

/ | [Dul|*dz < 3 / | [Duy]|* dz + 3 / |Dup(x, 1+ 1) — Du(x, 1 + 1| dz
of or or
+3 [ |Duntet) = Dutr. ) d.
of

Taking into account that |A| < 2 and using again the comparison estimate (5.7) we can control the last two integrals
by

/ |Duyp, — Du|*>dz < c(n, N, L/v)|r|P f(l + |Dul?)dz.

03, 0;,

Combining this with the estimate for t)[Duj] we finally arrive at

2 —9(1— —
/|‘C}L[Du]| dz <C|)\|l3 #(1-8) [r 2 / (1 + |Du|2) dz + ||gt||§\/o,s;z(QI)i|,
o Q05
where ¢ = c(n, N, L/v, ¥). As before, we mention that c — oo when ¢ | 0, i.e. when & | 0 or s 1 8. By our choice

of ¥ the application of Lemma 2.5(i) is possible and yields Du € WO'S'2(Q;“; RN™), proving the assertion of the
lemma. O

At the end of this section we briefly summarize on the achievements so far. Combining Lemmas 5.1 and 5.2 with
their interior analogue (see [16, Lemmas 9.4 and 9.5]) via the flattening of the boundary procedure described in
Section 2.1, we arrive at the following global differentiability result:

Theorem 5.3. Let u € L2(0, T; Wh2(2; RN)) be a weak solution of the non-linear parabolic system (1.1) under the
assumptions (1.2) where u = g on the lateral part 0421 of the parabolic boundary and g; € N' 0’E;Z(Qf“; RN) for
some & € (0, 1). Then for any d € (0, T/2) and any s € (0, B) there holds

DueW*22(2 x d,T —d);R""), Vs <B§.
5.1.4. Proof of Theorem 1.3

Now, we are in the position to prove the existence of regular points on the lateral boundary. The first assertion
of Theorem 1.3 is an immediate consequence of Theorem 5.3, i.e. the fact that Du € WSs/2.2 for any s € (0, ).
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The gain of the §-improvement in (1.7) will be slightly more involved. Here we will use a higher integrability argu-
ment to replace in several estimates the L>-norm by an L% -norm for some o > 2, such that we will come up with
Du e W*s/27,

Proof of Theorem 1.3. Here, we will show that
dimp (010827 \ Regpu) <n +1

which implies that an+1 -almost every lateral boundary point is a regular point of Du. By the flattening of the bound-
ary procedure introduced in Section 2.1 we can cover 9§27 by a finite number of cylinders Q,(z;), i =1,..., M,
such that it suffices to consider the model problem (2.2) on QT and to establish the estimate for the dimension of
the singular set 17,2 \ Regpu; to be more precise that dimp (/7,2 \ Regpu) < n + 1. From the characterization
of regular points in Theorem 1.2 (transformed to the model situation (2.2)) we already know that "1 \ Regpu C
T2 N (21U 2?%). We now apply Theorem 5.3 to infer that Du € W“/M(QT/Z; RN™) for any s € (0, B). Therefore,
Lemma 2.6 yields

dimp(IMN(Z'UZ?))<n+2-28<n+1,

whenever > % This proves the first assertion of Theorem 1.3.

In the following we shall improve this bound. The strategy here is to improve the comparison estimate (5.7) and the
fractional differentiability properties from Theorem 5.3, in the sense that in the L2-norm is replaced by the L?-norm
for some small values of o > 2. With this respect we can assume that g; € NOEon (QT; RM) for some & € (0, 1) and
some o1 > 2. Our aim now is to determine § > 0 such that 8 > 1/2 — § implies that

dimp (I N (21U X?)) <n+1,

for some » > 0 to be determined later but such that the pull back of the Q,’s via the flattening of procedure
covers 0j§27. From the up to the lateral boundary higher integrability in Lemma 3.1 we infer that there exists
oy =032(n, L/v) € (2, 01] such that

Du e L%(Q7 5 RM). (5.10)

Now, we let {a,} be the vector fields defined in Section 5.1.1 and uj € LZ(A(I/Z)z; W1,2(31+/2; RY)) the unique
solution of the initial Cauchy-Dirichlet problem (5.5) in QT/Z. Taking the difference of systems (5.1) and (5.5) we
infer

3 (up — u) — div(ap(z, Dup) — ap(z, Du)) = div(ay(z, Du) — a(z, Du))
on Qf_/z- We now set
1

Alh)(2) = / dwan(z, Du + s(Duy — Du)) ds, (5.11)
0

and observe that a;(z, Duy) — an(z, Du) = fl(h)(Duh — Du). Therefore, we find that u;, — u is a weak solution of
the following linear initial Cauchy—Dirichlet problem:

oy (up —u) — diV(fl(h)D(uh — u)) = div(ah(~, Du) —a(., Du)) in QT/Z’
up—u=0 on apr/z.

From our assumptions (5.4); and (5.4); we know that (A(h)(2)w, w) = v|w|? and also |A(h)(z)| < L for any choice
ofweRMandz e QT/Z. Therefore, we can apply Lemma 3.1 with the right-hand side b(z) = ay (z, Du) —a(z, Du) €

L"Z(Qfﬂ; RV (see (5.4)1, (1.2)1 and (5.10)) to infer the existence of o3 = o3 (n, L/v) € (2, 03] such that Duj —

Du e L"3(Q?L/4; RN™). Moreover, for any choice of o € (2, 03] holds



V. Bogelein et al. / Ann. 1. H. Poincaré — AN 27 (2010) 145-200 193

g
/ |Dup, — Du|® dz < c( / |Dup — Du|2dz> +c / ’ah(z, Du) — a(z, Du)|(7 dz,
Oy gy ofp

where ¢ = c(n, N, L/v). In the following we shall estimate the integrals appearing on the right-hand side of the
preceding inequality. For the first we use the comparison estimate (5.7) and Holder’s inequality to infer

g
(/ |Duh—Du|2dz) <c(n, L/v)|h|P° ][(1+|Du|")dz.
Q?—/z QT/Z

The second integral can be treated using the pointwise estimate (5.4)s to obtain

/|ah(.,Du)—a(.,Du)|"dzgc(n,L/v)|h|f‘“ /(1+|Du|")dz.
07, 07,

Inserting this above we arrive at

/ |Duj, — Dul|® dz < c(n, L/v)|h|P° /(1+|Du|")dz, (5.12)
07, 07,

which is the desired improvement of the comparison estimate (5.7) we were looking for. At this stage we also note
that the last inequality implies the energy bound:

/|Duh|"dz<c(n,L/u)/(1+|Du|")dz. (5.13)

+ +
014 01p

Next, we are going to improve the W* 3-2_estimate from Theorem 5.3, exploiting the higher integrability of D?uj,. We
first fix s € (0, 8) and 0 < ¥ < min{’lg_;g, &}. Applying Proposition 4.15, we infer the existence of o4 = oa(n, L/v) €

(2, 03], such that | D%uy| € L"4(QT/4). Moreover, for any choice of o € (2, 04] we have

2 o o o o
<
/ |D%up|” dz <c(14y7) / (14 [Dup| )dz+c||g,||NO§;(,(Q]+/4)
07 o7,
o (B—D(1+) o o
< clh / (141Dl dz+ cllgdl o g (5.14)
07y
where we have used in the last line the energy bound (5.13) and y < c(n)|h|(ﬁ_l)(1+19) from (5.9). Note that ¢ =
c(n, N, L/v, ) with ¢ - oo when ¢ | 0. This yields fora =1, ..., n and |h| < 1/16 with 2 > 0 when « = n that
/ et [Dupl|” dz < c|h|o[/319(lﬂ)l|: / (1+Dul”) dz + g IIj/o,s;a(QT/Z)]
QT/I6 QT/2

This estimate can now be carried over to Du by the comparison argument we used in the proof of Lemma 5.1. Indeed,
combining (5.12) and the preceding estimate we obtain

/!rﬁwu]\"dz@"—‘[ / |2 [Dunl|” dz + / |Dup, — Dul” dz
Q;r/l() Q1+/16 Q;r/lﬁ

+ / |Duh(x + hey,t) — Du(x +hea,t)|adzi|

T
Q116
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o[B—0(1-p)] o o
07y
Finally, we consider the time-direction. We will attain an estimate for the L -norm of |7y [Du]| for 0 < [A| < (1/ 8)2

with the help of the comparison map u;, with the choice & = |A| 3. From Corollary 4.16 and Holder’s inequality we
infer the existence of o5 = o5(n, L/v) € (2, 04] such that for any o € (2, 5] there holds

/|tA[Duh]|”dz<c|A|%[(l+y0) / (1+|Duh|0)dz+||gt||7\/’o,g;g(Q?—/4)i|
07 07

Z(B=9(1-p)) o o
<clA|2 [ / (1+|Du|”)dz + IIgtIINo.g-,U(QT/Z)},
07,
where in the last line we have used again the energy bound (5.13) and (5.9) in the form y < c¢(n)hB—DU+9) =
c(mlal T 0+,

Joining the comparison estimate (5.12) with the preceding estimate we obtain, completely similar to the proof
of (5.15), that

/!m[Du]|"dz<3"“[ / |l Dunl|” dz + / |Dup, — Dul” dz

+ +
Q;r/l() Q116 Q116

+ / ‘Duh(x, t+A)— Du(x,t —I—)L)’U dzi|

T
Q116

<clAl %(ﬂ—m—ﬁ»[ / (1+Dul?) dz + g Ilj’vo,g;(,(%)} (5.16)

01»

=
Du € WX’X/2"’(QT/32; RN™). Since s € (0, B) was arbitrary we conclude that Du e WS*S/z*"(QTBZ; RN™) for any
s€(0,B)and o € (2, o5].
At this stage we perform the choice of the constants. We first choose o = 05 = o5(n, L/v). Next, we choose §
in (1.7) such that
1 1

S
1 2

Note that the dependencies of § from the structural parameters are the same as for . Since § > 1/2 —§ we now choose
s €(1/2 -6, B). Applying Lemma 2.6(i) we infer that dimp (1732 N (Z'UX?)<n+2—5s0 <n+ 1. The last
inequality follows from the fact that so > (1/2 — §)0 = o /4 4+ 1/2 > 1. This finishes the proof of Theorem 1.3. O

where ¢ = c(n, N, L/v, ¥). Combining (5.15) and (5.16) and recalling that ¢ < ﬁ—fg we infer from Lemma 2.5 that

8

With the proof of Theorem 1.3 we have completed our considerations concerning the regularity properties of weak
solutions to non-linear parabolic systems and their corresponding singular sets at the lateral boundary. Therefore we
finally turn our attention to the dimension estimate for the singular set at

5.2. The initial boundary: Proof of Theorem 1.5

In the following we shall consider a weak solution u € L*>(0, T; W'2(£2,RY)) of the following non-linear
parabolic system

u; —diva(z, Duy=0 on 27, (5.17)
where u(-,0) = 0 on £2 and the vector field a : 27 x R¥" — RN" satisfies the assumptions (1.2);—(1.2)3 and (1.3).
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5.2.1. Smoothing

As in the lateral boundary situation we build up a family of regularized vector fields. In contrast to Section 5.1.1 the
smoothing will now be performed only with respect to the space variable x. The precise construction is as follows: We
fix a point zg € £2¢, a parabolic cylinder Qg 0 (zo) C £27 and a smooth, radially symmetric, non-negative convolution

kernel ¢ € C3°(By) satisfying fBl ¢dx = 1. For 0 < |h| < min{p, 1} we then define the regularized vector field a; by

1 y—X
ah(x,t,w)E/a(x+|h|y,t,w)¢(y)dy=|h|n / a(y,r,w)¢( ] )dy, (5.18)

B By (x)
where z = (x,1) € Qg@*lhl and w € RV Then, the vector field a;, satisfies the properties (4.2);—(4.2)s.
5.2.2. A comparison estimate

Here we shall state the energy and comparison estimate for the initial boundary situation. We still let u, zo = (xg, 0)
and Qg(Zo) be as above and define uj; € Lz(Agz; Wl'z(BQ(xo); R™)) to be the unique solution of the following

Cauchy-Dirichlet problem
{ dup, — divay (x, ¢, Dup) =0 in 09 (z0).

. (5.19)
up=1u on dp Q,(z0),

where {ay,}, 0 < |h| < min{p, 1}, denotes the family of vector fields constructed in (5.18). Then, the following energy
estimate holds

/ |Dup|>dz < c(n, L)v) f (1+ |Dul?)dz. (5.20)
09 (z0) 09 (z0)
Moreover, we have the following comparison estimate
/ |Duy, — Dul*dz < c(n, L/v)8*(|hl) f (1 + |Dul?) dz. (5.21)
09 (z0) 09 (z0)

The proof is exactly the same as the one for the lateral boundary situation provided in Section 5.1.2 and therefore we
shall not repeat it. We only have to replace Q; by Qg (z0)- Note also that we did not use the assumption (5.4)7 in
Section 5.1.2 which is not available now.

5.2.3. Fractional estimates
The next lemma provides the higher fractional differentiability of Du up to the initial boundary with respect to the

spatial directions and the time direction.

Lemma 5.4. Suppose that u € L2(0, T; Wl'z(.Q; RM)) with u(-,0) =~O on $2 is a weak solution of (2.3) where the
structure conditions (1.2)1—(1.2)3 are in force and let t| € (0, T) and $2 € S2. Then, we have

1

Du(x,t) — Du(y,n)|*
// |Du(x,t) u(y, 1| dxdydt <oo, Vse(0,p),
02 @

x — |2

and

non

D — Du(x. D)1?
/f| ux, ) u, 0| drdtdx < oo, Vs€<0, g)
00

|.E_.E|1+2s

bo}l

Proof. As in the proofs of Lemmas 5.1 and 5.2 we will derive an estimate for the integral of the finite differences
7[Dul], @ =1,...,n and ;[ Du], in terms of the increment |A|. For this we fix zo € £29 and Qgg(z()) C 7 with
o < 1and 0 < |h| < o/4, where we take i > 0 when considering finite differences in time. By
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un € L*(Agy: W2 (Bo(x0); RY))

we denote the unique solution of the Cauchy-Dirichlet problem (5.19) in Qg(z()). We note that due to (5.4);,

(5.4)7, (5.4)¢ and the assumption 6(|h]) < |h|P, the vector fields aj, are of the type of the vector fields considered
in (4.1) of Section 4.2 (note that we did not assume (4.2)4 there). In particular, the assumption (4.2)3 is satisfied with

o(|h
y=y(h) = c(n)% <cm)|hP~1. (5.22)

Therefore, the a priori estimate from Proposition 4.18 with ¢ = 2 applies to uj, such that we have D%u; €
LZ(Qg/Q (z0); RV"*) with the estimate

/ |D2uh|2dz < C(Q_2 + yz) / (1+ |Duh|2) dz < C(Q_2 + |h|2ﬂ_2) f (1+ |Du|2) dz.
0920) 09 (z0) 09 z0)

In the last line we have used the energy estimate (5.20). Note that ¢ = c(n, N, L/v). With the help of (2.7), this
estimate yields for the finite differences 7 [Du], @ =1, ..., n, that

f |r,g'[Duh]|2dz<c(n)|h|2 / |Dzuh|2dz<c|h|2ﬂg—2 / (1 + |Dul?) dz.
094(z0) 0% (z0) 09 z0)

Now, we employ the comparison estimate (5.21) in completely the same way as we did in the proof of Lemma 5.1
(with ¥ = 0) in order to derive a similar estimate for 7/ [ Du]. Proceeding this way we end up with

/ | [Dul|* dz < clh P o2 / (1+ |Dul?)dz, (5.23)
00 /4(z0) 09(z0)
where ¢ = c(n, N, L/v). At this stage we note that the preceding estimate holds true for interior cylinders as well
(see [16, Lemma 9.4]). An application of Lemma 2.5(ii) now yields the assertion concerning the spatial fractional
differentiability.
We now come to the time-direction. We let zg, 0, &, ap,, y and uy, still be as above. We consider 0 < A < (o/ 2)2 and
seth =22 Applying Proposition 4.20 to u;, we infer

f laDupl|*dz < cx(o™ +y?) f(l + |Dup|?)dz < crfo™? / (1+1Dul?)dz,
% o o))
where we have also used the energy estimate (5.20) and ¢ = c(n, N, L/v). To derive a similar estimate for 7, [Du] we

proceed as in the proof of Lemma 5.2, i.e. we use the comparison estimate (5.21) in order to pass over the preceding
estimate to 7y [Du]. This leads us to

f |o[Dull’ dz < e2fo™? / (1+ |Dul?) dz,
00 2(z0) 09 z0)

where ¢ = c¢(n, N, L/v). We note that the preceding estimate also holds in the interior situation (see [16, Lemma 9.5]).
Lemma 2.5(i) now yields the fractional differentiability of Du with respect to time and this finishes the proof of the
lemma. O

Finally, we briefly summarize, what we have achieved up to now. Combining the fractional differentiability with
respect to space and time from Lemma 5.4, we arrive at the following fractional differentiability result:
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Theorem 5.5. Let u € L2(0, T; W1-2(£2; RN)) be a weak solution of the non—linearparabolic:vystem (1.1) under the
assumptions (1.2)1—(1.2)3 and (1.4), where u = g on the initial boundary $2y. Then for any 2 C 2, t1 € (0, T) and
s € (0, B) there holds

Du e WS22(2 x (0,1); RV"), Vs < B.

5.2.4. Proof of Theorem 1.5

At this stage, we mention that — contrary to the lateral boundary situation — Theorem 5.5, stating that Du € W*$/22
for any s € (0, B), does not immediately imply the existence of at least one regular initial boundary point. Indeed, the
application of Lemma 2.6 yields dimp(£20 N X) <n + 2 — 28. Since B € (0, 1) this quantity is still larger than n;
note that the parabolic Hausdorff-dimension of the initial boundary £2¢ is n. Hence, in order to prove the existence
of regular initial boundary points we need to establish a higher integrability improvement of Theorem 5.5, i.e. that
Du € W*%/2:9 for some o > 2 independent of B. This will be the main effort in the

Proof of Theorem 1.5. Our aim is to show that
dimp (29 \ Regpu) <n

which implies that H’-almost every initial boundary point is a regular point of Du. By the transformation explained in
Section 2.1 we can assume that we have zero initial boundary values. Now, we consider a fixed cylinder Qg (z0) C 271
with zg € £2¢. From the characterization of regular boundary points in Theorem 1.2 we already know that D, (zo) \
Regpu C Dy(z0) N (XU X2). In the following we will show that Du € W“/z*"(Qg/m; RN") for some o > 2 by
improving the comparison estimate (5.21) and the fractional differentiability properties of the comparison function uj,
(from the proof of Lemma 5.4).

Hence, our aim is to determine § > O such that 8 > 1 — § implies that

dimp(DQ/16(Z()) N 2) <n.
By an up to the initial boundary higher integrability result as for instance provided by [8,31] we infer the existence
of oy =o1(n, N, L/v) > 2 such that

Du € L°'(QY(z0): RM"). (5.24)

Now, we denote by {a;} the vector fields constructed in Section 5.2.1 and let uj, € L2(A22; WI’Z(BQ (x0); RV)) be

the unique solution of the initial Cauchy—Dirichlet problem (5.19) in Qg (zo). Taking the difference of the systems
(5.17) and (5.19) we see (as in the proof of Theorem 1.3) that u;, — u is a weak solution of the following linear initial
Cauchy-Dirichlet problem:

o (up —u) — diV(A(h)D(uh — u)) = div(ah(~, Du) —a(-, Du)) in Qg(z()),
up —u=0 on 87>Q2(Zo),

where A(h)(z) = fol owayn(z, Du + s(Duyp, — Du))ds are the coefficients defined in (5.11). From our assump-

tions (5.4); and (5.4), we know that (.[l(h)(z)w, w) > v|w|? and also |fl(h)(z)| < L for any choice of w € RV”
and z € Qg (zo). Therefore, we can once again use the up to the initial boundary higher integrability from [8,31] (note

that the right-hand side is b(z) = a5, (z, Du) — a(z, Du) € L°! (Qg (z0); RN™); see (5.4)1, (1.2); and (5.24)) to infer

the existence of oo = 02(n, N, L/v) € (2, 01] such that Duy, — Du € L”Z(Qg/z(z()); RN™). Moreover, for any choice
of o € (2, 02] holds

3
/ IDuh—DuI"dZSC< / |Duh—DM|2dZ) +c / |lan(z, Du) — a(z, Du)|’ dz,
09 2(z0) 09 (z0) 09 (z0)

where ¢ = c(n, N, L/v). In the following we shall estimate the integrals appearing on the right-hand side of the
preceding inequality. For the first one we use the comparison estimate (5.21) and Holder’s inequality to infer
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g
(/ |Duh—Du|2dz> <c(n, L/v)|h|P? ][ (14 Dul”)dz.
09(z0) Q5 (z0)

The second integral can be treated using the pointwise estimate (5.4)5 to obtain

/|ah(.,Du)—a(.,Du)|"dz<c(n,L/u)|h|ﬁ“ / (14 [Du|”)dz.

09(z0) 09 (z0)
Inserting this above we arrive at
/ |Duj, — Du|® dz < c(n, N, L/v)|h|P° / (1+|Du|")dz, (5.25)
002(z0) 05 (z0)

which is the desired improvement of the comparison estimate (5.21) we were looking for. We note that the last
inequality implies the energy bound:

/ |Dup|®dz < c(n, L/v) / (14 [Du|”)dz. (5.26)
Qg/z(zo) 0% (z0)

Next, we are going to improve the W+ 3-2_estimate from Theorem 5.5, utilizing the higher integrability of D2u,.
We first fix s € (0, 8). Applying Proposition 4.18, we infer the existence of o3 = o3(n, N, L/v) € (2, 02], such that
|D2uh| €L’ (Q2/2 (z0)). Moreover, for any choice of o € (2, 03] we have

[ 1wl dz<cem4ye) [ (41DwP)az<nr® Ve [ (4 iDulyds 520
094(z0) 09 (z0) 09 z0)

where we have used in the last line (5.26) and y = c(n)|h|1_ﬂ from (5.22). Note that ¢ = c(n, N, L/v). This yields
fora=1,...,nand |h| < o/8 that

/ | [Dupl|” dz < clh|"P o™ / (1+Dul?)dz.
09 5(z0) 09 (z0)

This estimate can now be carried over to Du via (5.25) by the comparison argument we used several times before (see
for instance the proof of Theorem 1.3). This leads us to the following improvement of (5.23):

f |t (Dul|” dz < c|h|Po™° / (1+|Dul)dz. (5.28)
09 5(z0) 0§ (z0)

Finally, we consider the time-direction. We will attain an estimate for the L -norm of |7y [Du]| with the help of

the comparison map u; with the choice h = A2 and 0 < 2 < (0/4)?. From Proposition 4.20 and Holder’s inequality
we infer the existence of o4 = o4(n, N, L/v) € (2, 03] such that for any o € (2, 04] there holds

/ |t Dupl|” dz < A% (07 +y°) / (14 |Dup|°)dz < cr2Po~ / (14 |Dul”) dz,
09 4(z0) 07 5(z0) 09 (z0)

where in the last line we have used (5.26) and y = c(yhP~1 = c(n))»g. This estimate is carried over to Du by
joining (5.25) with the preceding estimate (see for instance the proof of Theorem 1.3). We obtain

/ |t [Dul|” dz < c|r| 2P0 / (1+1Du|%)dz, (5.29)
00/50) 09 (z0)
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where c=c(n, N, L/v). Combining (5.28) and (5.29), we infer from Lemma 2.5 that Du € W‘Y"Y/Q’U(Qg/m(zo); RN7y,

Since s € (0, B) was arbitrary we conclude that Du € WS’S/Z"’(Qg/m(zO); RN™) forany s € (0, ) and o € (2, 04]. At
this stage we perform the choice of the constants. We first choose 0 = 04 = 04(n, N, L/v). Then, 0 =0 (n, N, L/v)
does not depend on . Next, we choose § in (1.9) such that

1 1

——>0.
2 o

Note here that the dependencies of § from the structural parameters are the same as for o. Since 8 > 1 — § we
can choose s € (1 — 4, B). Applying Lemma 2.6(i) we infer that dimp (Dy/16(z0)) N X' <n + 2 — so < n. The last
inequality follows from the fact that so > (1 — §)o =0 /2 + 1 > 2. Since zg was an arbitrary point on the initial
boundary §2p the assertion of Theorem 1.5 follows by a standard covering argument. O
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