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Abstract

We solve the Riemann problem for a class of resonant hyperbolic systems of balance laws. The systems are n
hyperbolic and the solutions take their values in a neighborhood of a state where two characteristic speeds coin
construction generalizes the ones given earlier by Isaacson and Temple for scalar equations and for conservative systems.
class of systems under consideration here includes, in particular, a model from continuum physics that describes the
of a fluid flow in a nozzle with discontinuous cross-section.

Résumé

Nous résolvons le problème de Riemann pour une classe de systèmes hyperboliques non-conservatifs et résonan
tèmes ne sont pas strictement hyperboliques et les solutions considérées prennent leurs valeurs au voisinage d’un é
où deux des vitesses caractéristiques coincident. Notre construction généralise celle donnée précédemment par
Temple pour les équations scalaires et les systèmes conservatifs. La classe générale de systèmes étudiée ici compr
ticulier, un modèle important de la dynamique des milieux continus qui décrit l’évolution d’un fluide dans une tuyère dont
section est discontinue.
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1. Introduction

In this paper we study the Riemann problem for a general class of nonlinear hyperbolic systems of balan
which is motivated by the Euler system of compressible fluids in a nozzle with variable cross-section (s
below). Precisely, we are interested in the Riemann problem for the nonlinear hyperbolic system

∂tu + ∂xf (u, a) = g(u, a) ∂xa, (1.1)

∂ta = 0, (1.2)

with initial data consisting, by definition, of two constant states(aL,uL) and(aR,uR):

(u, a)(x,0) =
{

(uL, aL), x < 0,

(uR, aR), x > 0.
(1.3)

The unknowns are the two functionsu = u(x, t) ∈ R
n anda = a(x) ∈ R.

It is assumed that the flux-functionf = f (u, a) in (1.1) is a given smooth mapping such that, for each va
a ∈ R, f (·, a) :Rn �→ R

n is strictly hyperbolic; that is, for eachu ∈ R
n the Jacobian matrixDuf (u, a) admitsn

real and distinct eigenvalues

λ1(u, a) < · · · < λn(u, a)

and, therefore, corresponding basis of left- and right-eigenvectorsli(u, a), ri(u, a) (i = 1, . . . , n), normalized so
that ∣∣ri(u, a)

∣∣ = 1, li (u, a) · ri (u, a) = 1, li(u, a) · rj (u, a) = 0 if i �= j. (1.4)

We also assume that each characteristic field ofDuf (u, a) is either genuinely nonlinear or linearly degenera
that is, for eachi = 1, . . . , n, the function(u, a) �→ ∇uλi(u, a) · ri (u, a) never vanishes or vanishes identica
respectively.

In addition, we observe that Eq. (1.2) trivially corresponds to a linearly degenerate field with eigenvalue

λ0 := 0.

We are interested in studying the problem (1.1)–(1.3) when the Riemann data lie in a neighborhood o
(u∗, a∗) at which one of the wave speeds of (1.1) also vanishes, that is, we assume that for some indexk

λk(u∗, a∗) = λ0. (1.5)

Thek-characteristic field is assumed to be genuinely nonlinear, so after normalization

(∇uλk · rk)(u∗, a∗) > 0. (1.6)

Throughout this paper, we restrict attention to data in the ballB(u∗, δ0) with centeru∗ and (small) radiusδ0 > 0
and we impose on the functionsf andg the following two conditions(

lk · (∂af − g)
)
(u∗, a∗) �= 0 (we assume that it is negative), (1.7)

(lk · Dug . rk)(u∗, a∗) �= 0 (we assume that it is negative) (1.8)

which, as we will show, give the generic structure of elementary waves near(u∗, a∗). By continuity, we can alway
assume that (1.6)–(1.7) still hold for allu ∈ B(u∗, δ0) anda ∈ B(a∗, δ0).



P. Goatin, P.G. LeFloch / Ann. I. H. Poincaré – AN 21 (2004) 881–902 883

ica-

)
ough the

onserva-
ad, a
l Maso,

he
we refer
aacson
osed in
stems) and
iemann
[1,2,15],
nd

m, (1.6)
Hyperbolic systems of balance laws, having the formof conservation laws with a source arise in many appl
tions. Most notably, the Euler equations for a fluid flow in a nozzle with cross-sectional areaa = a(x) read (see for
instance [11]):

∂tρ + ∂x(ρu) = −ρu

a
∂xa,

∂t (ρu) + ∂x(ρu2 + p) = −ρu2

a
∂xa, (1.9)

∂t (ρe) + ∂x

(
(ρe + p)u

) = − (ρe + p)u

a
∂xa.

Here,ρ > 0 denotes the density of the fluid,u the velocity,p the pressure, ande is the total (internal and kinetic
energy. The equations express balance laws for the mass, momentum, and total energy of the fluid thr
nozzle.

We emphasize that the model (1.1)–(1.2) has two important features. On one hand, it contains a nonc
tive productg(u, a) ∂xa which cannot make sense within the framework of the theory of distributions. Inste
rigorous definition of weak solutions must be based on the theory of nonconservative products due to Da
LeFloch, and Murat [22–24,12]. See in particular LeFloch [23] for a review of several applications, including t
model (1.9) above. On the other hand, (1.1)–(1.2) is non-strictly hyperbolic: for works on resonant systems
to Marchesin and Paes-Leme [31], Embid, Goodman, and Majda [13], Glimm, Marschall, and Plohr [14], Is
and Temple [18,19], Liu [28–30], Lien [27], and Marchesin, Plohr, and Schecter [32]. The construction prop
this paper can be regarded as an extension to resonant nonconservative systems of [18] (conservative sy
[19] (scalar, nonconservative equations). For other important related works, including the construction of R
solutions and numerical schemes for equations similar to (1.9), we refer to Amadori, Gosse, and Guerra
Andrianov and Warnecke [3–5], Asakura [6], Botchorishvili, Perthame, and Vasseur [7], Bouchut [8], Chen a
Glimm [9], Greenberg and Leroux [16], Jin and Wen [20,21], and LeFloch and Thanh [26].

2. Preliminaries

By setting

U := (u, a), F (U) := (
f (u, a),0

)
, G(U) :=

[
0 g(u, a)

0 0

]
,

the set of Eqs. (1.1)–(1.2) can be regarded as a nonconservative system ofn + 1 equations:

Ut + (
DU F(U) − G(U)

)
Ux = 0. (2.1)

We denote byRi(U), i = 0, . . . , n, the corresponding right-eigenvectors of the matrixDU F(U) − G(U). Clearly,
we haveRi = (ri ,0), i = 1, . . . , n. The vectorR0 is associated with the eigenvalueλ0 and will be determined
shortly.

First, we discuss some consequences of our assumptions (1.5)–(1.8). By the implicit function theore
guarantees that the equationλk(u, a) = 0 defines (locally) asmoothn-dimensional manifoldof R

n+1,

T := {
(u, a), u ∈ B(u∗, δ0), a ∈ B(a∗, δ0) /λk(u, a) = 0

} ⊂ R
n+1,

which passes through the stateU∗ := (u∗, a∗) and will be called thetransition manifold.The integral curves ofrk
are transversal toT , and this property allows us to distinguish two “half-spaces”

T ± := {
U ∈ B(U∗, δ0) / for all V ∈ T , Rk(V ) · (U − V ) ≷ 0

}
.

We now determine the right-eigenvectorR0(u, a). Thanks to (1.7) the Jacobian matrix

DUF(U) − G(U) =
[

Duf ∂af − g

0 0

]
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has rankn on T in a neighborhood ofU∗. We claim that the eigenvectorsR0 andRk can be chosen outside th
manifoldT in such a way that they remain continuous across the manifoldT . This is clear for the vector fieldRk .
The vectorR0 =: (r0, b0) must satisfy

(∂af − g)b0 + Duf . r0 = 0. (2.2)

If we search for the componentr0 in the general formr0 = ∑n
i=1 αiri and we multiply (2.2) by each left-eigenvect

li we obtain

li · (∂af − g)b0 + λi αi = 0,

which determines the coefficientαi . Hence, imposingR0 to be a unit vector, we find

R0 = c

(
−

n∑
i=1

λk

λi

li · (∂af − g) ri , λk

)
, (u, a) /∈ T ,

where the normalization coefficientc > 0 is given by

1

c2
:= λ2

k +
n∑

i=1

(
λk

λi

li · (∂af − g)

)2

. (2.3)

It is now easy to check that, as the state(u, a) approaches the manifoldT , we haver0 → rk andb0 → 0, and that
R0 can be extended smoothly to the manifold and coincides withRk = (rk,0) onT , in other words,

R0(u, a) − Rk(u, a) → 0 as(u, a) approachesT . (2.4)

In particular, providedδ0 > 0 is sufficiently small,|R0(U) − Rk(U)| � ε for |U − U∗| � δ < δ0.
To parametrize the wave curves it will be convenient to introduce at this stage a globally defined pa

µi(u) ∈ R which should depend smoothly uponu and be strictly monotone along the wave curve. More precis
we assume that the parameterµi is given such that

∇µi(u) · ri (u) �= 0, u ∈ B(u∗, δ0) (2.5)

(here and in the sequela is kept fixed and we will neglect it while it does not play a role). In view of condit
(2.5), when the field is genuinely nonlinear a natural choice forµi is the wave speedλi , while there is no canonica
choice for linearly degenerate fields. In particular, fori = k we will set

µk(u) = λk(u), u ∈ B(u∗, δ0), (2.6)

and we will reparametrize the wave curves accordingly. For someδ1 < δ0, uL ∈ B(u∗, δ1), andε > 0, we will de-
note bym �→ vk(m;uL) the Hugoniot curve (or shock curve) consisting of all right statesuR that can be connecte
to uL by ak-shock of speed̄λk(m;uL), and bym �→ wk(m;uL) the rarefaction curve, parametrized so that we ca
refer to

m �→ ψk(m;uL) :=
{

vk(m;uL), m ∈ (−ε,µk(uL)],
wk(m;uL), m ∈ [µk(uL), ε)

(2.7)

as thek-wave curve issuing fromuL (for details, see for example [25, Chapter VI]). We will also use the notat

Sk(uL) := {
vk(m;uL), m ∈ (−ε,µk(uL)

]}
,

Rk(uL) := {
wk(m;uL), m ∈ [

µk(uL), ε
)}

,

Wk(uL) := Sk(uL) ∪Rk(uL) = {
ψk(m;uL), m ∈ (−ε, ε)

}
.

Thanks to (2.5) and (1.6), we can choose the parameterm to coincide withµk, that is:

µk

(
ψk(m;uL)

) = m. (2.8)



P. Goatin, P.G. LeFloch / Ann. I. H. Poincaré – AN 21 (2004) 881–902 885

e
s for

ntral

tion of
ched
s in the
In this situation, by setting̃m := m − µk(uL), we have the following expansion for the shock curve

vk(m;uL) = uL + m̃

a(uL)
rk(uL) + m̃2

2a(uL)2 (Drk.rk + brk)(uL) +O(m̃3), (2.9)

and the corresponding shock speed satisfies

λ̄k(m;uL) = λk(uL) + m̃

2a(uL)

(∇λk · rk
)
(uL)

+ m̃2

6a(uL)2

(∇(∇λk · rk) · rk + c∇λk · rk
)
(uL) +O(m̃3), (2.10)

wherea = ∇µk · rk = ∇λk · rk �= 0 andb, c are smooth and real-valued functions ofuL, while the expansion of th
rarefaction curvewk(m;uL) takes the same form as (2.9). Derivation of (2.10) gives the following expansion
the partial derivatives of̄λk(m;uL):

∂mλ̄k(m;uL) = 1

2
+ m̃

3a2

(∇(∇λk · rk) · rk + c∇λk · rk
) +O(m̃2), (2.11)

∇λ̄k(m;uL) · rk = 1

2
∇λk · rk − m̃

3a

(∇(∇λk · rk) · rk + c∇λk · rk
) +O(m̃2) (2.12)

(whererk = rk(uL), λk = λk(uL), a = a(uL) = ∇λk · rk(uL)).
Given some state(u−, a−) we now investigate the properties of two important curves, that will play a ce

role in the construction of the solution of the Riemann problem. First we study thestanding wave curve, denoted
by m �→ (ϕ,α)(m;u−, a−), made of all states which can be attained by using time-independent smooth solu
(1.1)–(1.2). Second, we consider the compositetransformed standing curve, made of states which can be rea
by a standing wave followed by a shock wave with zero speed. We state the properties of these curve
following two lemmas.

Lemma 2.1.Given some state(u−, a−) ∈ T consider the standing wave solution of(1.1)–(1.2), denoted bym �→
(ϕ,α)(m;u−, a−) and determined by

(ϕ,α)′ = γ (m)R0(ϕ,α),

ϕ(0) = u−, α(0) = a−,

for some smooth scalar functionγ (m) bounded away from zero and such thatγ (0) = 1/a(u−). Then we have

α′(0) = 0 and α′′(0) = − 1

a(u−)2

(∇λk · rk)(u−, a−)

(lk · (∂af − g))(u−, a−)
> 0. (2.13)

Proof. We have{
α′ = γ (m)b0(ϕ,α),

ϕ′ = γ (m)r0(ϕ,α),
with

{
α(0) = a−,

ϕ(0) = u−.

The standing wave satisfies

∂af α′ + Duf ϕ′ = g α′,
that we rewrite as

(∂af − g)α′ + Duf ϕ′ = 0. (2.14)

We decompose the vectorϕ′ along the right-eigenvector as

ϕ′ =
n∑

ci(m) ri(m). (2.15)

i=1
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Sinceϕ′(0) = (1/a(u−))r0 = (1/a(u−))rk , we must haveci(0) = 0 for i �= k andck(0) = 1/a(u−). Differentiating
(2.14) with respect tom we obtain

(∂aaf − ∂ag)(α′)2 + (∂af − g)α′′ + Du(∂af − g)ϕ′α′ + d

dm
{Duf ϕ′} = 0. (2.16)

We can rewrite the last term of the left-hand side using the decomposition (2.15). In fact,

Duf ϕ′ = Duf

n∑
i=1

ci(m) ri(m) =
n∑

i=1

ci(m)λi(m) ri(m),

and thus

d

dm
{Duf ϕ′} =

n∑
i=1

c′
i (m)λi(m) ri(m) +

n∑
i=1

ci(m)
d

dm

{
λi(m) ri(m)

}
.

At m = 0 we haveλk(0) = 0 andα′(0) = 0, hence
n∑

i=1

c′
i (0) λi(0) ri(0) =

∑
i �=k

c′
i (0) λi(0) ri(0)

and
n∑

i=1

ci(m)
d

dm

{
λi(m) ri(m)

}∣∣∣∣
m=0

= 1

a(u−)

{
1

a(u−)
∇λk · rk + ∂aλkα

′(0)

}
rk

∣∣∣∣
(u−,a−)

= 1

a(u−)2
(∇λk · rk)rk

∣∣∣∣
(u−,a−)

.

We now evaluate (2.16) atm = 0, and we obtain

(∂af − g)α′′ +
∑
i �=k

c′
iλi ri + 1

a(u−)2
(∇λk · rk)rk = 0.

Finally, multiplying on the left bylk(u−, a−) yields

α′′(0) = − 1

a(u−)2

∇λk · rk
lk · (∂af − g)

∣∣∣∣
(u−,a−)

> 0,

where we have used the hypothesis (1.7).�
Remark 2.2.Lemma 2.1 shows that the standing wave curve that passes throughU− = (u−, a−) ∈ T touches the
hyperplanea = a− only atU− and does not cross it. The sign assumptions in (1.6) and (1.7) imply that the
lies above the hyperplane, and crosses any hyperplanea = a1, a1 > a− exactly twice in a neighborhood ofU−.

We note also that givenu−, a−, a connecting stateu+ can always be found fora+ > a−, while fora+ < a− this
is true only as far asa+ � α(0;u−, a−). This means that smooth stationary flow is always possible for expan
ducts. On the contrary, for contracting ducts the change in area must not be too large.

We now describe the transformed standing curve corresponding to a given standing wave curve. By
assumption in (1.6), shock curves crossT from T + to T −. By the Rankine–Hugoniot condition

s[u] = [
f (u)

]
,

the 0-speed shocks (s = 0) crossT at a constant value off .
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Denote byZ(m;u−, a−) = (ϕ(m),α(m)) a given standing wave curve (here we will assumeZ(0;u−, a−) =
(u−, a−) ∈ T ). For a given state(uL, aL) = (ϕ(mL),α(mL)) ∈ T +, (mL > 0), on this curve, definēuL and ũL

such that the states(ūL, aL) and(ũL, aL) lie on the other side ofT at the samea-level and belong, respectivel
to the same standing wave curve and to the same level curve off as the state(aL,uL). That is,ūL andũL must
satisfy

(ūL, aL) = (
ϕ(mR),α(mR)

)
(2.17)

(for somemR < 0) and

f (uL, aL) = f (ũL, aL). (2.18)

Definition 2.3. The transformed standing curvecorresponding to a standing wave curveZ(m;u−, a−) =
(ϕ(m),α(m)) is the curve{

(u, a) ∈ T −: a = α(m), f (u, a) = f
(
ϕ(m),α(m)

)
, m > 0

}
.

Lemma 2.4.If lk ·Dg . rk < 0, then for each standing waveZ(m;u−, a−), the corresponding transformed standi
curve lies closer to the transition surfaceT thanZ. That is,

µk(ūL) < µk(ũL) < 0.

If lk · Dg . rk > 0, then the corresponding transformed standing curve lies farer from the transition surfaT
thanZ. That is,

µk(ũL) < µk(ūL) < 0.

Note that the conditionlk · Dg . rk < 0 above also arises in the analysis by Lien [27] on conservation laws
a moving source.

Proof. We denote the positive and negative branches of the standing wave curve as(
ϕ(m),α(m)

) =
{

(ϕ+(m),α+(m)) if m > 0,

(ϕ−(m),α−(m)) if m < 0.

Each of these branches can then be parametrized bya:(
ϕ+(m),α+(m)

) → Φ+(a), a � a−,(
ϕ−(m),α−(m)

) → Φ−(a), a � a−.

We compute

f (ūL, aL) − f (uL, aL) = f
(
ϕ(mR),α(mR)

) − f
(
ϕ(mL),α(mL)

)
=

mR∫
mL

[Duf ϕ′ + ∂af α′]dm

=
mR∫

mL

g
(
ϕ(m),α(m)

)
α′(m)dm

=
0∫
g
(
ϕ+(m),α+(m)

)
α′+(m)dm +

mR∫
g
(
ϕ−(m),α−(m)

)
α′−(m)dm
mL 0
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=
a−∫

aL

g
(
Φ+(a), a

)
da +

aL∫
a−

g
(
Φ−(a), a

)
da

=
aL∫

a−

[
g
(
Φ−(a), a

) − g
(
Φ+(a), a

)]
da.

Hence

lk · (f (ūL, aL) − f (uL, aL)
) =

aL∫
a−

1∫
0

lk · Dg
(
sΦ−(a) + (1− s)Φ+(a), a

)
.
(
Φ−(a) − Φ+(a)

)
ds da, (2.19)

that is different from 0 thanks to (1.8). Hence the two curves are distinct. On the other side by (2.18) we ha

lk · (f (ūL, aL) − f (uL, aL)
) = lk · (f (ūL, aL) − f (ũL, aL)

)
=

1∫
0

lk · Duf
(
sūL + (1− s)ũL, aL

)
. (ūL − ũL)ds

∼ λk lk · (ūL − ũL), (2.20)

whereλk < 0 sinceūL, ũL ∈ T −. Identities (2.19) and (2.20) imply that

lk · Dg . rk < 0 ⇒ µk(ūL) < µk(ũL), (2.21)

lk · Dg . rk > 0 ⇒ µk(ūL) > µk(ũL) (2.22)

(see Fig. 1). �
In the next section will be also useful to know the mutual position of the transformed standing curve

sponding toZ(m;uL,aL) = (ϕ(m),α(m)) and the standing curve passing through(ũL, aL), that we will denote
by Z(m; ũL, aL) = (ϕ̃(m), α̃(m)) (see again Fig. 1). For a given stateaR , defineũ′

L andu′′
L such that the state

(ũ′
L,aR) and(u′′

L,aR) lie in T − respectively on the standing curveZ(m; ũL, aL) and on the transformed standin
curve corresponding to(uL, aL). That is,ũ′

L andu′′
L must satisfy

(ũ′
L,aR) = (

ϕ̃(m′), α̃(m′)
)
, for somem′ < 0,

and

f (u′′
L,aR) = f (u′

L,aR) = f
(
ϕ(m′′),α(m′′)

)
, for somem′′ > 0.

Fig. 1. The mutual position of the standing wave (continuous) and the transformed standing wave (dotted).
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as flow
Lemma 2.5.Let us assume thatlk · Dg . rk < 0. Then the following holds:

aR < aL ⇒ µk(u
′′
L) < µk(ũ

′
L) < 0, (2.23)

aR > aL ⇒ µk(ũ
′
L) < µk(u

′′
L) < 0. (2.24)

Proof. We follow closely the lines of the proof of Lemma 2.4. We compute

f (ũ′
L,aR) − f (u′′

L,aR) = f
(
ϕ̃(m′), α̃(m′)

) − f
(
ϕ(m′′),α(m′′)

)
=

m′∫
µk(ũL)

[Duf ϕ′ + ∂af α′]dm + f (ũL, aL)

−
m′′∫

µk(uL)

[Duf ϕ′ + ∂af α′]dm − f (uL, aL)

=
m′∫

µk(ũL)

g
(
ϕ̃−(m), α̃−(m)

)
α̃′−(m)dm −

m′′∫
µk(uL)

g
(
ϕ+(m),α+(m)

)
α′+(m)dm

=
aR∫

aL

g
(
Φ−(a), a

)
da −

aR∫
aL

g
(
Φ+(a), a

)
da

=
aR∫

aL

[
g
(
Φ−(a), a

) − g
(
Φ+(a), a

)]
da.

Hence

lk · (f (ũ′
L,aR) − f (u′′

L,aR)
) =

aR∫
aL

1∫
0

lk · Dg
(
sΦ−(a) + (1− s)Φ+(a), a

)
.
(
Φ−(a) − Φ+(a)

)
ds da. (2.25)

On the other hand we have

lk · (f (ũ′
L,aR) − f (u′′

L,aR)
) =

1∫
0

lk · Duf
(
sũ′

L + (1− s)u′′
L,aR

)
. (ũ′

L − u′′
L)ds ∼ λk lk · (ũ′

L − u′′
L), (2.26)

whereλk < 0 sinceũ′
L, u′′

L ∈ T −. Comparing identities (2.25) and (2.26) we get the conclusion.�
Remark 2.6.In the caseg ≡ 0, system (1.1) reduces to the fully conservative system

∂tu + ∂xf (u, a) = 0, (2.27)

which has been studied in [18]. Note that in this case standing wave curves and 0-speed shock curves co

Remark 2.7.We consider as significant physical example the Euler equations of compressible isentropic g
through a nozzle
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Fig. 2. Significant curves for the 2× 2 Euler system.

∂tρ + ∂xm = −m

a
∂xa,

∂tm + ∂x

(
m2

ρ
+ p(ρ)

)
= −m2

aρ
∂xa, (2.28)

wherem is the momentum of the gas,a = a(x) is the cross-sectional area of the duct and the pressure is giv
p(ρ) = γ −1ργ , andγ = 1+ 2θ > 1 is the adiabatic constant.

The standing waves are determined by the following system of ordinary differential equations [9]:

mx = −m

a
ax,(

m2

ρ
+ p(ρ)

)
x

= −m2

aρ
ax. (2.29)

System (2.29) can be integrated, leading to the following equations which implicitly define the standing wav
passing through a given state(aL,ρL,mL):

am = aLmL,

m2

ρ2 + 1

θ
ρ2θ = m2

L

ρ2
L

+ 1

θ
ρ2θ

L . (2.30)

Fig. 2 shows the projection on the(ρ,m)-plane of the stationary curve as well as the 1-wave curve and 2-
curve through the point(ρL,mL) = (1/5,1/5), while the dotted curvesm = ±ρ1+θ define the transition curve
where the eigenvalues are equal to 0.

3. The 0–k-curve

As a first step toward the construction of the solution of the Riemann problem for (1.1)–(1.3), we give
section an accurate description of the set of all right statesu = W0,k(m;uL,aL, aR) associated with the levelaR

that can be reached from(uL, aL) by a solution of the Riemann problem consisting of admissible 0-waves
k-waves, only. From now on, letaL, aR anduL be fixed and let us impose the following admissibility criterion
the standing waves:
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(H) A 0-wave that connectsUL to UR on the same integral curve ofR0 by a contact discontinuity of speed ze
is admissible if the integral curve ofR0 does not cross the transition surfaceT betweenUL andUR .

This admissibility condition wasmotivated in [18,19] by the fact that the total variation ofa in Glimm’s method
then does not increase. It follows from (H) that to move to the other side of the transition surface one has
k-wave.

To construct the 0–k-curve we will make use of the following lemma.

Lemma 3.1.There existsδ1 < δ0 such that the following holds. Letu− ∈ B(u∗, δ1) be given withµk(u−) > 0 and
consider the wave curvem �→ ψk(m;u−) associated tou−. Then there exist a(unique) point ũ− and a smooth
functionµ̃k � 0 such that

ũ− = vk

(
µ̃k(u−);u−

)
and λ̄k

(
µ̃k(u−);u−

) = 0. (3.1)

In particular, µ̃k is a monotone decreasing function ofu− in therk direction:

∇µ̃k · rk ∼ −∇λk · rk near the transition manifoldT . (3.2)

Proof. Existence and uniqueness of the pointũ− is given by (1.6), which implies that the shock speedλ̄k(m;u−)

is strictly increasing for smallm. We are assuming herẽu− ∈ B(u∗, δ0), the other case being not interesting
our purpose. The second part of the statement follows from the implicit function theorem applied to the m
λ̄k(m;u). Indeed, it is a smooth mapping of its arguments, and we haveλ̄k(µ̃k(u);u) = 0 by definition. Moreover
from (2.11),∂mλ̄k(m;u) remains strictly positive form − µk(u) small enough. From the definition (3.1) ofµ̃k(u)

and (2.10) we recover(
µ̃k(u) − µk(u)

) +O
(
µ̃k(u) − µk(u)

)2 = −2µk(u),

henceµ̃k(u) − µk(u) is small ifµk(u) is small, that is, ifu is sufficiently close to the transition surfaceT .
To derive (3.2) along the critical manifold we use again the implicit function theorem:

∇µ̃k · rk(u) = − ∇λ̄k · rk(u)

∂mλ̄k(µ̃k(u);u)
. (3.3)

Using (2.11) and (2.12) to compute the derivatives in the right hand side of (3.3) and letting the stateu approach
the manifoldT , we get (3.2). �

The standing wave curves deserve a special treatment. As we have seen in the previous section, the
wave through some point(u−, a−) is defined by the following ODE

Z′ = γ (m)R0(Z), Z
(
µk(u−)

) = U− = (u−, a−) (3.4)

(sinceR0 ∼ Rk close toT , we can parametrize the curve with respect to the parameterm defined in (2.8)). Thank
to the regularity ofR0, (3.4) defines a curve

m �→ Z(m;U−) =
(

ϕ(m;u−, a−)

α(m;u−, a−)

)
, m ∈ (−ε, ε), (3.5)

for someε > 0, which depends smoothly uponu−, a− andm, and we can write the following expansions for t
curveϕ and its first derivative∂mϕ:

ϕ(m;u−, a−) = u− + m̃

a(u−)
r0(u−) + m̃2

2a(u−)2

(
Dr0 . r0 + b0∂ar0 + dr0

)
(uL) +O(m̃3), (3.6)

∂mϕ(m;u−, a−) = 1
r0(u−) + m̃

2

(
Dr0 . r0 + b0∂ar0 + dr0

)
(uL) +O(m̃2), (3.7)
a(u−) a(u−)
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whered is some smooth function. Moreover theRk directional derivative with respect to the initial data is t
vectorV which solves the linear Cauchy problem

V ′ = γ (m)DR0
(
Z(m,U−)

)
V, V

(
µk(u−)

) = Rk

(see for example [17, Chapter V] for a rigorous proof). Hence, form−µk(u−) sufficiently small, we haveV (m) ∼
Rk and, in particular,

Du−ϕ(m;u−, a−) . rk := lim
h→0+

ϕ(m;u− + hrk, a−) − ϕ(m;u−, a−)

h
∼ rk, (3.8)

∇u−α(m;u−, a−) . rk ∼ 0. (3.9)

Similarly, we can compute the derivatives w.r. toa−. As before, they correspond to the derivative ofZ(m;U−) w.r.
to the initial data, in the direction of the vectorE1 = (1,0, . . . ,0) ∈ R

n+1, that is given by the solution of

V ′ = γ (m)DR0
(
Z(m,U−)

)
V, V

(
µk(u−)

) = E1.

This means that form − µk(u−) sufficiently small, we have the following approximations

∂a−ϕ(m;u−, a−) := lim
h→0+

ϕ(m;u−, a− + h) − ϕ(m;u−, a−)

h
∼ 0, (3.10)

∂a−α(m;u−, a−) ∼ 1. (3.11)

We denote byaT (u−) = α(0;u−, a−) the level at which the curveZ(m;U−) intersects the transition surfaceT .
In view of the admissibility criterion(H), each fixed valuea+ � aT (u−) uniquely defines the parameter val
µ̂(a+;u−, a−) such that

α
(
µ̂(a+;u−, a−);u−, a−

) = a+. (3.12)

Deriving (3.12) w.r tou− anda− gives respectively

Du−µ̂(a+;u−, a−) · rk(u−) ∼ 0, (3.13)

∂mα
(
µ̂(a+;u−, a−);u−, a−

)
∂a−µ̂(a+;u−, a−) ∼ −1. (3.14)

ForaL, aR fixed, we can thus define the map

u �→ ϕ
(
µ̂(aR;u,aL);u,aL

)
, for u ∈ B(u∗, δ1), aT (u) � aR.

One should keep in mind that by (2.13), foraR < aL a stateu is mapped closer to the sonic line (staying on
same side ofT ); the opposite is true foraR > aL.

We will distinguish two main cases, depending on whether the stateUL belongs toT + or T −.
Case1. We first study the caseUL ∈ T +. The analysis will be further divided into four subcases, dependin

the value ofaR.
Case1a:aR � aL. While moving along a 0–k-curve, one has at most three possibilities:

(A) follow the standing wave curve up to levelaR, and then move along thek-wave with nonnegative speed;
(B) use ak-wave with nonpositive speed at constant levelaL followed by a standing wave;
(C) a more complex pattern, move first along the standing wave curve up to an intermediate levelaM , jump on the

other side ofT by means of a 0-speedk-shock and then use another standing wave to reachaR.

These three cases define three different branches of the curve

W̃k(uL) := {
W0,k(m;uL,aL, aR), m ∈ (−ε, ε)

}
.

Case (A) defines a first branch of the curve,

W̃+(uL) := {
ψk

(
m;ϕ

(
µ̂(aR;uL,aL);uL,aL

))
, m ∈ [

µ̃k

(
ϕ
(
µ̂(aR;uL,aL);uL,aL

))
, ε

)}
,
k
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Fig. 3. Case 1.

while another branch is found following case (B)

W̃−
k (uL) := {

ϕ
(
µ̂

(
aR; vk(m;uL), aL

); vk(m;uL), aL

)
, m ∈ ( − ε, µ̃k(uL)

]}
.

Finally, case (C) can be described by

W̃M
k (uL) := {

ϕ
(
µ̂

(
aR;u′′, α(m;uL,aL)

);u′′, α(m;uL,aL)
)
,

u′′ = vk

(
µ̃k

(
ϕ(m;uL,aL)

);ϕ(m;uL,aL)
)
, µk(uL) � m � µ̂(aR;uL,aL)

}
.

In the following we will also set

u′ = ϕ(m;uL,aL), min{aL, aR} � α(m;uL,aL) � max{aL, aR},
u′′′ = ϕ

(
µ̂

(
aR;u′′, α(m;uL,aL)

);u′′, α(m;uL,aL)
)
,

u′
L = ϕ

(
µ̂(aR;uL,aL);uL,aL

)
,

u′′
L = vk

(
µ̃k(u

′
L);u′

L

)
,

ũ′
L = ϕ

(
µ̂(aR; ũL, aL); ũL, aL

)
(see Fig. 3).

The setting of the following lemma is general as to cover the next cases.
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Lemma 3.2.There existsδ1 < δ0 such that foruL ∈ B(u∗, δ1) with µk(uL) > 0, and|aL − aR| � δ1, the parameter
m is strictly monotone along each branch of the curveW̃k(uL). More precisely

(i) m �→ λk(ψk(m;u′
L)) is strictly increasing form ∈ [µ̃k(u

′
L), ε);

(ii) m �→ λk(ϕ(µ̂(aR; vk(m;uL), aL); vk(m;uL), aL)) is strictly increasing form ∈ (−ε, µ̃k(uL)];
(iii) if moreoveraR � aT (ũL), thenm �→ λk(u

′′′) is strictly increasing form ∈ [µk(uL), µ̂(aR;uL,aL)].

Proof. By definition (2.8),m is strictly increasing along̃W+
k (uL), and (i) is proved. To prove (ii), we use (3.7

(3.13), (2.9) and (3.8) to compute

d

dm
ϕ
(
µ̂

(
aR; vk(m;uL), aL

); vk(m;uL), aL

)
= (∂mϕ Du−µ̂ + Du−ϕ) . ∂mvk(m;uL)

∼
(

1

a(uL)
Du−µ̂ + Du−ϕ

)
.

(
1

a(uL)
rk(uL) +O

(
m − µk(uL)

))
∼ 1

a(uL)
Du−ϕ . rk(uL) ∼ 1

a(uL)
rk(uL),

for uL sufficiently close to the transition surface, and|aL − aR| sufficiently small.
In order to establish (iii), we need (2.9) and (3.7), which give

d

dm
vk

(
µ̃k

(
ϕ(m;uL,aL)

);ϕ(m;uL,aL)
)

= ∂mvk

(
µ̃(u′);u′)∇µ̃k(u

′) · ∂mϕ + Duvk

(
µ̃(u′);u′) . ∂mϕ

=
(

1

a(u′)
rk(u

′) +O
(
µ̃k(u

′) − µk(u
′)
))∇µ̃k(u

′) ·
(

1

a(uL)
r0(uL) +O

(
m − µk(uL)

))
+ Duvk

(
µ̃(u′);u′) .

(
1

a(uL)
r0(uL) +O

(
m − µk(uL)

))
∼ 1

a(u′)
rk(u

′)
1

a(uL)
∇µ̃k(u

′) · r0(uL) + 1

a(uL)
Duvk

(
µ̃(u′);u′) . r0(uL) (3.15)

nearT . Moreover we compute

Fig. 4. The curvẽWk(uL) for aR > aL (case 1a).



P. Goatin, P.G. LeFloch / Ann. I. H. Poincaré – AN 21 (2004) 881–902 895

e

5 we
e

u′ − uL = ϕ(m;uL,aL) − ϕ
(
µk(uL);uL,aL

)
= ∂mϕ

(
µk(uL);uL,aL

)(
m − µk(uL)

) +O
(
m − µk(uL)

)2

= 1

a(uL)
r0(uL)

(
m − µk(uL)

) +O
(
m − µk(uL)

)2
.

Hence we have

µ̃(u′) = µ̃(uL) + ∇µ̃k(uL) · (u′ − uL) +O
(|u′ − uL|2)

∼ µ̃(uL) + ∇µ̃k(uL) ·
(

1

a(uL)
r0(uL)

(
m − µk(uL)

))
∼ µ̃(uL) + 1

a(uL)
∇µ̃k(uL) · r0(uL)

(
m − µk(uL)

)
∼ µ̃(uL) − 1

a(uL)
∇λk(uL) · rk(uL)

(
m − µk(uL)

)
∼ µ̃(uL) − (

m − µk(uL)
)
,

where we have used (3.2), which also gives

∇µ̃k(u
′) · r0(uL) ∼ ∇µ̃k(uL) · r0(uL) − ∇(

m − µk(uL)
) · r0(uL)

∼ ∇µ̃k(uL) · r0(uL) + ∇λk(uL) · r0(uL) ∼ 0. (3.16)

Using (3.16) in (3.15) we get

d

dm
vk

(
µ̃k

(
ϕ(m;uL,aL)

);ϕ(m;uL,aL)
) ∼ 1

a(uL)
r0(uL) (3.17)

nearT . Thus, together with (3.13) and (3.14), we get the following estimate

d

dm
ϕ
(
µ̂

(
aR; vk

(
µ̃k(u

′);u′), α(m;uL,aL)
); vk

(
µ̃k(u

′);u′), α(m;uL,aL)
)

= ∂mϕ

(
(∇u−µ̂)

d

dm
vk + (∂a−µ̂) ∂mα

)
+ Du−ϕ .

d

dm
vk + ∂a−ϕ ∂mα

∼ ∂mϕ

(
1

a(uL)
∇u− µ̂ · rk(uL) − C

b0(u
′, α(m;uL,aL))

b0(u′′′, aR)

)
+ 1

a(uL)
Du−ϕ . r0(uL)

∼ −C1∂mϕ
λk(u

′, α(m;uL,aL))

λk(u′′′, aR)
+ 1

a(uL)
r0(uL)

∼ C2
1

a(u′′)
r0(u

′′) + 1

a(uL)
r0(uL)

for some smooth functionsC,C1,C2 ∼ 1. Here we have used the fact thatλk(u
′, α(m;uL,aL)) andλk(u

′′′, aR)

have opposite signs, since(u′, α(m;uL,aL)) and(u′′′, aR) lie on opposite sides ofT . �
It is clear that whenaL = aR , the curveW̃k(uL) coincides withWk(uL). Lemma 2.5 allows us to determin

the mutual positions of the singular pointsũ′
L andu′′

L (see Fig. 4). In this case the curvẽWk(uL) is monotone w.r.
to m.

Case1b: aT (ũL) � aR < aL. We still have the three branches defined by (A), (B) and (C). By Lemma 2.
haveµk(u

′′
L) < µk(ũ

′
L), hence the curvẽWk(uL) is no more monotone w.r. tom, but presents a bifurcation. Mor

precisely,W̃M(uL) is now described by
k
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Fig. 5. The curvẽWk(uL) for aT (ũL) � aR < aL (case 1b).

W̃M
k (uL) := {

ϕ
(
µ̂

(
aR;u′′, α(m;uL,aL)

);u′′, α(m;uL,aL)
)
,

u′′ = vk

(
µ̃k

(
ϕ(m;uL,aL)

);ϕ(m;uL,aL)
)
, µ̂(aR;uL,aL) � m � µk(uL)

}
.

By Lemma 3.2, the mapm → λk(u
′′′) is now strictly decreasing when we move fromµk(uL) to µ̂(aR;uL,aL)

(Fig. 5).
Case1c:aT (uL) � aR < aT (ũL). Let us define the point(ûL, aL) ∈ T − such that

aT (ûL) = aR. (3.18)

By construction, we have

µk(ūL) � µk(ûL) < µk(ũL) = µ̃k(uL)

(see Lemma 2.5 and Fig. 3). Moreover we define the valueā ∈ [aL, aR] such that

f
(
ϕ+

(
µ̂(ā;uL,aL);uL,aL

)
, ā

) = f
(
ϕ−

(
µ̂(ā; ûL, aL); ûL, aL

)
, ā

)
.

That is,ā is the level at which the standing wave issuing from(ûL, aL) intersects the transformed standing wa
corresponding toZ(·;uL,aL).

Case (A) still holds, while we have cases (B) and (C) changed into

(B′) use ak-wave with speedλk � λ̄k(µk(ûL);uL) at constant levelaL followed by a standing wave;
(C′) move first along the standing wave curve up to an intermediate levelaM < ā, jump on the other side ofT by

means of a 0-speedk-shock and then use another standing wave to reachaR.

Hence branches̃W−
k (uL) andW̃M

k (uL) become

W̃−
k (uL) := {

ϕ
(
µ̂

(
aR; vk(m;uL), aL

); vk(m;uL), aL

)
, m ∈ (−ε,µk(ûL)

]}
,

W̃M
k (uL) := {

ϕ
(
µ̂

(
aR;u′′, α(m;uL,aL)

);u′′, α(m;uL,aL)
)
,

u′′ = vk

(
µ̃k

(
ϕ(m;uL,aL)

);ϕ(m;uL,aL)
)
, µ̂(aR;uL,aL) � m � µ̂(ā;uL,aL)

}
.

Lemma 3.2 still applies, showing that even in this case the curveW̃k(uL) presents a bifurcation, since the m
m → λk(u

′′′) is now strictly decreasing when we move from̂µ(ā;uL,aL) to µ̂(aR;uL,aL) (Fig. 5).
Case1d:aR < aT (uL). We take(ûL, aL) ∈ T − as defined in (3.18), except that now we have

µk(ûL) < µk(ūL).

This time we can distinguish only two paths:
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(B′′) use ak-wave with speedλk � λ̄k(µk(ûL);uL) at constant levelaL followed by a standing wave;
(C′′) use a shock of speedλk = λ̄k(µk(ûL);uL) at level aL, then move along the standing wave curve up

(ϕ(µ̂(aR; ûL, aL); ûL, aL), aR) ∈ T , and finally follow the rarefaction curvewk(m;ϕ(µ̂(aR; ûL, aL); ûL,

aL)) with positive speed at levelaR.

These define respectively the following two branches forW̃k(uL)

W̃−
k (uL) := {

ϕ
(
µ̂

(
aR; vk(m;uL), aL

); vk(m;uL), aL

)
, m ∈ (−ε,µk(ûL)

]}
,

W̃+
k (uL) := {

wk

(
m;ϕ

(
µ̂(aR; ûL, aL); ûL, aL

))
, m ∈ [0, ε)

}
,

which are monotone increasing w.r. tom as in Lemma 3.2.
Case2. We now study the caseUL ∈ T −. The main difference in the construction of the 0–k-waves is that in

this case we cannot “jump” on the other side ofT by means of ak-shock. The analysis will be divided into thre
subcases, depending on the value ofaR .

Case2a:aR � aL. We can use the following three paths:

(A) use ak-rarefaction with nonpositive speed at constant levelaL up to (wk(0;uL), aL) ∈ T , followed by the
positive branch of the standing wave up to levelaR , and finally move along ak-wave with nonnegative spee
at constant levelaR ;

(B) use ak-wave with nonpositive speed at constant levelaL followed by a standing wave;
(C) move first along thek-rarefaction with nonpositive speed up to the point(wk(0;uL), aL) ∈ T , then enterT +

following the positive branch of the standing wave curve up to an intermediate levelaM , jump on the othe
side ofT by means of a 0-speedk-shock and then use another standing wave to reachaR.

These three cases define respectively

W̃+
k (uL) := {

ψk

(
m;ϕ+

(
µ̂

(
aR;wk(0;uL), aL

);wk(0;uL), aL

))
,

m ∈ [
µ̃k

(
ϕ+

(
µ̂

(
aR;wk(0;uL), aL

);wk(0;uL), aL

))
, ε

)}
,

W̃−
k (uL) := {

ϕ
(
µ̂

(
aR;ψk(m;uL), aL

);ψk(m;uL), aL

)
, m ∈ (−ε,0]},

W̃M
k (uL) := {

ϕ
(
µ̂

(
aR;u′′, α+

(
m;wk(0;uL), aL

));u′′, α+
(
m;wk(0;uL), aL

))
,

u′′ = vk

(
µ̃k

(
ϕ+

(
m;wk(0;uL), aL

));ϕ+
(
m;wk(0;uL), aL

))
,

m ∈ [
0, µ̂+

(
aR;wk(0;uL), aL

)]}
,

whereµ̂+ means that we are moving along(ϕ+, α+). As in case 1, we will also set

u′ = ϕ+
(
m;wk(0;uL), aL

)
, aL � α+

(
m;wk(0;uL), aL

)
� aR,

u′′′ = ϕ
(
µ̂

(
aR;u′′, α+

(
m;wk(0;uL), aL

));u′′, α+
(
m;wk(0;uL), aL

))
,

u′
L = ϕ+

(
µ̂

(
aR;wk(0;uL), aL

);wk(0;uL), aL

)
,

u′′
L = vk

(
µ̃k(u

′
L);u′

L

)
,

ũ′
L = ϕ−

(
µ̂

(
aR;wk(0;uL), aL

);wk(0;uL), aL

)
(see Fig. 6). The proof of the following lemma is very similar to the proof of Lemma 3.2.

Lemma 3.3.There existsδ1 < δ0 such that foruL ∈ B(u∗, δ1) with µk(uL) < 0, and|aL − aR| � δ1, the parameter
m is strictly monotone along each branch of the curveW̃k(uL). More precisely

(i) m �→ λk(ψk(m;u′ )) is strictly increasing form ∈ [µ̃k(u
′ ), ε);
L L
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(ii) m �→ λk(ϕ(µ̂(aR;ψk(m;uL), aL);ψk(m;uL), aL)) is strictly increasing form ∈ (−ε,0];
(iii) m �→ λk(u

′′′) is strictly increasing form ∈ [0, µ̂(aR;wk(0;uL), aL)].

Moreover, by Lemmas 2.4 and 2.5, the singular pointsũ′
L andu′′

L are placed so thatµk(ũ
′
L) � µk(u

′′
L) < 0. This

shows that the curvẽWk(uL) is monotone w.r. tom.
Case2b:aT (uL) � aR < aL. In this case we have only two branches, defined by cases

(A ′) use ak-rarefaction with nonpositive speed at constant levelaL up to ûL (defined as in (3.18)), then th
standing wave up to levelaR, and finally move along ak-rarefaction with nonnegative speed at constant le
aR ;

(B′) use ak-wave with nonpositive speed at constant levelaL followed by a standing wave;

We obtain respectively the following two branches

W̃+
k (uL) := {

wk

(
m;ϕ

(
µ̂(aR; ûL, aL); ûL, aL

))
, m ∈ [0, ε)

}
,

W̃−
k (uL) := {

ϕ
(
µ̂

(
aR;ψk(m;uL), aL

);ψk(m;uL), aL

)
, m ∈ (−ε,µk(ûL)

]}
.

Again, by Lemma 3.3, the 0–k-curveW̃k(uL) is monotone.
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Case2c: aR < aT (uL). It is very similar to the previous case, apart from the position ofûL, which makes (A′)
changed into

(A ′′) use ak-shock with nonpositive speed at constant levelaL up to ûL, then the standing wave up to levelaR,
and finally move along ak-rarefaction with nonnegative speed at constant levelaR .

W̃k(uL) is still monotone.

4. The Riemann problem

We are now ready to solve the Riemann problem (1.1)–(1.3). First of all, since the parametrization of tk-
curve exhibit jumps at the points connecting together the various branches (see the pointsũ′

L, u′′
L or the intersection

point withT in Section 3), it is convenient to reparametrize the curve by choosing a global parameters so that

µk

(
W0,k(s;uL,aL, aR)

) = s

(we sets = m for the curves belonging to familiesi �= k).
It is clear from the construction performed in Section 3 that the 0–k-curve is merely Lipschitz continuous at th

points ũ′
L andu′′

L (cases 1a, 1b, 1c and 2a) or ats = 0 (cases 1d, 2b and 2c), even when there is no bifurca
phenomena. So, it is necessary to rely on the implicit function theorem for Lipschitz continuous mapping [10]
obtain existence (and uniqueness) of the solution. See also [18,25].

In addition to the lack of regularity of the wave curves, we have to handle the bifurcation phenomena.
propose here to extend smoothly each branch of the wave curve in therk direction. The corresponding curves a
denoted by

W̃+
k (u) = {

ψ̃+
k (s;u), s ∈ (−ε, ε)

}
,

W̃−
k (u) = {

ψ̃−
k (s;u), s ∈ (−ε, ε)

}
,

W̃M
k (u) = {

ψ̃M
k (s;u), s ∈ (−ε, ε)

}
.

We sets̃i = si − µi(u) for i �= k, ands̃k = sk − µi(u
′), where

u′ =
{

ϕ(µ̂(aR;u,aL);u,aL), if aR � aT (u),

W0,k(0;u,aL, aR), otherwise.

Hence each mapping

s̃ = (s̃1, . . . , s̃n) ∈ (−ε, ε)n → Ψ +(s̃) = ψn(s̃n) ◦ · · · ◦ ψ̃+
k (s̃k) ◦ · · · ◦ ψ1(s̃1)(uL),

s̃ = (s̃1, . . . , s̃n) ∈ (−ε, ε)n → Ψ −(s̃) = ψn(s̃n) ◦ · · · ◦ ψ̃−
k (s̃k) ◦ · · · ◦ ψ1(s̃1)(uL),

s̃ = (s̃1, . . . , s̃n) ∈ (−ε, ε)n → Ψ M(s̃) = ψn(s̃n) ◦ · · · ◦ ψ̃M
k (s̃k) ◦ · · · ◦ ψ1(s̃1)(uL)

is aC2 diffeomorphism from a neighborhood of 0∈ R
n onto a neighborhood ofu′

L. This follows from the implicit
function theorem since the partial derivatives ats̃ = 0 are

∂iΨ
±,M(0) = αiri(uL, aL), i < k,

∂kΨ
±,M(0) ∼ αkrk(u

′
L,aL),

∂iΨ
±,M(0) ∼ αiri(u

′
L,aR), i > k,

αi �= 0. By the strict hyperbolicity and the continuity ofDuf (u, a) the differentialsDΨ ±,M(0) are invertiblen×n

matrices. Hence there existsδ > 0 such that, for alluL ∈ B(u∗, δ0), if |uR − uL| � δ and|aR − aL| � δ then
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uR = ψn(s
+
n ) ◦ · · · ◦ ψ̃+

k (s+
k ) ◦ · · · ◦ ψ1(s

+
1 )(uL),

uR = ψn(s
−
n ) ◦ · · · ◦ ψ̃−

k (s−
k ) ◦ · · · ◦ ψ1(s

−
1 )(uL),

uR = ψn(s
M
n ) ◦ · · · ◦ ψ̃M

k (sM
k ) ◦ · · · ◦ ψ1(s

M
1 )(uL),

for somes±,M
1 , . . . , s

±,M
n . Equivalently, if the pointsω±,M

0 , . . . ,ω
±,M
n are inductively defined by

ω0 = uL, ω
±,M
i = ψi(s

±,M
i )(ωi−1),

in particular

ω
±,M
k = ψ̃

±,M
k (s

±,M
k )(ωk−1),

thenω
±,M
n = uR . At this stage we keep into account only the solutions that are physically admissible, that

keep the valuess1, . . . , sn for which the pointωk belongs to one of the original branches ofW̃k(ωk−1). Due to the
transversality of each characteristic field (we recall that each branch ofW̃k(ωk−1) is essentially parallel tork , and
then transverse to any other curveWi (ωi), i �= k), we can distinguish the following cases:

• if W̃k(ωk−1) has no bifurcations (cases 1a, 1d and case 2), the solution is unique, due to the monoto
the parameters in therk direction;

• in cases 1b and 1c we may have up to three solutions (with one pointωk on each branch of̃Wk(ωk−1)), which
reduce to two forsk = µk(ũ

′
L) or sk = µk(u

′′
L).

Now assume that

uR = ψn(sn) ◦ · · · ◦ ψ̃
±,M
k (sk) ◦ · · · ◦ ψ1(s1)(uL).

Wheni �= k, each Riemann problem with initial data

u(x,0) =
{

ωi−1, x < 0,

ωi, x > 0,
a(x,0) =

{
aL, i < k,

aR, i > k,
(4.1)

has an entropy-admissible, self-similar (that is,u = u(x/t)) solution made of two constant states separated
contact discontinuity, a shock or a rarefaction fan.

For i = k, the Riemann problem with initial data

(u, a)(x,0) =
{

(ωk−1, aL), x < 0,

(ωk, aR), x > 0,
(4.2)

has a self-similar solution made of two or more constant states separated by shocks, rarefactions or standi
that can have the same speed (equal to 0), and then be superposed. More precisely

• if ωk ∈ W̃+
k (ωk−1):

Case 1ωk−1 → ω′
k−1 by a standing contact discontinuity,ω′

k−1 → ωk by a shock or a rarefaction with non
negative speed (one may haveω′

k−1 = ωk);
Case 2ωk−1 → ω′

k−1 by a shock or a rarefaction with nonpositive speed,ω′
k−1 → ω′′

k−1 by a standing contac
discontinuity,ω′′

k−1 → ωk by a shock or a rarefaction with nonnegative speed;
• if ωk ∈ W̃−

k (ωk−1): ωk−1 → ω′
k−1 by a shock or a rarefaction with nonpositive speed,ω′

k−1 → ωk by a standing
contact discontinuity;

• if ωk ∈ W̃M
k (ωk−1):

Case 1ωk−1 → ω′
k−1 by a standing contact discontinuity,ω′

k−1 → ω′′
k−1 by a zero speed shock,ω′′

k−1 → ωk

by a standing contact discontinuity;
Case 2ωk−1 → ω′

k−1 by a rarefaction with nonpositive speed,ω′
k−1 → ω′′

k−1 by a standing contact discont
nuity, ω′′ → ω′′′ by a zero speed shock,ω′′′ → ωk by a standing contact discontinuity;
k−1 k−1 k−1
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The solution to the original problem (1.1)–(1.3) can now be constructed by piecing together the solutionsn
Riemann problems (4.1)–(4.2) on different sectors of the(x, t) plane. Indeed for̃s1, . . . , s̃n sufficiently small, and
aR sufficiently close toaL, the speed of each wave remains close to the corresponding eigenvalueλi(uL, aL) of
the matrixDuf (uL, aL). By the strict hyperbolicity and continuity properties, we can thus assume that the
speeds remain distinct.

In conclusion, we have proved the following:

Theorem 4.1(The Riemann solver). Suppose that, inB(u∗, δ0), the system(1.1) is strictly hyperbolic and admit
only genuinely nonlinear or linearly degenerate fields. Under the assumptions(1.5)–(1.8), there existsδ1 < δ0 such
that the following holds. Given anyuL,uR ∈ B(u∗, δ1), the Riemann problem(1.1)–(1.3)admits at most three
self-similar solutions made up ofn + 1 constant states

ω0 = uL, ω1, . . . , ωn = uR

separated by elementary waves(shocks, rarefactions or contact discontinuities). Moreover, the statesωk−1 and
ωk are connected by at most three intermediate states{ωi

k}1�i�j, j�3 separated by a standing wave and possi
shocks or rarefactions.
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