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Abstract

This paper deals with existence and multiplicity of solutions for problemP(ε,Ω) below, which concentrate and blow-up
a finite number of points asε → 0. We give sufficient conditions onΩ which guarantee that the following property holds: th
existsk̄(Ω) such that, for eachk � k̄(Ω), problemP(ε,Ω), for ε > 0 small enough, has at least one solution blowing up
ε → 0 at exactlyk points. Exploiting the properties of the Green and Robin functions, we also prove that the blow up
approach the boundary ofΩ ask → ∞. Moreover we present some examples which show thatP(ε,Ω) may havek-spike
solutions of this type also whenΩ is a contractible domain, not necessarily close to domains with nontrivial topology an
ε > 0 small andk large enough, even when it is very close to star-shaped domains.

Résumé

Nous démontrons que, si le domaineΩ satisfait certaines conditions, le problèmeP(ε,Ω) ci-dessous, pourε > 0
suffisamment petit etk grand, admet des solutions qui pourε → 0 se concentrent et explosent exactement enk points. Nous
prouvons aussi que le point de concentration s’approche du bord deΩ quandk → ∞ et que le nombre de solutions e
arbitrairement grand pourvu queε soit suffisamment petit. La méthode de démonstration repose sur les propriétés des fo
de Green et de Robin du laplacien surΩ. De plus nous donnons des exemples qui montrent que parmi les ouverts bornésΩ qui
satisfont nos conditions, il y en a aussi de contractiles, qui ne sont pas de perturbations d’ouverts non contractiles e
même être arbitrairement proches de domaines étoilés.
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1. Introduction

Let us consider the following problem

P(ε,Ω)




�u + u
n+2
n−2+ε = 0 in Ω,

u > 0 in Ω,

u = 0 on ∂Ω,

whereΩ is a bounded domain ofRn, n � 3, andε is a small positive parameter.
It is well known that semilinear elliptic problems of this form have at least one solution in any bounded dom

Ω when the nonlinear term has superlinear and subcritical growth (i.e.ε < 0). On the contrary, whenε � 0 (i.e.
the nonlinearity is critical or supercritical from the point of view of Sobolev embedding) the existence of so
to P(ε,Ω) depends strongly on the geometrical properties of the domainΩ . Indeed, as a consequence of the w
known Pohozaev’s identity (see [21]),P(ε,Ω) cannot have any solution ifε � 0 andΩ is star-shaped while, o
the other hand, it is easy to see that it has solution for allε � 0 if Ω is for example an annulus, as pointed out
Kazdan and Warner in [12]. Hence many researches havebeen devoted to study the effect of the domain shap
the solvability of this problem whenε � 0.

For ε = 0, an existence result is proved by Coron in [6] for domains with a small hole (see also [22
multiplicity result in presence of several holes). In [2] Bahri and Coron proved a general result (answe
particular a question raised by Nirenberg) which guarantees the existence of a solution forP(0,Ω) whenΩ has
“nontrivial topology” (in the sense that suitable homology groups ofΩ are nontrivial). Notice that this nontriviality
condition (which covers a large class of domains) is only sufficient for the solvability but not necessary, as sh
some examples of contractible domainsΩ whereP(0,Ω) has solutions; these examples (which answer a que
posed by Brezis) have been found by Dancer in [7], Ding in [10] and the second author in [17].

After Bahri and Coron result [2] the naturalquestion arises whether the nontriviality ofΩ in the sense of [2
is a sufficient condition for the existence of a solution toP(ε,Ω) even whenε > 0 (this question was posed b
Rabinowitz, as reported by Brezis in [4]). The results proved in [18], [19] and [20] show that forε > 0 this condition
is neither sufficient, nor necessary. In fact, forε > 0 large enough, nonexistence results hold also in some dom
with nontrivial topology in the sense of [2] (see [18] and [19]) while, on the other hand, existence and multiplic
results hold for allε > 0 in the same contractible domains considered in [17] (see [20]).

Whenε → 0 the problem presents some concentration phenomena, which have been firstinvestigated in the
subcritical case, i.e. whenε → 0 from below: see Atkinson and Peletier [1], Brezis and Peletier [5], Rey [23–
Han [11] and Bahri, Li and Rey [3]. In particular, in [3] Bhari, Li and Rey obtained multipeak solutions blowin
asε → 0 from below at some points which are characterized as critical points of suitable functions defined i
of the Green and Robin functions inΩ . In [9] similar phenomena are described in the supercritical case an
domains with small holes, forε > 0 small enough, it is proved the existence of solutions blowing-up at some
of points localized near the holes.

In this paper our aim is to analyse the effect of the domain shape on the existence and the multiplicity of s
which blow-up at an arbitrarily large number of points. To this end we consider domains having radial sym
with respect to a pair of variables (see condition (2.1)) and we prove that, under suitable assumptions onΩ , there
existsk̄(Ω) such that, for allk � k̄(Ω), problemP(ε,Ω), for ε > 0 small enough, has solutions blowing-up
ε → 0 at exactlyk points, regularly placed around circles, whose distance from the boundary ofΩ tends to zero
ask → ∞. Thus, in particular, we obtain that the number of geometrically distinct solutions tends to infin
ε → 0 from above and that the solutions may have an arbitrarily large number of blow-up points. Notice t
the contrary, Bahri, Li and Rey proved in [3] that, whenε → 0 from below, the blow-up points remain uniform
away from the boundary ofΩ and that, fork large enough, there is no solution which blows up atk points asε → 0
from below.

It is worth pointing out that the existence and multiplicity results we prove in this paper (which hold
in domains with holes non necessarily small) do not require that the domainΩ has nontrivial topology or is a
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perturbation of domains having different topological properties (as in [6,22]). In fact, some examples we
below show that these results hold also in contractible domains which (unlike the cases considered in [7,10
not required to be close to nontrivial domains. Indeed,P(ε,Ω) may have solutions forε > 0 small enough eve
if Ω is very close to star-shaped domains (see Remark 2.9); on the contrary, whenε > 0 is large, a nonexistenc
result of Dancer and Zhang (see [8]) holds, which extends Pohozaev result to “nearly star-shaped” domai

Let us remark that also in [20] the existence of solutions toP(ε,Ω) in some contractible domainsΩ is proved
for ε > 0 (indeed, for allε > 0, not necessarily small); however the solutions obtained in [20] do not conce
and blow up asε → 0, but converge to solutions ofP(0,Ω). On the contrary, the solutions ofP(ε,Ω) we obtain
in this paper do not converge to solutions ofP(0,Ω) (even ifP(0,Ω) has solutions), since they vanish asε → 0;
indeed, it is possible thatP(ε,Ω) has solutions forε > 0 small whileP(0,Ω) has no solution (what happens, f
example, ifΩ is sufficiently close to a star-shaped domain).

The results we present here have been first announced in [13].
The paper is organized as follows: in Section 2 we state the main results (Theorems 2.1 and 2.3) and give s

examples of domains, even contractible and close to star-shaped domains, where these theorems app
theorems apply, we indicate a possible way to recognize that they give actually distinct solutions. In Se
we describe, under the symmetry conditions (2.1) and (2.2), the finite dimensional reduction method we use in
proofs. Finally, in Section 4 we use variational-topological arguments to find critical points of the finite dimensio
energy functional and prove the main results.

2. Statement of the main theorems and examples

Let Ω be a smooth bounded domain ofR
n satisfying the following symmetry conditions:

(x1, x2, . . . , xn) ∈ Ω ⇔ (√
x2

1 + x2
2,0, x3, . . . , xn

) ∈ Ω, (2.1)

(x1, . . . , xi, . . . , xn) ∈ Ω ⇔ (x1, . . . ,−xi, . . . , xn) ∈ Ω, for i = 3, . . . , n − 1. (2.2)

Exploiting these symmetry properties, we look for solutions to problemP(ε,Ω) of the form

uk,ε(x) = [
n(n − 2)

] n−2
4

k∑
i=1

[
(ελ2

k,ε)
1/(n−2)

(ελ2
k,ε)

2/(n−2) + |x − ξi,k,ε|2
] n−2

2 + θk,ε(x), (2.3)

whereθk,ε → 0 uniformly asε → 0, λk,ε is a concentration parameter and the concentration pointsξi,k,ε belong to
Ω and have the form

ξi,k,ε =
(

ρk,ε cos
2π

k
i, ρk,ε sin

2π

k
i, 0, . . . , 0, τk,ε

)
for i = 1, . . . , k. (2.4)

More precisely, the method we use allows us to say that

lim sup
ε→0

ε−1/2‖θk,ε‖L∞(Ω) < +∞ (2.5)

and, for allx = (x1, . . . , xn) = (ρ cosθ,ρ sinθ, x3, . . . , xn) ∈ Ω ,

θk,ε(x1, x2, . . . , xi, . . . , xn) = θk,ε(x1, x2, . . . ,−xi, . . . , xn) for i = 2, . . . , n − 1, (2.6)

θk,ε

(
ρ cos

(
θ + 2π

k

)
, ρ sin

(
θ + 2π

k

)
, x3, . . . , xn

)
= θk,ε(ρ cosθ, ρ sinθ, x3, . . . , xn). (2.7)

Theorem 2.1. Let Ω be a smooth bounded domain ofR
n, n � 3, satisfying symmetry conditions(2.1)and (2.2).

Let us set

S(Ω) = {
(ρ, τ ) ∈ R

2: ρ > 0, (ρ,0, . . . ,0, τ ) ∈ Ω
}

(2.8)



642 R. Molle, D. Passaseo / Ann. I. H. Poincaré – AN 21 (2004) 639–656

re

hat
and consider the functionΠΩ :R2 → R ∪ {+∞} defined by

ΠΩ(ρ, τ ) =
{

ρ if (ρ, τ ) ∈ S(Ω),

+∞ otherwise.

Assume that there exists inR2 an open subsetA such that

0< inf
A

ΠΩ < inf
∂A

ΠΩ. (2.9)

Then there exist̄k = k̄(Ω) and a sequence(εk)k , εk > 0 for all k � k̄, such that, for allk � k̄ and ε ∈]0, εk],
P(ε,Ω) has at least one solutionuk,ε of the form(2.3)with θk,ε satisfying properties(2.5)–(2.7).

The concentration parametersλk,ε behave as follows:

lim
ε→0

λk,ε > 0 ∀k � k̄ and lim
k→∞ lim

ε→0
λk,ε = 0. (2.10)

Moreover, if we set

MA = {
(ρ, τ ) ∈ A: ΠΩ(ρ, τ ) = min

A
ΠΩ

}
,

the concentration pointsξi,k,ε satisfy

lim
k→∞ lim sup

ε→0
dist

[
(ρk,ε, τk,ε),MA

] = 0. (2.11)

Remark 2.2. It is easy to verify that the setsS(Ω) andMA introduced in Theorem 2.1 satisfy{
(ρ,0, . . . ,0, τ ) ∈ R

n: ρ > 0, (ρ, τ ) ∈ ∂S(Ω)
} ⊂ ∂Ω, (2.12)

MA ⊂ ∂S(Ω), (2.13)

(ρ, τ ) ∈ MA ⇒ ρ = min
A

ΠΩ > 0. (2.14)

Therefore, taking into account (2.11), we infer that the concentration pointsξi,k,ε approach the boundary ofΩ as
k → ∞.

Theorem 2.3. Let Ω be a smooth bounded domain ofR
n, n � 3, satisfying symmetry conditions(2.1)and (2.2).

Moreover, assume that there existρ1, ρ2, ρ3 and τ1, τ2, τ3 in R such thatτ1 < τ2 < τ3, max{ρ1, ρ3} < ρ2,
Ω contains(ρ1,0, . . . ,0, τ1) and (ρ3,0, . . . ,0, τ3), while (ρ2,0, . . . ,0, τ2) /∈ Ω . Furthermore, assume that the
exists a continuous functionγ : [τ1, τ3] → R

+ such thatγ (τ1) = ρ1, γ (τ3) = ρ3, γ (τ2) > ρ2 and(
γ (τ ),0, . . . ,0, τ

) ∈ Ω ∀τ ∈ [τ1, τ3].
Then there exist̄k = k̄(Ω) and a sequence(εk)k, εk > 0 ∀k � k̄, such that, for allk � k̄ andε ∈]0, εk], P(ε,Ω)

has at least one solutionuk,ε of the form(2.3), whereθk,ε satisfies properties(2.5)–(2.7).
Moreover, the concentration parametersλk,ε satisfy

lim inf
ε→0

λk,ε > 0 ∀k � k̄ and lim
k→∞ lim sup

ε→0
λk,ε = 0, (2.15)

while for the concentration pointsξi,k,ε we have

lim
k→∞ lim sup

ε→0
dist(ξi,k,ε, ∂Ω) = 0 for i = 1, . . . , k. (2.16)

Remark 2.4. Let Ω be a smooth bounded domain ofR
n, n � 3, satisfying conditions (2.1) and (2.2). Assume t

there exista, b ∈ R, a < b, f : [a, b] → R
+, δ > 0 such that{

(ρ,0, . . . ,0, τ ) ∈ R
n: τ ∈ [a, b], f (τ ) < ρ < f (τ) + δ

} ⊂ Ω (2.17)
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while{
(ρ,0, . . . ,0, τ ) ∈ R

n: τ ∈ [a, b], f (τ ) − δ < ρ � f (τ)
} ∩ Ω = ∅. (2.18)

Then Theorem 2.1 applies for example when

0< min[a,b]f < min
{
f (a), f (b)

}
,

while the assumptions of Theorem 2.3 are satisfied when

max[a,b] f > max
{
f (a), f (b)

}
.

When both theorems apply, they give rise to actually distinct solutions, as one can infer from the d
asymptotic behaviour of the corresponding critical values (see Propositions 4.2, 4.3 and Remark 4.4).

Notice that the symmetry conditions (2.1) and (2.2) required in Theorems 2.1 and 2.3 are satisfied, in pa
when the domainΩ has radial symmetry with respect to an axis; for example, when

(x1, . . . , xn) ∈ Ω ⇔
((

n−1∑
i=1

x2
i

)1/2

,0, . . . ,0, xn

)
∈ Ω. (2.19)

In particular,Ω satisfies property (2.19) if, for example, there exista, b in R and two functionsρ1, ρ2 : [a, b] →
[0,+∞[ such that

Ω =
{

(x1, . . . , xn) ∈ R
n: a � xn � b, ρ2

1(xn) �
n−1∑
i=1

x2
i � ρ2

2(xn)

}
. (2.20)

For domains of this type, any positive local minimum or maximum for the functionρ1 gives rise to ak-spike
solution of problemP(ε,Ω) for ε > 0 small andk large enough.

The examples below are concerned with domains of this type.

Example 2.5. Consider a domainΩ of the formΩ = B(c2, r2) \ B(c1, r1), whereB(c1, r1) andB(c2, r2) are two
balls ofRn such that 0< r1 < r2 (clearly we can assume that thecentres of the balls are on thexn-axis).

If |c1 − c2| < r2 − r1, then Theorem 2.3 guarantees the existence of ak-spike solution of problemP(ε,Ω) when
ε > 0 is small andk large enough (notice thatr1 is not required to be small).

If r2 − r1 < |c1 − c2| <

√
r2
2 − r2

1, Theorem 2.1 applies too, so we obtain two distinctk-spike solutions of
P(ε,Ω) for ε > 0 small and klarge (notice that in this caseΩ is contractible).

Remark 2.6. One could object thatΩ = B(c2, r2) \ B(c1, r1) is not a smooth domain (as we require
Theorems 2.1 and 2.3) whenr2 − r1 � |c1 − c2| < r2 + r1. However, it is clear that these theorems can be ea
extended in order to cover the case of a domain with piecewise smooth boundary. On the other hand,
smoothing techniques can be used to obtain a smooth domain preserving its geometrical properties.

The same remark holds for the piecewise smooth domains considered in the examples below.

Example 2.7. For allσ > 0 and r >1, set

Ωσ
r =

{
x = (x1, . . . , xn) ∈ R

n: 1 < |x| < r,

(
n−1∑
i=1

x2
i

)1/2

> σxn

}
. (2.21)

ThenΩσ
r is a contractible domain and we can apply both Theorems 2.1 and 2.3, obtaining two distinctk-spike

solutions ofP(ε,Ωσ
r ) for ε > 0 small andk large enough.
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Contractible domains of this type have been first considered in [7,10,17] for the critical case (i.e.ε = 0). Arguing
as in these papers one can show that for allr > 1 there existsσ(r) > 0 such thatP(0,Ωσ

r ) has solution for all
σ ∈]0, σ (r)[, while it seems natural to expect that it has no solution ifσ is large enough. On the contrary, Theore
2.1 and 2.3 apply for allσ > 0 andr > 1 and give solutions which do not converge to solutions ofP(0,Ωσ

r ) since
they vanish asε → 0.

Example 2.8. One can give examples of domainsΩ (even contractible) where the number of distinct soluti
is arbitrarily large. It suffices to consider the same contractible domains already used in [17] and [20], which c
be written in the form (2.20) for a functionρ1 satisfying the following property: there existt0 < t1 < t2 < · · · <

t2h−1 < t2h such that

min
{
ρ1(t): t � t1

}
> 0

and

ρ1(t2i ) < ρ1(t2i+1), ρ1(t2i+1) > ρ1(t2i+2) for i = 0, . . . , h − 1.

Hence Theorems 2.1 and 2.3 apply and guarantee the existence of 2h solutions.

Remark 2.9. By using Theorems 2.1 and 2.3, fork large andε > 0 small enough, we can prove the existence
k-spike solutions of problemP(ε,Ω) even in domainsΩ which are “nearly starshaped” in the sense we spe
below (a different definition of nearly starshaped domain is used in [8] in order to extend Pohožaev resul
nonstarshaped domains whenε > 0 is large).

For any smooth bounded domainΩ of R
n, let us set (as in [14])

star(Ω) = sup
x0∈Ω

inf

{
ν(x) · x − x0

|x − x0| : x ∈ ∂Ω

}
,

whereν(x) denotes the outward normal to∂Ω in x. It is natural to say thatΩ is nearly starshaped if star(Ω)− =
max{0,−star(Ω)} is small.

Our aim is to construct a sequence of smooth bounded domains(Ωj )j such that limj→∞ star(Ωj ) = 0 and, for
all j ∈ N, P(ε,Ωj ) hask-spike solutions of the form (2.3) fork large andε > 0 small enough.

To this end, it suffices to consider the above defined domainΩσ
r (see (2.21)). SinceΩσ

r is not smooth, we
consider the domain

Nδ

(
Ωσ

r

) = {
x ∈ R

n: dist
(
x,Ωσ

r

)
< δ

}
. (2.22)

Notice that, if 0< δ <
√

2/2, thenNδ(Ω
j
j ) is a smooth bounded domain for allj � 1 and

lim
j→∞ star

(
Nδ

(
Ω

j
j

)) = 0.

Moreover, for allj � 1 we can apply both Theorems 2.1 and 2.3 and obtain two distinctk-spike solutions of
P(ε,Nδ(Ω

j

j )) for k large andε > 0 small enough. Thus, forΩj =Nδ(Ω
j

j ), our assertion is proved.
Notice that we can also prove that for all positive integerh there exists a sequence of smooth bounded dom

(Ωh,j )j such that limj→∞ star(Ωh,j ) = 0 and, forj large enough,P(ε,Ωh,j ) has at least 2h k-spike solutions for
k large andε > 0 small enough. In fact, let us consider the bounded domain

Ωσ
r,h =

{
x = (x1, . . . , xn) ∈ R

n: 1< |x| < r,

(
n−1∑
i=1

x2
i

)1/2

> σxn, dist
(
x,Cσ

m

)
> 1 for m = 1, . . . , h − 1

}
,

(2.23)
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Cσ
m =

{
(x1, . . . , xn) ∈ R

n:
n−1∑
i=1

x2
i = 9m2, xn = 3m

σ

}
. (2.24)

Now fix δ ∈]0,
√

2/2[ and set

Ωh,j =Nδ

(
Ω

j
j,h

) = {
x ∈ R

n: dist
(
x,Ω

j
j,h

)
< δ

}
. (2.25)

Then Ωh,j is a smooth bounded domain for allj � 1 and limj→∞ star(Ωh,j ) = 0 for all positive integerh.
Moreover, Theorems 2.1 and 2.3 apply and (taking also into account Propositions 4.2, 4.3 and Remark
guarantee that, forj large enough (depending onh), problemP(ε,Ωh,j ) has at least 2h distinctk-spike solutions
for k large andε > 0 small enough. Thus the sequence(Ωh,j )j satisfies the desired properties.

3. Preliminary results

In order to prove Theorems 2.1 and 2.3, we shall use a finite dimensional reduction procedure, introduced
[3] and [24] for subcritical and critical problems, suitably adapted to the supercritical case (see for exam
references in [9] and, for a different approach, see also [16,27]).

Let us describe here this procedure. Consider the functions

Ūξ,µ(x) = [
n(n − 2)

] n−2
4

(
µ

µ2 + |x − ξ |2
) n−2

2 ∀ξ ∈ R
n, µ > 0. (3.1)

It is well known (see [26]) that these functions, extremals for the Sobolev critical embedding, are all the posit
solutions of problem{

�U + U
n+2
n−2 = 0 in R

n,

lim|x|→∞ U(x) = 0.

Let us denote byUξ,µ the projection ofŪξ,µ ontoH 1
0 (Ω), namely the solution of problem{

−�Uξ,µ = Ū
n+2
n−2
ξ,µ in Ω,

Uξ,µ = 0 on∂Ω.
(3.2)

In other wordsUξ,µ = Ūξ,µ − χξ,µ, whereχξ,µ is the solution of problem{
�χξ,µ = 0 in Ω,

χξ,µ = Ūξ,µ on∂Ω.
(3.3)

Arguing as in [3,9,24] and taking also into account the symmetry properties of the domain, one can pr
following lemmas.

Lemma 3.1. Let Ω be a smooth bounded domain satisfying conditions(2.1) and (2.2). Chooseδ ∈]0,1[ small
enough in such a way that the set

Sδ(Ω) = {
(ρ, τ ) ∈ S(Ω): dist

[
(ρ, τ ), ∂S(Ω)

]
> δ

}
is not empty(S(Ω) is introduced in Theorem2.1, see(2.8)).

Then there exists a sequence(εk)k , εk > 0 ∀k ∈ N, such that for eachε ∈]0, εk[ there exists a smooth map

θ̃k,ε :Sδ(Ω)×]δ,1/δ[→ H 1
0 (Ω) ∩ L∞(Ω)
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having the following property: the functionuk,ε(ρ, τ, λ) ∈ H 1
0 (Ω) ∩ L∞(Ω), defined by

uk,ε(ρ, τ, λ) =
k∑

i=1

Ui,ε(ρ, τ, λ) + θ̃k,ε(ρ, τ, λ) ∀(ρ, τ ) ∈ Sδ(Ω), ∀λ ∈]δ,1/δ[,

whereUi,ε(ρ, τ, λ) = Uξi,k ,(λ2ε)1/(n−2) with ξi,k = (ρ cos2π
k

i, ρ sin 2π
k

i, 0, . . . , 0, τ ), solves problemP(ε,Ω) if
and only if(ρ, τ, λ) is a critical point for the function

Fk,ε(ρ, τ, λ) = Jε

(
uk,ε(ρ, τ, λ)

)
,

whereJε is the functional defined by

Jε(u) = 1

2

∫
Ω

|∇u|2dx − 1

p + 1+ ε

∫
Ω

|u|p+1+ε dx, with p = n + 2

n − 2
.

Moreover, the functioñθk,ε(ρ, τ, λ) satisfies

lim sup
ε→0

ε−1/2
∥∥θ̃k,ε(ρ, τ, λ)

∥∥
L∞(Ω)

< +∞ (3.4)

uniformly with respect to(ρ, τ ) ∈ Sδ(Ω) andλ ∈]δ,1/δ[.
Furthermore, for all(ρ, τ ) ∈ Sδ(Ω) andλ ∈]δ,1/δ[,

θ̃k,ε(ρ, τ, λ) = θ̃k,ε(ρ, τ, λ) ◦ Ti for i = 2, . . . , n − 1 (3.5)

and

θ̃k,ε(ρ, τ, λ) = θ̃k,ε(ρ, τ, λ) ◦ Σk, (3.6)

whereTi,Σk :Ω → Ω are defined by

Ti(x1, . . . , xi, . . . , xn) = (x1, . . . ,−xi, . . . , xn),

Σk(ρ cosθ,ρ sinθ, x3, . . . , xn) = (
ρ cos(θ + 2π/k),ρ sin(θ + 2π/k), x3, . . . , xn

)
.

Remark 3.2. From (3.4)–(3.6) one can easily infer that the functionθk,ε verifies (2.5)–(2.7). In fact (see (3.3))

θk,ε = θ̃k,ε(ρ, τ, λ) −
k∑

i=1

χξi,k ,(λ2ε)1/(n−2) .

Lemma 3.3. LetFk,ε :Sδ(Ω)×]δ,1/δ[→ R be the function introduced in Lemma3.1. Then

Fk,ε(ρ, τ, λ) = kSn + kānε lg ε + ε
[
kb̄n + c̄nψk(ρ, τ, λ)

] + ϕk,ε(ρ, τ, λ),

where Sn, ān, b̄n, c̄n are suitable constants depending only on the dimensionn, ε−1ϕk,ε → 0 as ε → 0 in
C1(Sδ(Ω)×]δ,1/δ[) and

ψk(ρ, τ, λ) = λ2

2
p̄n

[
k∑

i=1

H(ξi,k, ξi,k) − 2
∑

1�i<j�k

G(ξi,k, ξj,k)

]
+ k lgλ, (3.7)

wherep̄n is a positive constant depending only onn, G(x,y) denotes the Green function of−� with zero Dirichlet
condition on the boundary ofΩ andH(x,y) its regular part.

Now let us set

ψk,ε(ρ, τ, λ) = 1 [
Fk,ε(ρ, τ, λ) − kSn − kānε lg ε − εkb̄n

]
. (3.8)
εc̄n
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It is clear that(ρ, τ, λ) ∈ Sδ(Ω)×]δ,1/δ[ is a critical point forFk,ε if and only if it is a critical point forψk,ε. On
the other hand

ψk,ε(ρ, τ, λ) = ψk(ρ, τ, λ) + 1

εc̄n

ϕk,ε(ρ, τ, λ), (3.9)

soψk,ε → ψk asε → 0 in C1(Sδ(Ω)×]δ,1/δ[). Thus, every critical point forψk , which persists with respect t
smallC1 perturbations, gives rise to critical points forψk,ε and then to solutionsuk,ε for P(ε,Ω) of the form (2.3)
with θk,ε satisfying (2.5)–(2.7).

4. Proof of the main theorems

By Lemmas 3.1 and 3.3, our problem reduces to finding critical points ofψk , which persist with respect to sma
C1 perturbations.

Taking into account the symmetry ofΩ , it is clear that

ψk(ρ, τ, λ) = k

[
λ2

2
Φk(ρ, τ ) + lgλ

]
(4.1)

with

Φk(ρ, τ ) = p̄n

[
H(ξ1,k, ξ1,k) −

k∑
i=2

G(ξ1,k, ξi,k)

]
. (4.2)

Notice that any critical point(ρ, τ, λ) for ψk must satisfy condition

λ2 = [−Φk(ρ, τ )
]−1

, (4.3)

which is possible only ifΦk(ρ, τ ) < 0, and(ρ, τ ) must be a critical point forΦk ; conversely, if(ρ, τ ) is a critical
point forΦk andΦk(ρ, τ ) < 0, then(ρ, τ, λ), with λ = [−Φk(ρ, τ )]−1/2, is a critical point forψk .

Thus, finding critical points forψk is equivalent to finding critical points(ρ, τ ) for Φk , such thatΦk(ρ, τ ) < 0.
The following lemma is a crucial step in this direction.

Lemma 4.1. Let Ω be a smooth bounded domain ofR
n, n � 3, satisfying symmetry conditions(2.1) and (2.2).

Then the functionΦk (see(4.2))behaves as follows:

(a) Φk(ρ, τ ) → +∞ as (ρ, τ ) → (ρ̂, τ̂ ) for all (ρ̂, τ̂ ) ∈ ∂S(Ω) such thatρ̂ > 0; moreover∂Φk

∂ν
(ρ, τ ) → +∞ as

(ρ, τ ) → (ρ̂, τ̂ ), whereν denotes the outward normal to the boundary ofSδ(Ω) for δ = dist[(ρ, τ ), ∂S(Ω)]
(notice that∂Sδ(Ω) is smooth near(ρ, τ ) if (ρ, τ ) lies in a suitable neighbourhood of(ρ̂, τ̂ ));

(b) there exists a sequence(ck)k in R, ck → +∞, such that

1

ck

Φk(ρ, τ ) � −ρ2−n ∀(ρ, τ ) ∈ S(Ω), ∀k ∈ N (4.4)

and

lim
k→∞

1

ck

Φk(ρ, τ ) = −ρ2−n ∀(ρ, τ ) ∈ S(Ω); (4.5)

(c) for all τ0 ∈ R such thatx0 = (0,0, . . . , τ0) ∈ ∂Ω , there existsr0 > 0 such that

inf

{
∂Φk

∂ν0

(√
x2

1 + x2
2, xn

)
: (x1, . . . , xn) ∈ Ω, 0 < x2

1 + x2
2 < r2

0, |xn − τ0| < r0

}
> 0, (4.6)

whereν0 denotes the outward normal to the boundary ofΩ at x0.
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Proof. Firstly, notice that

G(x,y) = ωn|x − y|2−n − H(x,y) ∀x, y ∈ Ω

for a suitable constantωn > 0. Therefore

Φk(ρ, τ ) = p̄n

[
k∑

i=1

H(ξ1,k, ξi,k) − ωn

k∑
i=2

|ξ1,k − ξi,k |2−n

]
. (4.7)

For the proof of (a) observe that, if(ρ, τ ) → (ρ̂, τ̂ ) ∈ ∂S(Ω) andρ̂ > 0, then the pointsξi,k (for i = 1, . . . , k)
approach the boundary ofΩ . Therefore we obtain thatΦk(ρ, τ ) → +∞ becauseH(ξ1,k, ξ1,k) → +∞ while the
other terms (i.e.,H(ξ1,k, ξi,k) and|ξ1,k − ξi,k|2−n for i = 2, . . . , k) remain bounded; in analogous way we infer t
∂Φk

∂ν
(ρ, τ ) → +∞ from the fact that∂

∂ν
H(ξ1,k, ξ1,k) → +∞ while ∂

∂ν
H(ξ1,k, ξi,k) and ∂

∂ν
|ξ1,k − ξi,k|2−n remain

bounded fori = 2, . . . , k.
In order to prove (b), notice that

Φk(ρ, τ ) = p̄n

[
k∑

i=1

H(ξ1,k, ξi,k) − ωnρ
2−n

k∑
i=2

|ξ̄1,k − ξ̄i,k |2−n

]
(4.8)

with

ξ̄i,k =
(

cos
2π

k
i, sin

2π

k
i, 0, . . . , 0

)
∀i = 1, . . . , k.

Now setck = p̄nωn

∑k
i=2 |ξ̄1,k − ξ̄i,k |2−n and observe that, ask → ∞,

ck

k
→ p̄nωn

2π

2π∫
0

[
(1− cost)2 + sin2 t

] 2−n
2 dt = +∞, (4.9)

while

1

k

k∑
i=1

H(ξ1,k, ξi,k) → 1

2π

2π∫
0

H
(
γρ,τ (0), γρ,τ (t)

)
dt, (4.10)

whereγρ,τ : [0,2π] → Ω is defined by

γρ,τ (t) = (ρ cost, ρ sint, 0, . . . , 0, τ ).

Hence assertion (b) follows easily taking into account thatH is positive and

2π∫
0

H
(
γρ,τ (0), γρ,τ (t)

)
dt < +∞ ∀(ρ, τ ) ∈ S(Ω). (4.11)

For the proof of (c), let us first notice thatν0 = (0,0, . . . ,0,±1) becauseΩ satisfies symmetry conditions (2.
and (2.2). If we consider for example the caseν0 = (0,0, . . . ,0,1), then (4.6) is equivalent to

inf

{
∂Φk

∂τ
(ρ, τ ): (ρ, τ ) ∈ S(Ω), ρ < r0, |τ − τ0| < r0

}
> 0. (4.12)

Now observe that∂Φk

∂τ
(ρ, τ ) = p̄n

∑k
i=1

∂
∂τ

H(ξ1,k, ξi,k); so (4.12) follows because
∑k

i=1
∂
∂τ

H(ξ1,k, ξi,k) → +∞
asρ → 0 and τ→ τ0 ((ρ, τ ) ∈ S(Ω)). �
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Proof of Theorem 2.1. Let us prove first that there existsk̄ such that for allk � k̄ the infimum infA∩S(Ω) Φk is
achieved and

lim
k→∞ min

A∩S(Ω)
Φk = −∞. (4.13)

In fact, because of (2.9) we can choose(ρ̄, τ̄ ) ∈ A ∩ S(Ω) such that 0< ρ̄ < inf∂A ΠΩ . Therefore, by Lemma 4.1

lim
k→∞

1

ck

Φk(ρ̄, τ̄ ) = −ρ̄ 2−n < −(inf
∂A

ΠΩ)2−n. (4.14)

On the other hand, for allk ∈ N,

1

ck

Φk(ρ, τ ) � −ρ2−n � −(inf
∂A

ΠΩ)2−n ∀(ρ, τ ) ∈ ∂A ∩ S(Ω) (4.15)

and (since we have assumed infA ΠΩ > 0) by (a) of Lemma 4.1 we have

lim
(ρ,τ )→(ρ̂,τ̂ )

Φk(ρ, τ ) = +∞ ∀(ρ̂, τ̂ ) ∈ Ā ∩ ∂S(Ω). (4.16)

Therefore infA∩S(Ω) Φk is achieved fork large enough and

min
A∩S(Ω)

Φk � Φk(ρ̄, τ̄ ), (4.17)

which implies (4.13) by (4.14) because limk→∞ ck = +∞.
Now, for k large enough and for allc ∈]minA∩S(Ω) Φk,−ck(inf∂A ΠΩ)2−n[, let us set

Φc
k = {

(ρ, τ ) ∈ A ∩ S(Ω): Φk(ρ, τ ) � c
}
, (4.18)

V c
k = {

(ρ, τ, λ) ∈ R
3: (ρ, τ ) ∈ Φc

k, λ = [−Φk(ρ, τ )
]−1/2}

. (4.19)

It is easy to verify that(ρ, τ ) is a minimum point forΦk on A ∩ S(Ω) if and only if (ρ, τ, [−Φk(ρ, τ )]−1/2) is a
minimum point forψk onV c

k .
Let us fixη ∈]0, (−minA∩S(Ω) Φk)

−1/2[ and set

S
η
k = {

(ρ, τ, λ) ∈ R
3: (ρ, τ ) ∈ Φc

k ,
∣∣λ − [−Φk(ρ, τ )

]−1/2∣∣ � η
}
. (4.20)

It is easy to verify that

min
{
ψk(ρ, τ, λ): Φk(ρ, τ ) = c, λ = (−c)−1/2}

> min
V c

k

ψk = max
{
ψk(ρ, τ, λ): (ρ, τ, λ) ∈ S

η
k , Φk(ρ, τ ) = min

A∩S(Ω)
Φk

}
> max

{
ψk(ρ, τ, λ): Φk(ρ, τ ) = min

A∩S(Ω)
Φk,

∣∣λ − [−Φk(ρ, τ )
]−1/2∣∣ = η

}
.

Then we can choosec > minA∩S(Ω) Φk , sufficiently close to minA∩S(Ω) Φk , in such a way that

max
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ Φc

k ,
∣∣λ − [−Φk(ρ, τ )

]−1/2∣∣ = η
}

< min
V c

k

ψk. (4.21)

Moreover, there exists̄η ∈]0, η[, small enough, such that

max
{
ψk(ρ, τ, λ): (ρ, τ, λ) ∈ S

η
k , Φk(ρ, τ ) = min

A∩S(Ω)
Φk

}
< min

{
ψk(ρ, τ, λ): Φk(ρ, τ ) = c, λ > 0,

∣∣λ − (−c)−1/2
∣∣ � η̄

}
. (4.22)

On the other hand, we have

min

{∣∣∣∣∂ψk
(ρ, τ, λ)

∣∣∣∣: Φk(ρ, τ ) = c, λ > 0,
∣∣λ − (−c)−1/2

∣∣ � η̄
}

> 0. (4.23)

∂λ 2
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Sinceψk,ε → ψk in C1(S
η
k ) asε → 0, then forε > 0 small enough (4.21)–(4.23) hold withψk,ε in place ofψk .

Moreover, notice that there exists no continuous map

Θ :
{
(ρ, τ, λ) ∈ S

η
k : Φk(ρ, τ ) = min

A∩S(Ω)
Φk

} → S
η
k \ V c

k

satisfyingΘ(ρ, τ,λ) = (ρ, τ, λ) for all (ρ, τ, λ) such that|λ − [−Φk(ρ, τ )]−1/2| = η.
It follows, by standard arguments, that inSη

k the functionψk,ε has at least one critical point(ρk,ε, τk,ε, λk,ε)

such that

min
V c

k

ψk,ε � ψk,ε(ρk,ε, τk,ε, λk,ε) � max
{
ψk,ε(ρ, τ, λ): (ρ, τ, λ) ∈ S

η
k , Φk(ρ, τ ) = min

A∩S(Ω)
Φk

}
.

Now, lettingε → 0, c → minA∩S(Ω) Φk andη → 0, we obtain

lim
ε→0

ψk,ε(ρk,ε, τk,ε, λk,ε) = min
V c

k

ψk = max
{
ψk(ρ, τ, λ): (ρ, τ, λ) ∈ S

η
k , Φk(ρ, τ ) = min

A∩S(Ω)
Φk

}
,

lim
ε→0

Φk(ρk,ε, τk,ε) = min
A∩S(Ω)

Φk, (4.24)

lim
ε→0

λk,ε = [− min
A∩S(Ω)

Φk]−1/2. (4.25)

In order to describe the behaviour ask → ∞, let us consider the set

Aσ = {
(ρ, τ ) ∈ A: dist

[
(ρ, τ ),MA

]
< σ

}
. (4.26)

Notice that infA\Aσ ΠΩ > minA ΠΩ ; therefore, fork large enough,

min
A∩S(Ω)

1

ck

Φk < −[ inf
A\Aσ

ΠΩ ]2−n � inf
A\Aσ

1

ck

Φk. (4.27)

Thus we infer that, fork large enough, all the minimum points forΦk onA ∩ S(Ω) belong toAσ . Moreover

lim sup
k→∞

min
A∩S(Ω)

1

ck

Φk � −[ inf
A\Aσ

ΠΩ ]2−n. (4.28)

Lettingσ → 0, we obtain (2.11) and

lim
k→∞ min

A∩S(Ω)

1

ck

Φk = −[min
A

ΠΩ ]2−n, (4.29)

which, by (4.25), implies

lim
k→∞ lim

ε→0
λk,ε = lim

k→∞[− min
A∩S(Ω)

Φk]−1/2 = 0. � (4.30)

Proof of Theorem 2.3. Notice that
1

ck

Φk

(
γ (τ ), τ

) → −[
γ (τ )

]2−n ask → ∞, (4.31)

uniformly with respect toτ in [τ1, τ3], as one can verify arguing as in the proof of Lemma 4.1.
Hence, a direct computation shows that, ask → ∞,

1

2
lg ck + 1

k
sup

{
ψk

(
γ (τ), τ, λ

)
: τ ∈ {τ1, τ3}, λ > 0

} → −1

2
+ n − 2

2
lgmax{ρ1, ρ3} (4.32)

and
1

2
lg ck + 1

k
sup

{
ψk

(
γ (τ), τ, λ

)
: τ ∈ [τ1, τ3], λ > 0

} → −1

2
+ n − 2

2
lg γ̄ , (4.33)

whereγ̄ = maxτ∈[τ1,τ3] γ (τ ).
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ng
Now observe that, sinceΦk(ρ, τ ) � −ckρ
2−n for each(ρ, τ ) ∈ S(Ω) andk ∈ N, then

1

2
lg ck + 1

k
inf

{
ψk(ρ, τ, λ): (ρ, τ ) ∈ S(Ω), ρ > ρ2, τ = τ2, λ = (

ckρ
2−n
2

)−1/2}
� −1

2
+ n − 2

2
lgρ2 ∀k ∈ N. (4.34)

Let us set

Qk =
{(

γ (τ), τ, λ
)
: τ ∈ [τ1, τ3], λ ∈

[
1

ck

,1

]}
(4.35)

(notice that 1
ck

< (ckρ
2−n
2 )−1/2 < 1 for k large enough).

A direct computation shows that

1

2
lg ck + 1

k
sup

{
ψk

(
γ (τ), τ, λ

)
: λ ∈

{
1

ck

,1

}
, τ ∈ [τ1, τ3]

}
→ −∞ ask → ∞. (4.36)

Thus, from (4.32)–(4.36), sinceρ2 > max{ρ1, ρ3}, for k large enough we have

max
∂Qk

ψk < inf
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ S(Ω), ρ > ρ2, τ = τ2, λ = (

ckρ
2−n
2

)−1/2}
� max

Qk

ψk < min
{
ψk(ρ, τ, λ): ρ ∈ {γ̄1, γ̄2}, τ = τ2, λ = (

ckρ
2−n
2

)−1/2}
, (4.37)

whereγ̄1, γ̄2 are suitably chosen in such a way thatρ2 < γ̄1 < γ (τ2) < γ̄2 and(ρ, τ2) ∈ S(Ω) ∀ρ ∈ [γ̄1, γ̄2] (this
choice ofγ̄1 andγ̄2 is indeed possible because of (a) of Lemma 4.1). Moreover, notice that (4.31) implies

lim
k→∞ max

{
Φk

(
γ (τ ), τ

)
: τ ∈ [τ1, τ3]

} = −∞; (4.38)

sok can be chosen large enough such that we have, in addition,

max
{
Φk

(
γ (τ ), τ

)
: τ ∈ [τ1, τ3]

}
< 0. (4.39)

Taking into account thatψk,ε → ψk asε → 0 uniformly on the compact subsets ofS(Ω) × R
+, we infer that,

for ε > 0 small enough,

max
∂Qk

ψk,ε < inf
{
ψk,ε(ρ, τ, λ): ρ ∈ [γ̄1, γ̄2], τ = τ2, λ = (

ckρ
2−n
2

)−1/2}
� max

Qk

ψk,ε < min
{
ψk,ε(ρ, τ, λ): ρ ∈ {γ̄1, γ̄2}, τ = τ2, λ = (

ckρ
2−n
2

)−1/2}
. (4.40)

Now, setE0 = {τ0 ∈ R: (0, . . . ,0, τ0) ∈ ∂Ω} and observe that, sinceΩ is a smooth bounded domain satisfyi
condition (2.1), because of (c) of Lemma 4.1, we can chooser̄ > 0 small enough such that, for allτ0 ∈ E0, the set

Aτ0 = {
x = (x1, . . . , xn) ∈ R

n: 0 < x2
1 + x2

2 < r̄2, x3 = x4 = · · · = xn−1 = 0, |xn − τ0| < r̄
}

(4.41)

satisfies:

inf

{
∂Φk

∂ν0

(√
x2

1 + x2
2, xn

)
: (x1, . . . , xn) ∈ Ω ∩ Aτ0

}
> 0 (4.42)

and(ν(x), ν0) > 0 for all x ∈ Aτ0 ∩ ∂Ω , whereν(x) denotes the outward normal to the boundary ofΩ at x.
Notice that (ifE0 �= ∅) we have

lim
δ→0

sup
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ S(Ω), ρ = δ, λ > 0, dist(τ,E0) > r̄/2

} = −∞, (4.43)

as one can obtain by a direct computation taking into account that, ifτ̄ /∈ E0, thenΦk(ρ, τ ) → −∞ as(ρ, τ ) →
(0, τ̄ ).



652 R. Molle, D. Passaseo / Ann. I. H. Poincaré – AN 21 (2004) 639–656

y

l

)

Now, let us point out that (a) of Lemma 4.1 implies

lim
δ→0

inf

{
∂Φk

∂ν
(ρ, τ ): (ρ, τ ) ∈ S(Ω) ∩ ∂Sδ(Ω), ρ > δ, (ρ,0, . . . ,0, τ ) /∈

⋃
τ0∈E0

Aτ0

}
= +∞, (4.44)

whereν denotes the outward normal on∂Sδ(Ω) (notice that, forδ > 0 small enough,∂Sδ(Ω) is smooth near an
(ρ, τ ) ∈ ∂Sδ(Ω), such thatρ > δ). In fact, if (ρ, τ ) ∈ S(Ω), dist[(ρ, τ ), ∂S(Ω)] = δ, ρ > δ and(ρ,0, . . . ,0, τ ) /∈⋃

τ0∈E0
Aτ0, then (up to any subsequence)(ρ, τ ) converges asδ → 0 to some point(ρ̂, τ̂ ) ∈ ∂S(Ω), such that

ρ̂ > 0.
Taking into account (4.43) and (4.44), we can now chooseδ̄ > 0 small enough such thatSδ̄(Ω) contains

the points(γ (τ ), τ ) for τ ∈ [τ1, τ3] and (ρ, τ2) for ρ ∈ [γ̄1, γ̄2] and, in addition,∂Sδ̄(Ω) is smooth near al
(ρ, τ ) ∈ Sδ̄(Ω) such thatρ > δ̄,

inf

{
∂Φk

∂ν
(ρ, τ ): (ρ, τ ) ∈ S(Ω) ∩ ∂Sδ̄(Ω), ρ > δ̄, (ρ,0, . . . ,0, τ ) /∈

⋃
τ0∈E0

Aτ0

}
> 0, (4.45)

sup
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ S(Ω), ρ = δ̄, λ > 0, dist(τ,E0) > r̄/2

}
< max

∂Qk

ψk. (4.46)

Now notice that, taking into account (4.39), we can choose a constantc̄ such that max{Φk(γ (τ ), τ ): τ ∈ [τ1, τ3]} <

c̄ < 0. Hence, setΦc̄
k = {(ρ, τ ) ∈ S(Ω): Φk(ρ, τ ) � c̄} and observe that

sup
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ Φc̄

k ∩ Sδ̄(Ω)
} → −∞ asλ → 0 orλ → +∞. (4.47)

So there exists̄λ1, λ̄2 such that 0< λ̄1 < 1/ck, λ̄2 > 1 and

max
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ Φc̄

k ∩ Sδ̄(Ω)
}

< max
∂Qk

ψk for λ = λ̄1 or λ = λ̄2. (4.48)

Taking into account the choice ofc̄, we can fixη̄ > 0 small enough such that

min
{
ψk(ρ, τ, λ): Φk(ρ, τ ) = c̄, λ > 0,

∣∣λ − (−c̄)−1/2
∣∣ � η̄

}
> max

Qk

ψk; (4.49)

also observe that

min

{∣∣∣∣∂ψk

∂λ
(ρ, τ, λ)

∣∣∣∣: Φk(ρ, τ ) = c̄, λ > 0,
∣∣λ − (−c̄)−1/2

∣∣ � η̄

2

}
> 0. (4.50)

Notice that (4.45) implies that

inf

{
∂ψk

∂ν
(ρ, τ, λ): (ρ, τ ) ∈ S(Ω) ∩ ∂Sδ̄(Ω), ρ > δ̄,

(ρ,0, . . . ,0, τ ) /∈
⋃

τ0∈E0

Aτ0, λ ∈ [λ̄1, λ̄2]
}

> 0; (4.51)

moreover (4.42) yields (if̄δ < r̄)

inf

{
∂ψk

∂ν0

(√
x2

1 + x2
2, xn, λ

)
:
(√

x2
1 + x2

2, xn

) ∈ Sδ̄(Ω), (x1, x2,0, . . . ,0, xn) ∈ Aτ0, λ ∈ [λ̄1, λ̄2]
}

> 0

∀τ0 ∈ E0; (4.52)

finally (as an immediate consequence of (4.46))

sup
{
ψk(ρ, τ, λ): (ρ, τ ) ∈ S(Ω), ρ = δ̄, dist(τ,E0) > r̄/2, λ ∈ [λ̄1, λ̄2]

}
< max

∂Qk

ψk. (4.53)

Hence, sinceψk,ε → ψk asε → 0 in any compact subset ofS(Ω) × R
+, for ε > 0 small enough (4.48)–(4.53

hold withψk,ε in place ofψk .
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ntinuous

e)

in
,

to the
It follows that inSδ̄(Ω) ∩ Φc̄
k×]λ̄1, λ̄2[ there exists at least one critical point(ρk,ε, τk,ε, λk,ε) for ψk,ε such that

inf
{
ψk,ε(ρ, τ, λ): ρ ∈ [γ̄1, γ̄2], τ = τ2, λ = (

ckρ
2−n
2

)−1/2} � ψk,ε(ρk,ε, τk,ε, λk,ε) � max
Qk

ψk,ε. (4.54)

In fact, if no such a critical point there exists, one can prove by standard arguments that there exists a co
mapΓ :Qk × [0,1] → S̄δ̄ (Ω) ∩ Φc̄

k × [λ̄1, λ̄2] such that:

Γ (ρ, τ, λ,0) = (ρ, τ, λ) ∀(ρ, τ, λ) ∈ Qk,

Γ (ρ, τ, λ, t) = (ρ, τ, λ) ∀t ∈ [0,1] if (ρ, τ, λ) ∈ ∂Qk,(
ρ, τ2,

(
ckρ

2−n
2

)−1/2)
/∈ Γ

(
Qk × [0,1]) for ρ ∈ {γ̄1, γ̄2},{

Γ (ρ, τ, λ,1): (ρ, τ, λ) ∈ Qk

} ∩ {
(ρ, τ, λ): ρ ∈ [γ̄1, γ̄2], τ = τ2, λ = (

ckρ
2−n
2

)−1/2} = ∅,

which is impossible.
Let us analyse the asymptotic behaviour of(ρk,ε, τk,ε, λk,ε) as ε → 0. If (up to any subsequenc

(ρk,ε, τk,ε, λk,ε) → (ρk, τk, λk), then (ρk, τk, λk) ∈ Sδ̄(Ω) ∩ Φc̄
k×]λ̄1, λ̄2[ and is a critical point forψk (since

ψk,ε → ψk in C1 sense). Moreover, by (4.54),

ψk,ε(ρk,ε, τk,ε, λk,ε) → ψk(ρk, τk, λk) � max
Qk

ψk. (4.55)

It follows thatλk > 0 for all k � k̄ and

lim
k→∞

1

k
ψk(ρk, τk, λk) = −∞,

which implies limk→∞ λk = 0. Thus (2.15) is proved (notice thatδ̄, λ̄1 andλ̄2 depend onk; (2.15) and (2.16) imply
that λ̄1 → 0 andδ̄ → 0 ask → ∞).

For the proof of (2.16) it suffices to show that if (up to any subsequence)(ρk, τk) → (ρ̄, τ̄ ) ask → ∞, then
(ρ̄,0, . . . ,0, τ̄ ) ∈ ∂Ω .

If ρ̄ > 0, then(ρ̄, τ̄ ) ∈ ∂S(Ω) (which implies(ρ̄,0, . . . ,0, τ̄ ) ∈ ∂Ω sinceρ̄ > 0). In fact, if (ρ̄, τ̄ ) /∈ ∂S(Ω),
then, arguing as in the proof of assertion(b) in Lemma 4.1, we should have limk→∞ 1

ck

∂Φk

∂ρ
(ρk, τk) = (n −

2)ρ̄1−n �= 0, which is impossible since∂Φk

∂ρ
(ρk, τk) = 0 for all k � k̄.

On the other hand, if̄ρ = 0 andτ̄ /∈ E0, then limk→∞ 1
ck

Φk(ρk, τk) = −∞ (which can be proved arguing as
the proof of (b) of Lemma 4.1). But this fact gives a contradiction because, lettingε → 0 in (4.54) and using (4.4)
we obtain lim infk→∞ 1

ck
Φk(ρk, τk) � −ρ2−n

2 > −∞. Thus assertion (2.16) is proved too.�
The following propositions describe the asymptotic behaviour of the critical values corresponding

solutions given by Theorems 2.1 and 2.3 respectively.

Proposition 4.2. The solutionuk,ε given by Theorem2.1satisfies

lim
k→∞

[
1

2
lg ck + 1

k
lim
ε→0

ψk,ε(ρk,ε, τk,ε, λk,ε)

]
= −1

2
+ n − 2

2
lgmin

A
ΠΩ. (4.56)

Proof. The method we used in the proof of Theorem 2.1, in order to find the critical point(ρk,ε, τk,ε, λk,ε) for
ψk,ε , shows that (up to a subsequence)

(ρk,ε, τk,ε, λk,ε) → (ρk, τk, λk) asε → 0, (4.57)

where

Φk(ρk, τk) = min Φk and λk = [− min Φk]−1/2.

A∩S(Ω) A∩S(Ω)
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nd
Moreover

lim
ε→0

ψk,ε(ρk,ε, τk,ε, λk,ε) = ψk(ρk, τk, λk).

Thus (4.56) follows easily from (4.29), taking into account that

1

k
ψk(ρk, τk, λk) = −1

2
− 1

2
lg

[−Φk(ρk, τk)
]
. �

Proposition 4.3. The solutionuk,ε obtained in Theorem2.3satisfies

lim inf
k→∞

[
1

2
lg ck + 1

k
lim inf
ε→0

ψk,ε(ρk,ε, τk,ε, λk,ε)

]
� −1

2
+ n − 2

2
lgρ2 (4.58)

and

lim sup
k→∞

[
1

2
lg ck + 1

k
lim sup

ε→0
ψk,ε(ρk,ε, τk,ε, λk,ε)

]
� −1

2
+ n − 2

2
lg

[
max

τ∈[τ1,τ3]
γ (τ )

]
. (4.59)

Proof. Let us use the same notations introduced in the proof of Theorem 2.3 and observe that (4.54) impl

lim inf
ε→0

ψk,ε(ρk,ε, τk,ε, λk,ε) � inf
{
ψk(ρ, τ, λ): ρ ∈ [γ̄1, γ̄2], τ = τ2, λ = (

ckρ
2−n
2

)−1/2} (4.60)

becauseψk,ε → ψk asε → 0 uniformly on the compact subsets ofS(Ω) × R
+. Hence (4.58) follows easily from

(4.34) taking into account that̄γ1 > ρ2.
In analogous way, in order to prove (4.59), we infer from (4.54) that

lim sup
ε→0

ψk,ε(ρk,ε, τk,ε, λk,ε) � max
Qk

ψk.

Thus (4.59) follows from (4.33) taking into account that

max
Qk

ψk � sup
{
ψk

(
γ (τ), τ, λ

)
: τ ∈ [τ1, τ3], λ > 0

}
. �

Remark 4.4. Propositions 4.2 and 4.3 can be used in order to distinguish the solutions given by Theorems 2.1 a
2.3 when both theorems apply. For example, letΩ be as in Remark 2.4, that is there exista, b,f andδ satisfying
(2.17) and (2.18). If we assume that

0< min[a,b]f < min
{
f (a), f (b)

}
and max[a,b] f > max

{
f (a), f (b)

}
,

then both theorems apply; Theorem 2.1 guarantees the existence of a solutionu1,k,ε such that

lim
k→∞

[
1

2
lg ck + 1

k
lim
ε→0

ψk,ε(ρ1,k,ε, τ1,k,ε, λ1,k,ε)

]
= −1

2
+ n − 2

2
lg min[a,b]f,

while the solutionu2,k,ε obtained in Theorem 2.3 satisfies

lim inf
k→∞

[
1

2
lg ck + 1

k
lim inf
ε→0

ψk,ε(ρ2,k,ε, τ2,k,ε, λ2,k,ε)

]
� −1

2
+ n − 2

2
lgmax[a,b] f.

Therefore, the solutionsu1,k,ε andu2,k,ε are actually distinct forε > 0 small andk large enough.
On the other hand, if for example we assume in addition thatf has in[a, b] only one maximum pointτM and

only one minimum pointτm, then

lim
k→∞ lim sup|τ1,k,ε − τm| = 0 and lim

k→∞ lim sup|ρ1,k,ε − min[a,b]f | = 0,

ε→0 ε→0
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while one can prove that

lim
k→∞ lim sup

ε→0
|τ2,k,ε − τM | = 0 and lim

k→∞ lim sup
ε→0

|ρ2,k,ε − max[a,b] f | = 0.

Furthermore, notice that Propositions 4.2 and 4.3 can be used to obtain distinct solutions also when Theorems
and 2.3 apply in different geometric situations (for example, for different choices of the subsetA in Theorem 2.1
or of the functionγ in Theorem 2.3). It is what happens, for example, in the case of the domainΩh,j considered
in Remark 2.9. In this case, by suitable choices of the subsetA and of the functionγ , one can easily show that, fo
k large andε > 0 small enough, the functionψk,ε for the domainΩh,j has, forj large enough, at least 2h critical
points, corresponding to 2h distinct critical values. ThusP(ε,Ωh,j ) has at least 2h distinctk-spike solutions of the
form (2.3).

Remark 4.5. Notice that, while the domainΩ presents a radial symmetry with respect to the pair of varia
(x1, x2) (see condition (2.1)), the solutionsuk,ε obtained in Theorems 2.1 and 2.3 do not present the same sym
but satisfy only, for all(ρ cosθ,ρ sinθ, x3, . . . , xn) ∈ Ω ,

uk,ε

(
ρ cos

(
θ + 2π

k

)
, ρ sin

(
θ + 2π

k

)
, x3, . . . , xn

)
= uk,ε(ρ cosθ, ρ sinθ, x3, . . . , xn).

Moreover, it is obvious that, for all̄θ ∈ [0,2π], the functionuk,ε,θ̄ defined by

uk,ε,θ̄ (ρ cosθ, ρ sinθ, x3, . . . , xn) = uk,ε

(
ρ cos(θ − θ̄ ), ρ sin(θ − θ̄ ), x3, . . . , xn

)
(4.61)

is still a solution of problemP(ε,Ω).
Taking into account the method used in the proofs, it is clear that solutions of the form (4.61) (for suitable

of θ̄ ) persist with respect to any small perturbation ofΩ , which preserves the symmetry properties (2.2) and(
ρ cos

(
θ + 2π

k

)
, ρ sin

(
θ + 2π

k

)
, x3, . . . , xn

)
∈ Ω ⇔ (ρ cosθ, ρ sinθ, x3, . . . , xn) ∈ Ω. (4.62)

Finally, notice that in [15] we consider problemP(ε,Ω) in a different class of domainsΩ which do not satisfy
condition (2.2) and, fork large andε > 0 small enough, we obtain analogous existence and multiplicity results fo
positive solutions blowing up at exactlyk points asε → 0.
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