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Abstract

We study a class of degenerate convection—diffusion equations with a fractional non-linear diffusion term. This class is a new, but
natural, generalization of local degenerate convection—diffusion equations, and include anomalous diffusion equations, fractional
conservation laws, fractional porous medium equations, and new fractional degenerate equations as special cases. We define weak
entropy solutions and prove well-posedness under weak regularity assumptions on the solutions, e.g. uniqueness is obtained in the
class of bounded integrable solutions. Then we introduce a new monotone conservative numerical scheme and prove convergence
toward the entropy solution in the class of bounded integrable BV functions. The well-posedness results are then extended to non-
local terms based on general Lévy operators, connections to some fully non-linear HJB equations are established, and finally, some
numerical experiments are included to give the reader an idea about the qualitative behavior of solutions of these new equations.
© 2011 L'Association Publications de 1'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved.
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1. Introduction

In this paper we study well-posedness and approximation of a Cauchy problem for the possibly degenerate non-
linear non-local integral partial differential equation

{8IM+V-f(u)=—<—A)*/2A<u> in 07 =R? x (0, T), (1.1)

u(x,0) =up(x) inRY,

where f = (f1,..., fa) :R—> R and A :R — R are Lipschitz continuous with Lipschitz constants L and L4,
A(-) non-decreasing with A(0) = 0, and the non-local operator —(—A)*/? (or g[-] in shorthand notation) is the
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fractional Laplacian defined as

g =apy. [ HEEL S

|z|>0

for some constants c; > 0, A € (0, 2), and a sufficiently regular function ¢. Note that A(-) can be strongly degenerate,
i.e. it may vanish on a set of positive measure.

Eq. (1.1) is a fractional degenerate convection—diffusion equation, and this class of equations has received con-
siderable interest recently thanks to the wide variety of applications. They encompass various linear anomalous
diffusion equations (f =0 and A(u) = u), scalar conservation laws [16,26,34,36,38] (A = 0), fractional (or frac-
tal) conservation laws [1,21] (A(u) = u), and some (but not all!) fractional porous medium equations [17] (f =0
and A(u) = ulu|™"', m > 1), but see also [5,7]. Eq. (1.1) is an extension to the fractional diffusion setting of the
degenerate convection—diffusion equation [8,31]

Ju+ V- fu)=AA®w). (1.2)

When A(:) is strongly degenerate, Eq. (1.1) has never been analyzed before as far as we know.

The literature concerning the type of equations mentioned above is immense. We will only give a partial and incom-
plete survey of some parts we feel are more relevant for this paper. For a more complete discussion and many more
references, we refer the reader to the nice papers [1] and [32]. But before we continue, we would like to mention actual
and potential applications. A large variety of phenomena in physics and finance are modeled by linear anomalous diffu-
sion equations, see e.g. [41,4,14]. Fractional conservation laws are generalizations of convection—diffusion equations
((1.2) with A(«) = u), and appear in some physical models for over-driven detonation in gases [12] and semiconduc-
tor growth [41], and in areas like dislocation dynamics, hydrodynamics, and molecular biology, cf. [1,3,19]. Similar
equations, but with slightly different non-local term, also appear in radiation hydrodynamics [37]. Equations like (1.2)
are used to model a vast variety of phenomena, including porous media flow [39], reservoir simulation [22], sedimen-
tation processes [6], and traffic flow [40]. Finally, we mention [29] where degenerate elliptic—parabolic equations with
fractional time derivatives are considered.

In the non-linear and degenerate setting of (1.1), we cannot expect to have classical solutions and it is well known
that weak solutions are not unique in general. In the setting of fractional conservation laws this is proved in e.g. [2,
3,33]. To get uniqueness we impose extra conditions, called entropy conditions. In this paper we will introduce a
Kruzkov type entropy formulation for Eq. (1.1). This type of formulation was introduced by KruZkov in [34], and
used along with a doubling of variables device, to obtain general uniqueness results for scalar conservation laws. Much
later, Carrillo in [8] extended these results to cover second order equations like (1.2), see also [31] for more general
results and a presentation and proof which is more like our own. More recently, Alibaud [1] extended the Kruzkov
formulation and uniqueness result to the fractional setting. He obtained general results for fractional conservation
laws. In a new work by Karlsen and Ulusoy [32], a unified formulation is given that essentially includes the results of
Alibaud and Carrillo as special cases. In [1,32] the fractional diffusion is always linear and non-degenerate.

The entropy formulation we use is an extension of the formulation of Alibaud, and it allows us to prove a general
L'-contraction and uniqueness result for bounded integrable solutions of the initial value problem (1.1). Our unique-
ness proof relies on some new observations and estimates along with ideas from [8,31]. From a technical point of
view, our proof for A € (0, 2) is more related to the conservation law (or fractional conservation law) proof than the
more technical proof of Carrillo for A =2 (Eq. (1.2)). E.g. we do not need a “weak chain rule” and hence do not need
to assume any extra a priori regularity on the term A (u).

In practice to solve (1.1) we must resort to numerical computations. But since the equation is non-linear and degen-
erate, many numerical methods will fail to converge or converge to false (non-entropy) solutions. The solution is to
construct “good” numerical methods that insure convergence to entropy solutions. In the conservation law community,
it is well known that monotone, conservative, and consistent methods will do the job for you. There is a vast literature
on such methods, we refer the reader e.g. to [26] and references therein. For non-linear fractional equations there exist
very few methods and results so far. Dedner and Rhode [18] introduced a convergent finite volume method for a non-
local conservation laws from radiation hydrodynamics. Droniou [19] was the first to define and prove convergence
for approximations of fractional conservation laws. Karlsen and the authors then introduced and proved convergence
for Discontinuous Galerkin methods for fractional conservation laws and fractional convection—diffusion equations
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in [10,11]. After that, the authors introduced a convergent spectral vanishing viscosity method for fractional conser-
vation laws in [9]. Kuznetzov type error estimates were also obtained in [9,10]. In this paper, we discretize for the first
time (1.1) in its general form. We introduce a new difference quadrature approximation that we prove converges to
the entropy solution. The convergence holds for bounded integrable BV solutions, and hence we also have existence
of solutions in this class. Finally, existence of solutions in the wider class of bounded integrable function is obtained
through approximation via bounded integrable BV solutions (cf. Theorem 4.7).

In many applications, especially in finance, the non-local term is not a fractional Laplacian, but rather a Lévy type
operator g, :

g $10) = / (X +2) — () — 2 V()1 o1 du(2),
|z]>0

where the Lévy measure p is a positive Radon measure satisfying

|zI* A 1 p(dz) < oo.
|z]>0

These operators are the infinitesimal generators of pure jump Lévy processes. We refer to [4,14] for the theory
and applications of such processes and to [32] for a very relevant and nice discussion and many more references.
The entropy solution theory related to such operators is very similar to the one for fractional Laplacians, and the first
well-posedness results were obtained in [32]. In this paper we extend the entropy theory for (1.1) to this Lévy setting
(cf. Eq. (5.1)). Our formulation is an extension of Alibaud’s formulation and is different from the one given in [32]. We
also treat completely general Lévy measures, i.e. our Lévy operators are slightly more general than the ones in [32].

We also discuss the fact that (1.1) is related to fully non-linear HIB equations, see Section 6. We first show an easy
extension of results from [35]: In one space dimension the gradient of a viscosity solution of a fractional HIB equation
is an entropy solution of a fractional conservation law. Then we show a new correspondence for any space dimension:
If u is a viscosity solution of

Ur — A(gu[”]) =0,

then v = g, [u] is the entropy solution of

vy — gM[A(v)] =0.

The relevance of these results are discussed in Section 6. The final part of the paper is devoted to numerical simulations
to give the reader an idea about the qualitative behavior of the solutions of these new equations.

Here is the content of the paper section by section. The entropy formulation is introduced and discussed in Sec-
tion 2. In Section 3, we state and prove L'-contraction and uniqueness for entropy solutions of (1.1). The monotone
conservative numerical method is then introduced and analyzed in Section 4. In Section 5, we extend the well-
posedness results proved for solutions of (1.1) to a wider class of equations where the fractional Laplacian has been
replaced by a general Lévy operator. In Section 6 we show how solutions of equations of the type (1.1) are related
to solutions of fully non-linear HIB equations, and in the last section, we provide several numerical simulations of
problems of the form (1.1).

2. Entropy formulation

In this section we introduce an entropy formulation for the initial value problem (1.1) which generalizes Alibaud’s
formulation in [1]. To this end, let us split the non-local operator g into two terms: for each r > 0, we write g[¢] =
grlel + 8" [¢] where

ox+2)— @)
gr[(p](x)qu.v.lf dez,
zZl<r
1) —
gle=c / Wdz.

|z|>r
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The Cauchy principal value is defined as

PV. / (p(z)dz=l}in% / v(z)dz.
|z|>0 b<|z|

Note that, by symmetry,

Z

lz]<r
and hence

oleln = py. [ LEFDZeW 22 Vo) @.1)
|Z|d+A

lz|<r

Whenever ¢ is smooth enough, the principal value in (2.1) is well defined by the dominated convergence theorem
since

al Dl iy < pier dz when i€ (0, 1)

|gr[p](0)] < < c0.

. 2
% D@l Lo Bx.r) f|z|<r ‘leleﬂ dz when A €[1,2)

The above integrals are finite because in polar coordinates they are proportional to

r r

1 2
/5_Hsd71ds forie(0,1) and /jﬂsd*‘ds for 1 € [1,2).
N N
0 0

This estimate also shows that the integral in (2.1) exists and this leads to an alternative definition of the operator g,
avoiding the principal value (i.e. (2.1) without P.V.). This second definition is used e.g. in [1].
Let us introduce the functions ni (1) = |u — k|, n; (u) = sgn(u — k), and gx (u) = 1, (w)(f () — f(k)) where the
sign function is defined as
1 fors > 0,
sgn(s) =140 fors =0,
—1 fors <O.
The entropy formulation we use is the following definition:

Definition 2.1. A function u is an entropy solution of the initial value problem (1.1) provided that

i) ueL>®(Qr)NC(0,T]; L' (RY);
ii) for all k € R, all » > 0, and all non-negative test functions ¢ € C°(Qr),

/f k()01 + qr () - Vo + nag (Aw)) grle] + np(w)g" [Aw) | dx dr > 0;
or
i) u(-,0) =ug(-) a.e.

Remark 2.1. By C([0, T]; LY(R9)) we mean the Banach space where the norm is given by ||¢||C([O’T];L1(Rd)) =
max;e[0, 7 fpa 10 (x, )] dx}.

Remark 2.2. In view of i) and the properties of f and A, ni(u), gx(1), nag)(A(m)) € L*°(Qr) while A(u) €
L®(Q7) N C([0, T]; L'(RY)). It immediately follows that the local terms in ii) are well defined. Since g,[¢] €
CX(Qr) for ¢ € C°(Q7), also the g,-term in ii) is well defined. Finally we note that g"[¢](x) is well defined and
belongs to L%®(RY) for ¥ € L®(R?), and to L' (R?) for ¢ € L' (RY) by Fubini (integrating first w.r.t. x). It follows
that g"[A(u)] € L®(Q71) N C([0, T]; L' (R?)), and hence that the g"-term in ii) is well defined.
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Remark 2.3. Since u € C([0, T]; L' (R?)) by i), part iii) implies that the initial condition is imposed in the strong
L'-sense:

}g‘%”“( 1) — ug ”Ll(Rd) =0.

A more traditional approach where initial values u(-, 0) are included in the entropy inequality ii) would also work,
cf. e.g. [26, Chapter 2].

Let us point out that, in the case A € (0, 1) and whenever the entropy solutions are sought in the BV-class, Defini-
tion 2.1 can be simplified to the following one:

Definition 2.2. A function u is an entropy solution of the initial value problem (1.1) provided that

i) ueL®(Qr)NL®O,T; BVRY)) NC(0, T]; L' RY);
ii) for all k € R and all non-negative test functions ¢ € C°(Qr),

// @)@ + qe () - Vo + nw)g[Aw) g dx di > 0;
or
i) u(-,0) =uo(-) ae.

Note that the non-local term g[A(u)] in the integral in ii) is well defined as shown in the following lemma.
Lemma 2.4. If 1. € (0, 1), then there is a constant C > 0 such that
ls[A@]] 11y < erCLANN G, Ly e
Proof. We split the integral in two parts, use Fubini and the estimate

f|u(x +2) — u(@)| dr < Valzlulpy gy
R4

(cf. Lemma A.1), and change to polar coordinates (z =ry for r > 0 and |y| = 1) to find that:

|A(u(x +2)) — Au(x))| Iz
/ |Z|d+)‘ dde < LA\/E|M|BV(RJ) —|Z|d+)“ Z
lz|<e R4 lz|<e
[d
r
:LA\/C_1|M|BV(RLI) / dSy/r—)L
lyl=1 0
1d
_ r
=LA\/E|M|BV(]R‘1)81 » / ClSy/-r—)L
i=1 0
and
|Au( ) — A(u(x))] 2L [d
ux+z)—Aux A r
/ |Z|d+)‘ dde< —6)‘ ”u”Ll(Rd) / dSy/—rl-ﬁ—)n'
Iz > Re yi=1 1

To conclude, we choose € = ||u]| 1 (R4) |u| O

-1
BV(R4)’



418 S. Cifani, E.R. Jakobsen / Ann. I. H. Poincaré — AN 28 (2011) 413-441

The following result shows how the two definitions of entropy solutions are interrelated and how they relate to
weak and classical solutions of (1.1).

Theorem 2.5.

i) Definition 2.1 and Definition 2.2 are equivalent whenever A € (0, 1) and u € L*°(Q7) N L*°(0, T; BV(Rd)) N
C((0,T1; L' (RY)).
ii) Any entropy solution u of (1.1) is a weak solution: for all ¢ € CZ°(Qr7),

f/ udp + f(u) - Vo + A(u)gleldx dr = 0.
or

iii) If A € C%(R), then any classical solution u € L*(Q71) N C([0, T1; L' (R?)) of (1.1) is an entropy solution.

Remark 2.6. In iii) we need additional regularity of A to give a pointwise sense to the equation and hence also to
define classical solutions. When X € [1, 2) it suffices to assume that A € C2, and when 1 € (0, 1) A € Cl is enough.

Proof. i) Repeated use of the dominated convergence theorem and Lemma 2.4 first shows that, when » — 0,

glel— 0 and gr[A(u)]—>g[A(u)] a.e.,

and then combined with this convergence result and Holder’s inequality, that Definition 2.1 implies Definition 2.2
when u is BV. To go the other way, let us note that since A(-) is non-decreasing,

sgn(u — k) (A(u) — A(k)) = |A(u) — A(k)|. (2.2)
Thus, if we write

g[Aw)] = gc[Aw)]
/ (Au(x +2,1) — A(K) — (A(u(x, 1)) — A(k))
+ ¢ dz

|Z|1+)‘

e<|z|l<r
+ ¢ [Aw)],

multiply each side by 7, (u)¢ and integrate over Q7, we end up with

//%mmeﬂwum<//VKM&Mwﬂ¢
or or

/ [A(w(x +2z,1) — AR — |A(u(x, 1)) — A(k)]
+ e T dz
F{ins

e<|z|<r
+%W§MWMFNL

We now use the change of variables (z, x) — (—z,x + z) to pass the test function ¢ inside the integral € < |z| < r,
and obtain

//w(x,t) f [A(u(x +z,0) — Ak)| — [Au(x, 1)) — A(k)| dz dx dr
Or

|Z|1+k

e<|z|<r

://’A(u(x,t)) — A f ‘p(x“"zﬁ; P00 e drdr, 23)
or

e<|zl<r

The entropy inequality in Definition 2.1 is finally recovered in the limit as € — 0.
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ii) Using (2.2) and the change of variables (z, x) — (—z,x + z2),

// M (e, 0)g [A(ux, 0))]e(x, 1) dx dt

Q//(p(x 0 / |Aux +2z,0) — AR — [A(u(x, 1) — AK)| dz dx dr

|Z|l+)‘

|z|>r

= //|A(u(x,t)) — Ak |g" [¢(x, )] dxdr.

Thus, since g = g, + g", we have produced the inequality

// k)39 + g (W) - Vo +naw) (Aw))gleldx dr > 0.
or
By this inequality and the definitions of 1 and ¢, if £k 2> ||u|| L), then

¢/ W —k)3i¢ + (f () = f(k)) - Vo + (A(u) — A(k))glgpldx dr > 0.

By the divergence theorem and a computation like in (2.3), all the k-terms are zero and hence u is a weak solution as
defined in ii).
iii) Since u solves Eq. (1.1) point-wise, for each (x, t) € Qr and all k € R, we can write

0 —k)+ V- (f) = fk)) = ge[Aw)]
e / (A +2,0) = AKR) = (Au(x,0)) = AK)

|Z|d+k

e<|z|<r
+ g [Aw)].

If we multiply both sides of this equation by 7 («) and use (2.2), we obtain

M @)d; = k) + @)V - (f @) — f(K)) < mp(w)ge[Aw)]
to / [Awlx +2.0)) - AK)| — [Alx, 1) — AK)]

|Z|d+)‘

e<|z|<r
+ g [Aw)].

Let us now multiply both sides of this inequality by a non-negative test function ¢, and integrate over Qr to obtain

—// nk(u)81<p+qk(u)~V90dxdt<//{n,’<(u)g€[A(u(x,t))]<ﬂ
or or

[A(u(x +z,1)) — A(k)| — [A(u(x, 1)) — A(k)l
+ e |Z|d+)‘

e<|z|<r
+ ) g [A(ulx, t))](p} dx dr.

Thanks to (2.3), we can pass the test function ¢ inside the integral € < |z| < r, and so recover the entropy inequality
in Definition 2.1 in the limitas e — 0. O
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3. L!-contraction and uniqueness

We now establish L!-contraction and uniqueness for entropy solutions of the initial value problem (1.1) using the
KruZkov doubling of variables device [34]. This technique has already been extended to fractional conservation laws
(i.e., A(u) = u) by Alibaud [1]. The first part of our proof builds on the ideas developed by Alibaud (and KruZzkov!),
but in the rest of the proof different ideas have to be used in our non-linear and possibly degenerate setting.

Theorem 3.1. Let u and v be two entropy solutions of the initial value problem (1.1) with initial data ug and vo. Then,
forallt € (0,7),

||M(, t) - U(" t)”LI(Rd) g ||M() - UO“Ll(Rd)'

Uniqueness for entropy solutions of (1.1) immediately follows from the above L'-contraction: if ug = v, then
u=va.e.onQr.

Corollary 3.2 (Uniqueness). There is at most one entropy solution of (1.1).

Proof of Theorem 3.1. 1) We take u = u(x,t) and v =v(y, s), let y = ¢ (x, y, ¢, s) be a non-negative test function,
and denote by n(u, k), q(u, k), n’(u, k) the quantities ng (u), g (), 77;/{ (u). After integrating the entropy inequality for
u=u(x,t) withk =v(y,s) over (y,s) € Qr, we find that

////W(M(XJ),U(yvs))atw(xay,t’s)

Or Or
+q(u@, 0,00, 5) - Ve (x, y,1,5)
+n(A(ux,0), A(v(y.9))e [V .y, 1,9)](x)
+ n’(u(x, 1), v(y, s))g’ [A(u(-, t))](x)lﬂ(x, y,t,s)dxdtdyds > 0. 3.1)

Similarly, since n(u, k) = n(k, u), q(u, k) = q(k, u), and n'(u, k) = —n’(k, u), integrating the entropy inequality for
v=uv(y,s) with k = u(x, t) leads to

////n(u(-xﬂt)vv(yvs))asl//(x’ y7tas)

Oor Or
+q(ux, 1), v(y,5)) - Vy¥r(x, .1, 5)
+n(A(ux,0), A(v(y, ))& [¥(x, - 1, 9] )
=0 (ux,0),v(y,9)g" [A(v(.9)) | M¥(x, y, t,5)dydsdx dr > 0. (3.2)

Let us now introduce the operator

ot [ PR,

|z|>r

Since all the terms in (3.1)—(3.2) are integrable, we are free to change the order of integration, and hence add up
inequalities (3.1)—(3.2) to find that (from now on dw = dx d¢ dy ds)

// //n(u(x,t),v(y,S))(at+3s)1/f(x,y,t,S)

or Or
+q(u(x.1),v(y.5)) - (Vx + V¥ (x,y.1,9)
+n(A(u@x, 1), A(v(y.9))g ¥ y.1.9)]x)
+n(A(ux, 1), A(v(y, 9))g ¥, 1,9)] ()
+ 1 (uCx,0),v(y, )8 [A(u, 1) — A(v(, )] x, P (x, y, 1, 5)dw > 0. (3.3)
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In the following we will manipulate the operator g", while the operators g, will simply be carried along to finally
vanish in the limit as r — 0.
Let us use (2.2) to obtain the (Kato type of) inequality
n’(u(x, 1), v(y, s))[(A(u(x + z, t)) — A(v(y + z, s))) — (A(u(x, t)) — A(v(y, s)))]
<|AGx+z,0) — Ay +2,9)| — |A(u@x, 1) — A(v(y, s))

which implies that

7 (.10, 00, ))& [A@C. D) = A, )] ) <G [JA@C D) = AC, )]0, ). (3.4)

Furthermore, we use Fubini’s theorem and the change of variables (z, x, y) — (—z,x + z, y + 2) to see that

/// Yx,y, 1,908 [|[AC 1)) — A(v(, 9)|]x, y) dw

or Or

= // f/|A(M(x,t)) — Au(y, ))|E ¥ (- 1,9)]x, y) dw. (3.5)
Or OQOr
To sum up, when used in (3.3), (3.4)—(3.5) produce the inequality

// //Tl(u(x,t),v(y7S))(3r+33)1//(x,y,t,S)

or Or
+q(ux,0),v(y,5) - (Vi + VU (x,y.1,5)
+ n(A(u(x, ), A(v(y.5)))&r[¥ (. y.1.9)]x)
+1(A(ux,0), A(v(y,9)) e [V x, - 1,9)] ()
+ n(A(u(x, t)), A(v(y, s)))g’[x/f(-, . t,s)](x, y)dw > 0. (3.6)

Thanks to the regularity of the test function ¥, we can now take the limit as » — 0 in (3.6), and end up with

// //n(u(-xﬁt)vv(yvs))(al+8S)¢(xs y7tss)

Or 0Or
+q(u(x,1),v(y,5)) - (Vx + V¥ (x,y,1,5)
+n(A(ux, 1), A(v(y,$)))&g[¥ (.- 1,9)](x, y)dw >0, 3.7

’

where

|z|>0

Inequality (3.7) concludes the first part of the proof.
2) We now specify the test function v in order to derive the L!-contraction from inequality (3.7):

=5 (2 (2 5)

for p > 0 and some ¢ € C°(Qr) to be chosen later. Here &, (x) = w,(x1) - w,(xq) and w,(s) = %w(%) for a
non-negative w € C2°(R) satisfying

w(—s) =w(s), w(s)=0 forall|s|>1, and /w(s) ds=1.
R

The reader can easily check that
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@ + 3)¥ (x, v,1,5) =c?)p(x;y)a)p<l )(3; + 0 )¢<x+y t—;s>,

(Vx+V)'Wx’y’t’s)zép(%%p(t )(v +v>¢(x+y ”;),

ot (5 ))

Note that with this choice of test function ¥/, expressions involving g naturally transform into expressions involving g.
We now show that, in the limit p — 0, inequality (3.7) reduces to

//n(u(x,t),v(x,t))8,¢(x,t)
or

+q(ulx, 1), v(x, 1) Vo(x,1)
+ n(A(u(x, t)), A(v(x, t)))g[d)(-, t)](x) dxdr > 0. 3.8)

Loosely speaking the reason for this is that the function ws converges to the 6-measure. A proof concerning the local
terms can be found in e.g. [31]. It remains to prove that

:‘// //|A(u(x,t))—A(U(ysS))|

) o

— //]A(u(x, D) —A(v(x,0)|g[o (. )] (x)dx dr
or

—0
~20.

To see this, we add and subtract

I [ s (52 (WA 1)

Oor Or

use the fact that foT wp(FH)w,(5) dyds = 1 for any fixed t € (0, T) for p small enough, and that ¢ has compact
support in (0, T) to find that

M < /// |A(ux, 1) — A(v(y, )| — |A(ux, 1) — A(v(x, )]

Oor Or

(S
) o

X d)p(u)({)p(%) |A(u(x, t)) - A(v(x, t))|dw.

2

Let M and M, denote the two integrals on the right-hand side of the expression above. By the inequality ||a — c| —
|b —c|| < |a — b| we see that

M1<K¢/// |A(v(x,t))—A(v(y,s))|é)p<¥>a)p<t;s>dw,
or Or
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since, for all (x, 1), (y,s) € Or x O,
t+s xX+y
L))
|z

A2 dz
<Ko= [ D% o gy f i et 2el9l ) / o (3.9)

|z]<1 |z]>1

Note that both integrals in (3.9) are finite (use polar coordinates to see this). Using the change of variables x — y =h
and t — s = 7, we obtain

M1<K¢/// ’A(v(x,t))—A(v(x+h,t+T))|@p<g)wp<g)dxdtdhdt

Or 0Or
<qu//d)p(g)wp(%)(//‘A(v(x,t)) —A(v(x+h,t+r))|dxdt) dhdr
or or

<Ky sup (//|A(v(x,t))—A(v(x+h,t+r))|dxdt) 0

[l lTI<p
h Or

by continuity of translations in L'. We refer to Lemma 2.7.2 in [38] for a similar proof. A similar argument using the
fact that g[¢] € C ([0, T1; L' (R?)) (cf. Remark 2.2) shows that M> — 0 as p — 0, and we can therefore conclude that
M < My + My — 0 as p — 0. The proof of (3.8) is now complete.

3) We now show that inequality (3.8) can be reduced to

/f\u(x,t)—v(x,t)\x’(t)dxdt>o, (3.10)
or
if we take ¢ = ¢, (x) x (t) and send r — oo for r > 1, x € C2°(0, T) (with derivative x') to be specified later, and

Qor(x):/d)(x_y)llykrdy
R4

All derivatives of ¢, are bounded uniformly in r and vanish for all ||x| — r| > 1. Concerning the flux-term in (3.8),
we find that

// sgn(u(x, ) —v(x, t))(f(u(x, t)) — f(v(x, t))) -V (x,t)dxdr
or

< Lylixlioe //(|u(x, t)| + |v(x,t)|)1||x\_r|<1 dedt =370
or

by the dominated convergence theorem since u# and v belong to L! and 1jx|—rj<1 = O as r — oo for all x € R4,
The term in (3.8) containing the non-local operator also tends to zero as r — oo. To see this note that |g[¢,](x)] is
uniformly bounded in r, cf. (3.9), so by integrability of # and v and Holder’s inequality,

//‘A(u(x,t)) — A(v(x,t))”g[(pr](x)|dxdt
or

< LA(”“”LI(QT) + ”U”Ll(QT)) Sul?”g[fﬂr]”Lm(QT) < oo.
r>

Moreover we find that the integrand is bounded by an L!-function uniformly for r > 1:

|A(uCx, 1) — A(v(x.0)||gler 1) < Laux, 1) —v(x, )| sugng[wr]umgﬂ.
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Then for any x, z € R fixed and r > |x| 4+ 1, ¢, (x) =1 and

|‘pr(x +2)— wr(x)| < |1\x+z|<r—1 -1 < 1\z|>r—1—|x|~
With this in mind we find that

r—0o0

1|z|>r—1—\x|
elorico| < [ FEe =,
|z|>0

and hence we can conclude by the dominated convergence theorem that

r—>0o0

lim //|A(u(x, D) — A(v(x,0)||gler1(x)| dxdr = 0.
or

4) To conclude the proof, we now take x = y, for

t

Xu () = / (wu(f —1) —owu(t — t2)) dz,

—00

where r > 1 and 0 < t; <1, < T. Loosely speaking, the function y, is a smooth approximation of the indicator
function 1, s,y whichis zeroneart =0 and = T when u > 0 is small enough. Since X//t @) =w,t—1)—w,t—1),
inequality (3.10) reduces to

//|u(x,t) —v(x,1)|wu(t — ) dx dt gf/|u(x,z) —v(x,1)|wu(t —t)dxdt.
or or

By taking p small enough and using Fubini’s theorem, we can rewrite this inequality as

D xw () < P *wy(h) for¢(t)=f|u(x,t)—v(x,z)\dx, (3.11)

R4

where ¢1 * ¢ (1) = fR @1(5)p2(t — s)ds. Since u, v € C([0, T]; L' (R?)), we see that & € C([0, T']), and hence by
standard properties of convolutions,

D xwy(t)—> P(t) asu— 0,

for all r € (0, T). Hence we can send  — 0 in (3.11) to obtain

” (u - U)('v t2)||Ll(]Rd) < ” (l/t - U)(', tl)HLl(Rd)~

Finally, the theorem follows from renaming #, and sending #; — 0 using iii) and C ([0, T']; Ll(Rd )) regularity of u
andv. O

4. A convergent numerical method

In this section we introduce a numerical method for the initial value problem (1.1) which is monotone and conser-
vative. Then we prove that the limit of any convergent sequence of solutions of the method (as Ax — 0) is an entropy
solution of (1.1). Finally we prove that any sequence of solutions of the method is relatively compact whenever the
initial datum is a bounded integrable function of bounded variation, and hence we establish the existence of an entropy
solution of (1.1) in this case. Some numerical simulations based on this method are presented in the last section.
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4.1. Definition and properties of the numerical method

For simplicity we only consider uniform space/time grids and we start by the one-dimensional case. The spatial
grid then consists of the points x; =i Ax for i € Z and the temporal grid of , =nAt forn =0,...,Nand NAt=T.
The explicit numerical method we consider then takes the form

UMt =ur — AtDTF (U, UL +AtZG] Ut;) — A(U})).

J#0

0 1
U= ~ ugp(x)dx,
x;i+Ax[0,1)

where D~ U; = A%C(Ui —Ui—1), F: R? — R is a numerical flux satisfying

a) F is Lipschitz continuous with Lipschitz constant L,
b) F isconsistent, F(u,u) = f(u) for all u € R,
¢) F(uy,u2) is non-decreasing w.r.t. u1 and non-increasing w.r.t. us,

and G; is defined by
dz .
G[ =C) / W for i # 0.
xS -1,
In the multi-dimensional case the spatial grid is AxZ? (Ax > 0) with points
Xg = Axa where o = (1, ..., 04) e74.

Let ¢; be the d-vector with /-component 1 and the other components 0 and define the two box domains by

Ax
R=Ax[0,)? and Ry= 2[ 1,14,

noting that Ua (x¢ +R)= Ua (xq¢ + Ro) = R?. The explicit numerical method we consider now takes the form

d
UZ = U - 80 Y D (UL U) + 00 Y G (AU )~ A(UL),
=1 B0
4.1
)1 ; 4.1
U“_A—xd uo(x)dx,

Xo+R

where D; Uy = ﬁ(UO{ —Uy—¢), Fr: R? — R is a numerical flux satisfying a)—c) above with f; replacing f, and
G4 is defined by

dz
Ga =C) |Z|T+)‘ for « # 0.
Xa+Ro

Note that G, is positive and finite since 0 ¢ x, + Ro unless o = 0.
Remark 4.1. An admissible numerical flux F; is e.g. the Lax—Friedrichs flux,

1 Ax
AU Uty = 3 (FU2) 4 £ Ut = 5 Warg = U2))

We refer the reader to [23] or [26, Chapter 3] for a detailed presentation of more numerical fluxes which fulfill
assumptions a)—c).



426 S. Cifani, E.R. Jakobsen / Ann. I. H. Poincaré — AN 28 (2011) 413-441

Let us introduce the piecewise constant space/time interpolation

u(x,t)= U(;’ for all (x,1) € (xq + R) X [tn, th+1).

In the following we often need the relation

AWUQs +2,1) = AU 1)
Y Gp(A(ULLp) — A(UZ)) = cx / P dz, 4.2)
B#0 Rd\Ro
where y, = xo + %(1, ..., 1). Note that this is an approximation of the principal value of the integral since Ry — 0

as Ax — 0 in a symmetric way.
We now check that the numerical method (4.1) is conservative and monotone.

Lemma 4.2. The numerical method (4.1) is conservative, i.e.

Youptt=>"ug.

aeZd aeZd
Proof. First we show that Zaezd |Ul| <ooforalln=0,...,N.By(4.1),

d
Z|U£+1| < Z [|U3|—|—AIZ|D1FI U U£+el)|

aeZd aeZd =1

+mzcﬁ|A<Us+ﬂ>—A<Us>|}

BF#0

At
<Z{|Un|+_xZ(LF|U£ a el|+LF| oH—ez_Ug:D

aezd =1
8T G|+ A
B0
At
< <1+4dLFA—x+2LAAtZG,3> > ozl 4.3)

B#0 aeZd

where, using that {z: |z| < %} C Ro,

3 2 _ z (2} dz
ZGﬁ_C)L |z]d+* S € |z]d+* =N\ Ax |z|d+n

B#0 RY\ Ry 2> &% lz]>1

Since Ax? Y, 5 |UY| = llito |l L1 ey < 00, We can iterate estimate (4.3) to find that ), 74 |Uj| < 0o and hence
limy| 0o [UZ|=0foralln=0,...,N.
Now we sum (4.1) over « to find that

dYoutt=> U Aty ZD (UL ULL.,)

=/ aczd aeczd =1
+ At Z ZG,«; UL, p) — AUL)).
wezd B#0

The proof is now complete if we can show that the F' and G sums are equal to zero. The F-sum is telescoping and
since lim|y |00 US| =0,
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_ FUy, Uyyo) — F(Uy_g
ZDIFIU U3+€1):Z — Ax —

aeZd aeZd

un

To treat the G-sum, note that we have found above that
Y > GplA(UL ) — A(UZ)| <2Labt ) G Y U] < oo,
aeZd B#0 B#0 aeZd

and we also have that )", [A(U})| < La Y, |UZ| < oco. In view of this we can now change the order of summation,
and split the sums to find that

Z Z Gﬂ a+ﬁ (ngl)) = Z Ggp Z (A( §+ﬁ) - A(Ug))

aezd B#0 B#0  aezd
NG IICHED SPICH) R
B#0 aeZd acZd

The proof is now complete. O

Next, we check monotonicity by showing that the right-hand side of the numerical method (4.1) is a non-decreasing
function of all its variables U g This is clear for all U g such that 8 # o since the numerical flux F; is increasing
w.r.L. its first variable, non-increasing w.r.t. its second one, the function A is non-decreasing, and the weights G4 are
all positive. Then we differentiate the right-hand side of (4.1) w.r.t. U} and find that it is non-negative provided the
following the CFL condition holds,

At dz At

2dLp— 2L — | — < 1. 4.4

FAy +<CA A / |z|d+’\>Ax’\ (4.4)
|z]>1

We have thus proved the following result:

Lemma 4.3. The numerical method (4.1) is monotone provided that the CFL condition (4.4) is assumed to hold.
In what follows, the CFL condition (4.4) is always assumed to hold, and monotonicity is thus always ensured.

4.2. Convergence toward the entropy solution

We prove that any limit of a uniformly bounded sequence of solutions of the numerical method (4.1) is an entropy
solution of (1.1).

Theorem 4.4. If {i1} is a sequence of solutions of (4.1), uniformly bounded in L°°(Q7), and there existsu € L>°(Q1)N
C([0, T1; LY(RY)) such that i — u in C([0, T]; LY(R?)) as Ax — 0, then u is an entropy solution of (1.1).

Proof. Note that part i) in the definition of entropy solution (Definition 2.1) is already satisfied. Part iii) follows since
lu(-, 0) —uoll 1 (ray = 0 as Ax — 0 by the definition of u. What remains to prove is part ii).

First we prove that the numerical method (4.1) satisfies a discrete entropy inequality which resembles the one in ii)
in Definition 2.1. To this end, let us introduce the notation a A b = min{a, b} and a V b = max{a, b}, choose an r > 0,
and exploit monotonicity to obtain the inequalities

d

Ut vk<UZvk—AtY Dy F(UL vk UL,
=1

+Ar Y Gp(A(UL v k) — A(UL V K))
0<Ax|BI<r

+ Al 1o (UTY) D Gp(A(ULL ) — A(UZ))
Ax|B|>r

V k)
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and

d

Ut Ak < U Ak = ALY Dy F (UL Ak UYL,
=1

FALY GalA(ULp A K) ~ AU AK)
O<Ax|B|<r

+ A ooy (UZ) Y Gp(A(ULL5) — A(UY)).
Ax|B|>r

AK)

Note that the polygonal set

P= |J @p+Ro
O<Ax|B|<r

(xg = Axp) does not include points from the box Ry, and converges to the punctured ball {z: 0 < |z| <r}as Ax — 0
in the sense that 1p,(z) — Llo<|;j<-(2) a.e. as Ax — 0.
Remember that i (U)) = |U} — k|, and let

0ni(UL) = F (UL vk, UL, Vk) = F (UL Ak UL, AK).
Thanks to the relations
lu—kl=uvk—unk,
|Aw) — At)| = A vV k) — A(u A k),
we can subtract the above two inequalities to obtain that
LA -
(Ut = m(Ug) + - D (Qna(Ug) = Qna(Us-,)
=1
— At Y Ge(naw (A(Usip)) — naw(A(UZ)))
O0<Ax|B|I<r
—Amp(UFHY) Y0 Gp(A(Uiyp) — A(UZ)) <O.
Ax|B|>r

Let us take a non-negative function ¢ € CZ°(Q7), and define ¢}, = ¢(xq, t,,). If we multiply both sides of the above
inequality by ¢, sum over all « € Z4 and all n € {0, ..., N}, and use summation by parts for the local terms, we end
up with the cell entropy inequality

n 1
d
Ax AtZ > m(Ug) —t“
n=1gezd
N d q)n o ¢n
ate
+ AditZ Z Z Qh,z(U;’)#
n=0qezd I=1
N
+ AdifZ Z naw (A(Uy)) Z Gp(Phsp — )
n=0qeZd O<Ax|BI<r
N
Fada Y YU Y GalA(ULy) - AUE) 0. @)

n=0qe74 Ax|B|>r
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To derive this inequality we have used the change of indices (8, @) — (—f, « + B) to see that

AxIALY o YT Gp(naw (A(ULp)) —nam (A(U2)))

n=0qgeczd O<Ax|BI<r

=AxlAry Y naw(A(U) Y. Galvais— )

n=0qgecz4 O<Ax|B|<r

Let Ry = x4 + R. We now claim that for each fixed Ax > 0, inequality (4.5) implies

Z an U” //gz)(x t)—go(x t—At)

n=0 qez4

d

+ZZZQhIUﬂ // (x—l—Axel,t) o(x, t)

n=0 gezd =1

Int1
—i—Z ZUA(k) A(U2)) ///‘(p(x+z ?HX('D(X’I) dzdx dr
n=0 aezd h Ry Py
N— Int1
Z Z (U2 YT Ga(A( £+ﬁ)—A(U(;’))/fw(x,t)dxdt}O. (4.6)
n=0 qez4d Ax|B|>r In Ry

To see this we proceed by contradiction, and assume that (4.6) is strictly negative. We then sum together several
inequalities of the form (4.5) where, instead of ¢}, = ¢ (x4, t,) which are computed on the original space/time grid
(X, t1), we use the values ¢! = ¢(Xy,1,) computed on the finer grid (%,7,) where Xy = (Ax/M)a while £, =
n(At /M) for some M > 0. Note that, since all these inequalities of the form (4.5) share the same underlying numerical
solution (U}"), they can be rearranged as one inequality, i.e.

>yae((3) Y ¥ ¥

n=1 ge7zd m: by €ltn,tnt1) Vi Xy ERa

T e ((R)Y x x Hend)

n=0qezd I=1 m: fineltn,trl+l)y: )EJ/GRDI

+Xd: > WA(k)(A(Uor;))((%)d% > 22 Gréfhs _¢?)>

n=0qeZd m: f,,,e[t,,,t,Hl))/t iyERa O<Ax|BI<r
n+1 n n Ax a At m
"‘Z Z (Ug Z Gp(A(Uqyp) — A(Uy)) w) Z Z ¢y )20 @7
n=0qezd AX|/3|>r

m: by €ltn,tny1) V: Xy €Ry

(loosely speaking, by summing all these inequalities of the form (4.5) together we are filling the mesh-sets Ry X
[t,, ta+1) with several samples of the test function ¢; this has been done in order to recreate in each mesh-set a
Riemann sum approximation which gets closer and closer to its respective integral as the value of the control parameter
M increases). The Riemann sum approximations in the first, second, and fourth terms of (4.7) are arbitrarily close to
their respective terms in (4.6) as M increases. For the third term in (4.7) note that, cf. (4.2),



430 S. Cifani, E.R. Jakobsen / Ann. I. H. Poincaré — AN 28 (2011) 413-441

Ax\4 At m m
G % T X Gl
m: fme[tn,tnﬂ) V: )z}/eRot 0<Ax‘ﬂ‘<r
Ax\¢ At o(yy +Zsfm)_¢(y;/vfm)
_ <ﬁ) aoyox i &z (48)

m: fy €[ty tng1) Vi Xy €Razc p,

(the definitions of ¢, y, are analogous to those of i, y,) and so the Riemann sum approximation on the right-hand
side of (4.8) is, as M increases, arbitrarily close to

Int1

ox+z,t) —p(x,t)
[ [ et et gy,

Ih Ry 7P,

This is due to the fact that, since we are integrating away from the singularity, the right-hand side of (4.8) is well

defined, and the sum over all (%,, f,,) can be moved inside the integral z € P,. Therefore, since (4.7) is arbitrarily close

to the left-hand side of (4.6), the left-hand side of (4.6) cannot be negative, and we have produced a contradiction.
Using the piecewise constant space/time interpolation iz, we can now rewrite inequality (4.6) as

d
/[{nk(ﬁ(x,t))am(x,r) + 3 OnaiEte, 0)dy e, 1)
or =1

+nA<k)(A(12(x,t)))/(p(x+z|"z|’3;<ﬂ(x,t) dz
P,

Ai(x +2z,1)) — Aia(x, 1)) d

2|4 z ¢ dxdr

+ (i (x, t + AD)p(x, 1) /
R4\ P,
> O0(Ax) + O(AD). 4.9)

Convergence up to a subsequence for the first three terms in (4.9) is immediate thanks to the a.e. convergence
of u toward u. For the local terms this is already well known, cf. [26, Theorem 3.9]. For the term containing
the inner integral P,, convergence follows thanks to the convergence of 1p, — 1|, <, a.e., the properties of ¢
(. P, W dz is uniformly bounded and compactly supported), uniform boundedness of u«, and the fact that
the function 5 () is continuous.

To conclude, we need to establish convergence for the term containing the discontinuous sign function 7, (-), and we
argue as in [19, p. 109]. First note that since it — u in C([0, T']; L' (R%)), also it(-, - + At) — u in C([0, T]; L' (R%))
and a.e. for a subsequence. Then note that 7, (s) is continuous for s # k, and that the measure of the set

U ={(x,1) € Or: u(x, 1) =k}

is 0 for a.e. k € R. For such k, n; (ii(- + At,-)) — n,(u) a.e., and we can go to the limit in the term involving 7,
in (4.9) using the dominated convergence theorem, |7, | < 1, and uniform boundedness of i and A (i).

For the remaining k, we use an approximating sequence made of those k for which convergence holds true. To be
more precise, let a,,, b, be sequence of values such that meas({{,,,) = meas({4,, ) =0, where a,, /" k and b,, \ k.
Note that the mean value

1
E(":’m W) +np,, W) = ;) as ap, by — k.

Thus we can use the entropy inequality for the sequence a,, and the entropy inequality for the sequence b,,, take
the average, and go to the limit to prove the entropy inequality for every critical value k. Convergence for the whole
sequence u is a consequence of uniqueness for entropy solutions of (1.1). O
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4.3. BV initial data: compactness and existence

We now show that the sequence of solutions of the method, {i: Ax > 0}, is relatively compact whenever
uo € L= (R?) n L' (R?) N BV(RY).

Using this result and Theorem 4.4, we then obtain existence of an entropy solution of the initial value problem (1.1).
We start by the following a priori estimates.

Lemma 4.5. If ug € L (R%) N LY (RY) N BV (RY), then, forall t,s >0,

D) G, Ol oo way < luoll Loowray
i) ||”('»t)||L1(Rd) < ||u0||L1(Rd),
iii) |u(, D)lgymaey < lHolpyrdy,
iv) |lu(-,s) —u(, t)||L1(R4) < o(|s —t| + At) where, for some ¢ > 0,
cls| ifre0,1),
o(s)={clslns| ifr=1,

sl ifre,2).

Lemma 4.5 along with a Kolmogorov type of compactness theorem, cf. Theorem A.8 in [26], yields the existence

of a subsequence {i} which converges in C([0, T']; LI]OC (R%)) (and hence a.e. up to a further subsequence) toward

a limit # as Ax — 0. Moreover, the limit u inherits all the a priori estimates i)—iv) in Lemma 4.5 (with Az = 0).
Moreover, by ii) and the dominated convergence theorem, we see that # — u also in C ([0, T']; L! (Rd)). In short, we
have the following result:

Lemma 4.6. The numerical solutions {ii: Ax > 0} converge, up to a subsequence, toward a limit u in C ([0, T1; L' (R%))
as Ax — 0. Moreover,

ueL®(Qr)NC([0, T]; L' (RY)) N L>(0, T; BV(R?)).
Lemma 4.6 and Theorem 4.4 imply the following existence result:

Theorem 4.7 (Existence). If ug € L>°(R%) N L1 (R?), then there exists an entropy solution of the initial value prob-
lem (1.1).

Proof. For initial data ug € L¥(R?) N LY(R?) N BV(RY) existence is granted by the numerical method (4.1)
(Lemma 4.6). For more general initial data ug € L®@R%) N L' (RY), we consider approximations ug , € L®@®RY N
L'(R?) N BV(R?) such that

lluo — uonllp1gay =0 asn— oo.

Let uy,, u, denote the entropy solutions corresponding to ug_,, 1o, respectively, and use the L'-contraction (Theo-
rem 3.1) to see that

lun — 14m||c([0,T];L1(Rd)) < lluwon — MO,m”Ll(Rd) —0 asn,m— oo.
Therefore, the sequence of entropy solutions {u,} is Cauchy in C([0, T']; L' (R?)) and admits a limit u. To prove that
u is also an entropy solution of (1.1), one can pass to the limit n — oo in the entropy inequality for u#,,. O

Proof of Lemma 4.5. The maximum principle i) is a direct consequence of monotonicity. To see this let s =
supyezd |US 1, and choose U" = s to obtain that

d
UMl < s — Ar Z D; Fi(s,s) + At Z Gp(A(s) — A(5)) =s.
=1 B0
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Similarly, choosing U" = —s, one obtains U} n+l > g Furthermore, since the numerical method (4.1) is conservative,
monotone, and translation invariant (translatlon invariance is a consequence of the fact that the numerical method does
not explicitly depend on the variables xq, f,,), inequalities ii)—iii) are consequences of the results due to Crandall and
Tartar [15].

We now prove iv). By (4.1) and Lipschitz continuity of Fj,

QU

AtL
AJZ By — UL+ U2 = Ul )+ A1 Y Gpl A(UZ ) — A(UD)).
=1 B+0

Let us multiply by Ax¢ in the above inequality, and sum over « € Z¢ to see that

Ax? > st — U]

aeZd
<2LpAxd lAtZ D o|UL ., U+ AxTAt Y > " GylA(UL ) — A(UE)|
I=1 qezd aeZd B0

Let u"(-) =u(-, t,) and note that the first term then is equal to

2L At Z / |Bvx, @ 4 S2dLp AL |y p0) = O(AD),
Rd—l

while the second term can be estimated by (cf. (4.2))

Ax Z ZGﬂ oz+/3 (U§)|

aeZd B#0
A" — A"
< Z |A(u (ya+Z)3H (u (ya))l 2 Axd
g |zl
a€el I2] Ax

cou( [+ )L

d
S opzl<1 lal>1 o<k
a |zl dz
n
<C,\LA<|M |Bv(Rd) / E |d+k dZ+2||” ”Ll(]Rd) FaYA
& << >+

Easy computations in polar coordinates show that the second integral is O (1) while

o(1) if2€(0,1),
In, = g~ oqmaxp ifi=1,
|Z|d+)‘ s )
%<‘Z|<] O(Ax - ) lf)\e(l,Z)

Adding all the above estimates yields

Axd Y |UEt = U = O(AD) + O(Atlay) + O(AD).

aezZd

By the CFL condition (4.4), AtIx, = o (At), and the result follows. O
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5. Extension to general Lévy operators

The ideas developed in this paper can also be used to establish well-posedness for entropy solutions of a more
general class of fractional equations of the form

du+V - fw)=gu[Aw)] in Qr =R x (0, T), 6.0
u(x, 0) = uo(x) inRY,
where the fractional Laplacian g has been replaced with a more general Lévy operator g, :
g8l = [ 6042 =9 ~ 2 V1 i)
|z]>0
where the Lévy measure u is a positive Radon measure satisfying
/ 1z1% A 1 p(dz) < oo. (5.2)

|z|>0
Note that g, is self-adjoint if and only if x is symmetric: u(—B) = w(B) for all open sets B. The adjoint g, (defined
through [ ug,[v]= [ g} [u]v) equals

gulpl(x) = / P(x—2) —px) +2z2- Vo ()1z<1du(2).

|z|>0

A Taylor expansion shows that both g, [¢] and g;’; [¢] are well defined whenever ¢ is C? and bounded. The gradient
term is needed when u is not radially symmetric, in the radially symmetric case g, (= g;) can be defined as before
as a principal value and no gradient term. The operator g, is the generator of a pure jump Lévy process and these
processes have many applications in Physics and Finance, cf. e.g. [4].
We need a modified definition of entropy solutions. Remember the notation 7y and gy introduced in Section 2, and
define for r > 0,
gulel = gu.rl0l + g lel — vy - Vo

where gu,r[(p](x) =8u [¢(')1|z|<r](x),

g,ﬂ[fﬂ](x)=/w(x+z)—<p(x)u(dz), and y, = / z u(dz).

lz|>r r<lzj<l1
We also use the notation gj; . and g;;* for the adjoint operators, and note that
gl =g, 81+ ¢ 10+ v - Vo.
Let us point out that the adjoint operator g; could have also been defined as g, with v(B) = u(—B). From this
equivalent definition it is clear that the adjoint operator g; is still a Lévy operator.

Definition 5.1. A function u is an entropy solution of the initial value problem (5.1) provided that

i) ueL®(Qr)NC(0,T]; L'RY);
ii) forall k € R, all r > 0, and all non-negative test functions ¢ € C>°(Qr),

// k()i + qr () - Vo + naw (Aw)) g’ [¢]
or
+ 1w gl [Aw) @ +naw (Aw)y,, - Ve dxdr > 0;

i) u(x,0) =up(x) a.e.
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Remark 5.1. All terms in ii) are well defined in view of i). Except for the gy, -term, this follows from the discussion
proceeding Definition 2.1 — see Remark 2.2. Note that the integrand of gL[A(u)] is measurable w.r.t. the product
measure du(z) dx dr since it is the du(z) dx df-a.e. limit of continuous functions. This follows readily from the fact
that u is the dx df-a.e. limit of smooth functions. Integrability then follows by Fubini’s theorem, integrate first w.r.t. to
dx df and then w.r.t. diu(z) using (5.2). By Fubini we also see that gL[A(u)] e C([0, T]; Ll(]Rd)) and it easily follows
that the gj, -term is well defined.

Again classical solutions are entropy solutions and entropy solutions are weak solutions. The proof is essentially
the same as the one given in Section 2 with the additional information that whenever A () is smooth

i (1 (0) VA1) ] =y (A () V[A (@) | = V[naw (A())] - ae.

We also have an L'-contraction and hence uniqueness result:

Theorem 5.2. Let u and v be two entropy solutions of the initial value problem (5.1) with initial data ug and vg. Then,
forallt € (0,7),

lut. 1) = v, [)”Ll(Rd) < lluo — voll 1 ray-

Proof. We proceed as in the proof of Theorem 3.1: let us take the entropy inequality for u = u(x, t) and the one for
v =v(y, s), integrate both in space/time, and sum the resulting inequalities together to obtain an expression equivalent
to (3.3). At this point we use the change of variables (x, y) — (x — z, y — z) to obtain the inequality

////ﬂ(”(xsf)»v(yvs))(at+35)W(xs y’tss)

Or Or

+q(u@x,0),v(,5) - (Ve + V)Y (x, y.1,5)

+ (A, ), A(v(y, )8k [V .y, 1.9)] ()

+n(A( ), A(v(y, ) [¥(x,-1,9)] ()
+17(A(u(x,t)),A(v(y,s)))ylz~(Vx+Vy)1ﬁ(x,y,t,s)

+ n(A( ), A(v(y, ))& (W, 1,9)](x, y)dw >0,

u(x,t)),

Alu(x,t)),

where

g ()]G y) = / p(x —z,y —2) —p(x, y) u(dz).

|z|>r

We can now send » — 0 and recover the equivalent of expression (3.7) in the present setting,

// //n(u(x,t),v(y,S))(at+35)1ﬂ(x,y,l,S)

or Or
+Q(u(-x?t)v U(yvs)) : (VX + Vy)l/f(xv y’tvs)
+1(A(ux,0), A(v(y, 9)))gL[¥ - 1,9)](x, y) dw >0,

where
A LZCD] [EMY)

= / o(x —z,y—2) =@, y) +z- (Vi + Vy)ox, ;<1 n(dz).
|z|>0

From now on, the proof follows the one of Theorem 3.1 (just replace the operator g therein with the operator gj;). O
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Existence of solutions can be obtained e.g. by the vanishing viscosity method and a compensated compactness
argument, but we do not give the details here. We just remark that the vanishing viscosity equations have smooth
solutions since the principle term is the (linear second order) Laplace term.

Theorem 5.3. There exists a unique entropy solution of the initial value problem (5.1).
6. Connections to HJB equations
In one space dimension it is well known that the gradient of the (viscosity) solution of an HJB equation is the

(entropy) solution of a conservation law, see e.g. [35]. Variants of this result are still true in the current fractional
setting as we will explain now. First we consider the following two initial value problems in one space dimension:

{”t + f(3cu) + glul =edju in Qr, (HUB)
u(x,0) =up(x) in R,
and
{vt+8xf(v)+g[v]=83§v in Qr, (FCL)
v(x,0) = dyug(x) in R,

for any ¢ > 0. The first equation is an HJB equation and the second one a fractional conservation law. To simplify, let
us consider the following strong but rather standard regularity assumptions:

@) feC*®),
(a2) ug is bounded and Lipschitz continuous, and
(a3) d,ug is bounded and belongs to L' (R) N BV(R).

Standard results then show that:

(i) there is a unique bounded Holder continuous (viscosity) solution u® of (HIB) for any & > 0 [28],
(i) there is a unique bounded (entropy) solution v¢ € L'(0, T; BV N L') of the (fractional) conservation law for any
e >01[1,21],
(iii) when & > 0 both u, and v, are C2,
(iv) u® — u® uniformly [28] and v® — v%in L! [1] as ¢ — 0.

By differentiating (HIB) and using uniqueness for (FCL), we find that

v8 =0, u’

for any ¢ > 0, and hence

// v8¢=—//usax¢ for any ¢ € C°(Qr).

Sending ¢ — 0 in the above equation using dominated convergence theorem and (iv) then leads to

[[wo==[[ 5.0 toranyoeczion.

and we have the following result:

Theorem 6.1. The distributional x-derivative of the viscosity solution of (HIB) is equal to the unique entropy solution
of (FCL).

The only part missing in the proof of this theorem, is the proof of (iii). This result follows e.g. from energy estimates
and standard parabolic compactness results (yields L2(0, T; H') solutions) combined with regularity theory for the
Heat equation, interpolation, and bootstrapping arguments (yields smooth solutions). We skip the long and fairly
standard details.
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If we drop the convection term, we get a similar correspondence in any space dimension. Consider the following
two initial value problems:

U — A(gu[u]) =e&eAu in Qr, (HIB2)
u(x, 0) = uo(x) inRY,

and
v —gu[Aw] =eAv in QdT, FDE)
v(x,0) =guluol(x)  inRY,

for any € > 0. The first equation is still an HIB equation while the second one is a degenerate fractional diffusion
equation. To simplify, let us consider the following rather strong regularity assumptions:

(b1) A € C%(R) is non-decreasing and Lipschitz continuous,
(b2) ug is bounded and Lipschitz continuous, and
(b3) guluol is bounded, BV, and belongs to L.

Again we have the following properties:

(i) there is a unique bounded Holder continuous (viscosity) solution u® of (HIB2) for any ¢ > 0,
(ii) there is a unique bounded (entropy) solution v® € L'(0, T; BVN L") of (FDE) for any € >0,
(iii) when & > 0 both u, and v, are C2,
(iv) u® — u® uniformly and v® — v%in L' as ¢ — 0.

By applying g, to (HIB2) and using uniqueness for (FDE), we find that

v® =gy [uf]

for any ¢ > 0, and hence

[[vo=[[ugor torayoeczin.

Sending ¢ — 0 in the above equation using the dominated convergence theorem and (iv) then leads to

// vl = // u’ghlp] forany ¢ € CX(Qr),

and we have the following result:

Theorem 6.2. If u is the unique viscosity solution of (HIB2), then v = g, [u] (where g, is taken in the sense of
distributions) is the unique entropy solution of (FDE).

Proof. For the HIB equation well-posedness of viscosity solutions for & > 0 and the uniform convergence u® — u°
is fairly standard and can be found e.g. as a simple special case of results in [28].

Existence and uniqueness in (ii) follow from this paper for ¢ = 0. The arguments in this paper can easily be
extended to include the ¢ Av-term (this is standard) and hence we have (ii) for any & > 0. The limit v®* — v can
be obtained through a standard Kuznetzov type argument, cf. [1,10] for the case when A is linear. We will give the
result for the non-linear case in a future paper. The regularity for ¢ > 0 is clear since the ¢ Av-term is the principal
term in the equation. It follows e.g. from (i) energy estimates and a classical parabolic compactness argument (yields
L*(0, T; H'(R?))-solutions) and (ii) regularity theory for the Heat equation combined with bootstrapping (yields
smooth solutions). The fractional term is always related to integer order derivatives through interpolation estimates.
The detailed proof is long and rather classical and is best left to the interested reader. O

Remark 6.3. Such correspondences between HIB equations and degenerate convection—diffusion equation can be
useful for at least two reasons.
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1) They allow for integral representation formulas for the solutions of the degenerate convection—diffusion equations
via representation formulas for the solutions of the HIB equations. See e.g. Chapter 3.4 in [24] for the case of
one-dimensional scalar conservation laws.

2) They allow for efficient numerical methods for the non-divergence form HJB equation, by solving the diver-
gence form degenerate convection—diffusion equation by finite elements or spectral methods and then using the
correspondence (and the HIB equation) to find the HIB solution.

The solutions of the above HIB equations are value functions of suitably defined stochastic differential games (see
e.g. [27]), i.e. they have integral representation formulas. Since HIB equations are fully non-linear non-divergence
form equations, it is not natural or easy to solve them directly by well-established, flexible, and efficient methods
like the finite element and spectral methods. Such methods do apply to divergence form equations like the degenerate
convection—diffusion equations (cf. e.g. [13,30,11]).

7. Numerical experiments

We conclude this paper by presenting some experimental results obtained using the numerical method (4.1) with
d = 1. We simulate fractional strongly degenerate equations and compare them to fractional conservation laws and
local convection—diffusion equations. Our simulations give some insight into how the solutions of these new equations
behave. Note that this type of fractional equations have never been simulated (or analyzed) before.

In our computations, we restrict ourselves to the bounded region 2 = {x: |x| < 2} and impose zero Dirichlet
boundary conditions on the whole exterior domain {x: |x| > 2}. We consider the degenerate fractional convection—
diffusion equations with Burgers type convection ( f (1) = u?/2),

du 4+ udscu = g[Aw)], (7.1)
and fractional degenerate diffusion equations (f = 0),
du = g[Aw)], (7.2)

for two different strongly degenerate diffusions, defined through two different A’s:

A1(u) = max(u, 0)

and
0, u<0.5,
Ar(u)=1{5@2.5u —1.25)(u —0.5), 0.5<u<0.6,
1.2542.5(u — 0.6), u > 0.6.

The numerical experiments below show e.g. how solutions of (1.1) can develop shock discontinuities in finite time
for all A € (0, 2). Furthermore, they show that, contrary to the linear case, Eq. (7.2) does not have smooth solutions
for t > 0 when the initial data is non-smooth. We also observe that for A &~ 2, solutions are very close to solutions of
the corresponding local problem with A = 2.

In Fig. 1(a)—(b) we plot the solutions of (7.1) with linear and non-linear fractional diffusion (A(#) =u and A = A1)
to show how the non-linearity influences both the shock size and speed.

Fig. 2(a) shows that a shock discontinuity develops in finite time in the region where A; is zero. This phenomenon
is well known for degenerate convection—diffusion equations (1.2) as shown in Fig. 2(b). Here and in what follows,
we have used the convergent numerical scheme (cf. [25])

n oy AU
+1) (l)) (7.3)

AU,
urtt=ut — atDTF (U, UP )+(27r)2AtD< —
X

i+1
to compute the solutions of degenerate convection—diffusion equations (1.2).

Fig. 3(a) displays the solutions of (7.2) with A(#) = u and A = A;. Note that, when A = A5, the initially discon-
tinuous solution becomes continuous in finite time but not differentiable. In the non-degenerate case, d;u = g[u], the
initially discontinuous solution becomes smooth immediately for all values of A, cf. Fig. 3(b). This behavior agrees
with results from [20].
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Fig. 1. Numerical solutions of (7.1) at 7 = 0.5 with Ax = 1/500 and piecewise constant initial data: (a) A = A (solid) and A(u) = u (dotted) for
A =0.5;(b) A= A with A =0.001 (dotted), A = 0.5 (dashed), and 1 = 0.999 (solid).
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Fig. 2. Burgers’s flux and A = A, with Ax = 1/500 and piecewise linear initial data: (a) solutions of (4.1) with A = 0.3 at T = 0.25 (dotted) and
T = 0.5 (solid); (b) solutions of (7.3) at T = 0.01 (dotted) and T = 0.025 (solid).
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Fig. 3. Solutions of (7.2) with Ax = 1/500, A = 0.3, and piecewise constant initial data: (a) A = Ay with T = 0.1 (dotted) and T = 3 (solid);
(b) A(u) = u with T = 0.1 (dotted) and T = 3 (solid).
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Fig. 4. A(u) = A with T =0.005, Ax = 1/500, and piecewise constant initial data: (a)—(b) solutions of the non-local numerical method (4.1)
(solid) with A &~ 2 compared with solutions of the local numerical method (7.3) (dotted).

In Fig. 4 we compare the solutions of (7.2) for A &~ 2, with the solutions of a properly scaled equation (1.2) (A = 2).
We use our scheme (4.1) to compute the first set of solutions, while scheme (7.3) is used to compute the second.
Again, we have restricted our computational domain to £2. As expected, the solutions of the two equations are very

close since —(—A)%gb — A¢ as A — 2 for regular enough ¢. The two methods are however fundamentally different:
(7.3) uses a three-points stencil, while (4.1) uses a whole-domain stencil.
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Appendix A. A technical result

In this appendix, we prove a technical result used in the proof of Lemma 2.4.

Lemma A.1. Let u € BV(R?), then

/|u(x+z)—u(x)!dxgx/glz||u|BV(Rd). (A1)
R4

Note that a more refined argument would give a factor 1 instead of +/d in (A.1). This is unimportant in this paper
and we skip it. We now give a proof for (A.1) in the case d = 2, analogous ideas can then be used in higher dimensions.

Proof of Lemma A.1. We define the total variation [u|gy g2y as, cf. [26, expression A.19],
|M|BV(R2) = /|M(X1, .)|BV(R) dxl +/’M(, xz)’BV(R) dx2~ (A2)
R R

Then, since [p |u(x + z) —u(x)|dx < |z||ulpy(r), we write

/|u(x +2) —u(x)|dx = f|u(xl +z1,x2 + 22) — u(xy, x2)| dxy dxo
R2 R2

which, by triangle inequality, is less than or equal to
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f|u(x1 + 21, %2 4 22) — u(x1, x2 + 22) | dx dxz
R2

+ /\M(xl,xz +22) — u(x1, x2)| dxy dxa
R2

< |Zl|/|u("xz+12)|BV(R)d)€2
R

+ [z2] /|u(x1, -)‘BV(R) dx;
R

< V202l lulgy ey

thanks to (A.2) and inequality |z;| + |z2] <+/2|z|. O
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