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Abstract

We consider the sub- or supercritical Neumann elliptic problem−�u + µu = u
N+2
N−2+ε, u > 0 in Ω; ∂u

∂n
= 0 on ∂Ω,Ω being

a smooth bounded domain inRN , N � 4, µ > 0 and ε �= 0 a small number. We show that forε > 0, there always exists
solution to the slightly supercritical problem, which blows up at the most curved part of the boundary asε goes to zero. On th
other hand, forε < 0, assuming that the domain is not convex, there also exists a solution to the slightly subcritical pr
which blows up at the least curved part of the domain.

Résumé

Ω étant un domaine borné régulier deR
N , N � 4, on considère le problème elliptique de Neumann−�u + µu = u

N+2
N−2+ε,

u > 0 dansΩ ; ∂u
∂n

= 0 sur ∂Ω, oùµ > 0 est un paramètre fixé. On montre que pourε > 0 assez petit, le problème adm
une solution non-constante, qui se concentre quandε tend vers zéro en un point de la frontière où la courbure moyenn
maximum. En supposant que le domaine n’est pas convexe, on montre aussi, pourε < 0 assez proche de zéro, l’existence d’u
solution non-constante, qui se concentre quandε tend vers zéro en un point de la frontière où la courbure moyenne est mini
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1. Introduction

In this paper we consider the nonlinear Neumann elliptic problem

(Pq,µ)

{−�u + µu = uq, u > 0 in Ω,
∂u
∂n

= 0 on∂Ω,

where 1< q < +∞, µ > 0 andΩ is a smooth and bounded domain inR
N,N � 4.

Eq. (Pq,µ) arises in many branches of the applied sciences. For example, it can be viewed as a stea
equation for the shadow system of the Gierer–Meinhardt system in biological pattern formation [12,27]
parabolic equations in chemotaxis, e.g. Keller–Segel model [24].

Whenq is subcritical, i.e.q < N+2
N−2, Lin, Ni and Takagi proved that the only solution, for smallµ, is the constan

one, whereas nonconstant solutions appear for largeµ [24] which blow up, asµ goes to infinity, at one or sever
points. The least energy solution blows up at a boundary point which maximizes the mean curvature of the
[29,30]. Higher energy solutions exist which blow up at one or several points, located on the boundary [8
42,18], in the interior of the domain [5,7,10,11,15,20,40,43], or some of them on the boundary and other
interior [17]. (A good review can be found in [27].) In the critical case, i.e.q = 5, Zhu [44] proved that, for conve
domains, the only solution is the constant one for smallµ (see also [41]). For largeµ, nonconstant solutions exi
[1,35]. As in the subcritical case the least energy solution blows up, asµ goes to infinity, at a unique point whic
maximizes the mean curvature of the boundary [3,28]. Higher energy solutions have also been exhibited,
up at one [2,36,32,14] or several boundary points [26,37,38,16]. The question of interior blow-up is stil
However, in contrast with the subcritical situation, at least one blow-up point has to lie on the boundary [33

Very few is known about the supercritical case, save the uniqueness of the radial solution on a ball forµ

[23]. In [27], Ni raised the following conjecture.

Conjecture. For any exponentq > 1, andµ large, there always exists anonconstantsolution to(Pq,µ).

Our aim, in this paper, is to continue our study [34] on the problem for fixedµ, when the exponentq is close to
the critical one, i.e.q = N+2

N−2 + ε andε is a small nonzero number. Whereas the previous results, concerne
peaked solutions, always assume thatµ goes to infinity, we are going to prove that a single interior or bound
peak solution may exist for fixedµ, provided thatq is close enough to the critical exponent. In [34], we showed
for N = 3, a single interior bubble solution exists for finiteµ, asε → 0. In this paper, we establish the existen
of a single boundary bubble foranyfinite µ and for any smooth bounded domainΩ ⊂ R

N , N � 4, provided that
ε > 0 is sufficiently small.

Let H(a) denote the boundary mean curvature function ata ∈ ∂Ω . The following result partially answers Ni’
conjecture:

Theorem 1.1.Suppose thatN � 4. Then(PN+2
N−2+ε,µ

) has a nontrivial solution, forε > 0 close enough to zero

which blows up asε goes to zero at a pointa ∈ ∂Ω , such thatH(a) = maxP∈∂Ω H(P ).

In the case ofε < 0, i.e. slightly subcritical case, we then have the following theorem.

Theorem 1.2.Assume thatN � 4 andΩ is not convex. Then(PN+2
N−2+ε,µ

) has a nontrivial solution, forε < 0 close

enough to zero, which blows up asε goes to zero at a pointa ∈ ∂Ω , such thatH(a) = minP∈∂Ω H(P ).

Remark. Theorem 1.2 agrees with the following result of Gui and Lin: in [14], it is proved that if there ex
sequence of single boundary blowing up solutionsuεi

to PN+2
N−2+εi ,µ

with εi � 0, then necessarily,uεi
blows up at

a boundary pointa ∈ ∂Ω such thatH(a) � 0 anda is a critical point ofH . Here we have established a part
converse to [14].
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A similar slightly supercritical Dirichlet problem

(Qε)

{
−�u = u

N+2
N−2+ε2

, u > 0 in Ω,

u = 0 on ∂Ω

has been studied in [9], where the existence of solutions with two bubbles in domains with a small hole i
lished, provided thatε is small. It is interesting to note that, here, and also in [34], we have no condition o
domain, in the slightly supercritical Neumann case.

The scheme of the proof is similar to [34] (see also [9]). However, we use a different framework – i.e. we
Sobolev spaces – to treat the caseN � 4. In the next section, we define a two-parameters set of approxi
solutions to the problem, and we look for a true solution in a neighborhood of this set. Considering in Sectio
linearized problem at an approximate solution, and inverting it in suitable functional spaces, the problem
to a finite dimensional one, which is solved in Section 4. Some useful facts and computations are coll
Appendix.

2. Some preliminaries

2.1. Approximate solutions and rescaling

For sake of simplicity, we consider in the following the supercritical case, i.e. we assume thatε > 0. The
subcritical case may be treated exactly in the same way. For normalization reasons, we consider throug
paper the equation

−�u + µu = αNu
N+2
N−2+ε, u > 0, (2.1)

instead of the original one, whereαN = N(N − 2). The solutions are identical, up to the multiplicative const

(αN)
− N−2

4+(N−2)ε . We recall that, according to [6], the functions

Uλ,a(x) = λ
N−2

2

(1+ λ2|x − a|2)N−2
2

, λ > 0, a ∈ R
N, (2.2)

are the only solutions to the problem

−�u = αNu
N+2
N−2 , u > 0 in R

N.

As a ∈ ∂Ω andλ goes to infinity, these functions provide us with approximate solutions to the problem th
are interested in. However, in view of the additional linear termµu which occurs in(PN+2

N−2+ε,µ
), the approximation

needs to be improved.
Integral estimates (see Appendix) suggest to make the additionala priori assumption thatλ behaves as 1/εasε

goes to zero. Namely, we set

λ = 1

Λε
,

1

δ′ < Λ < δ′ (2.3)

with δ′ some strictly positive number. Now, fixa ∈ ∂Ω . We defineVΛ,a,µ,ε = V satisfying
−�V + µV = αNU

N+2
N−2
1

Λε
,a

in Ω,

∂V
∂n

= 0 on∂Ω.

(2.4)

TheVΛ,a,µ,ε ’s are the suitable approximate solutions in the neighborhood of which we shall find a true solu
the problem. In order to make further computations easier, we proceed to a rescaling. We set

Ω = Ω

ε

ε
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and define inΩε the functions

WΛ,ξ,µ,ε(x) = ε
N−2

2 VΛ,a,µ,ε(εx), ξ = a

ε
. (2.5)

WΛ,ξ,µ,ε = W satisfies
−�W + µε2W = αNU

N+2
N−2
1
Λ

,ξ
in Ωε,

∂W
∂n

= 0 on∂Ωε

(2.6)

and, sinceU 1
Λ

,ξ
� CεN−2 and�W � 0 at a minimum point ofW in the closure ofΩ

W � CεN in �Ω. (2.7)

Another fact that we shall use later is the following: observe that∂ΛW satisfies
−�(∂ΛW) + µε2∂ΛW = αN∂Λ

(
U

N+2
N−2
1
Λ

,ξ

)
in Ωε,

∂(∂ΛW)
∂n

= 0 on∂Ωε.

Since|∂Λ(U
N+2
N−2
1
Λ

,ξ
)| � CU

N+2
N−2
1
Λ

,ξ
, by comparison principle we obtain

|∂ΛW | � CW. (2.8)

The same holds for∂ξW instead of∂ΛW .
Finding a solution to(PN+2

N−2+ε,µ
) in a neighborhood of the functionsVΛ,a,µ,ε is equivalent, through the follow

ing rescaling

u(x) → ε
− 2(N−2)

4+(N−2)ε u

(
x

ε

)

to solving the problem

(P ′
N+2
N−2+ε,µ

)

{
−�u + µε2u = αNu

N+2
N−2+ε, u > 0 in Ωε,

∂u
∂n

= 0 on∂Ωε

(2.9)

in a neighborhood of the functionsWΛ,ξ,µ,ε . (From now on, we shall work with(P ′
N+2
N−2+ε,µ

).) For that purpose, w

have to use some local inversion procedure. Namely, we are going to look for a solution to(P ′
ε,µ) writing as

w = WΛ,ξ,µ,ε + ω

with ω small and orthogonal atWΛ,ξ,µ,ε, in a suitable sense, to the manifold

M = {
WΛ,ξ,µ,ε, Λ satisfying (2.3),ξ ∈ ∂Ωε

}
.

The general strategy consists in finding first, using an inversion procedure, a smooth map(Λ, ξ) 	→ ω(Λ, ξ) such
that WΛ,ξ,µ,ε + ω(Λ, ξ,µ, ε) solves the problem in an orthogonal space toM . Then, we are left with a finite
dimensional problem, for which a solution may be found using the assumptions of the theorems. In the su
or critical case, the first step may be performed inH 1 (see e.g. [4,31,32]). However, this approach is not valid
more in the supercritical case, forH 1 does not inject intoLq asq > 2N

N−2. In [9], a weighted Hölder spaces approa
was used. In the present paper, we use weighted Sobolev spaces to reduce the problem to a finite dimens
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2.2. Boundary deformations

Fix a ∈ ∂Ω . We introduce a boundary deformation which strengthens the boundary neara. Without loss of
generality, we may assume thata = 0 and after rotation and translation of the coordinate system we may as
that the inward normal to∂Ω at a is the direction of the positivexN -axis. Denotex′ = (x1, . . . , xN−1), B ′(δ) =
{x′ ∈ R

N−1: |x′| < δ}, andΩ1 = Ω ∩ B(a, δ), whereB(a, δ) = {x ∈ R
N : |x − a| < δ}.

Then, since∂Ω is smooth, we can find a constantδ > 0 such that∂Ω ∩B(a, δ) can be represented by the gra
of a smooth functionρa :B ′(δ) → R, whereρa(0)= 0, ∇ρa(0)= 0, and

Ω ∩ B(a, δ) = {
(x′, xN) ∈ B(a, δ): xN > ρa(x

′)
}
. (2.10)

Moreover, we may write

ρa(x
′) = 1

2

N−1∑
i=1

kix
2
i + O

(|x|3). (2.11)

Hereki , i = 1, . . . ,N − 1, are the principal curvatures ata. Furthermore, the average of the principal curvature
∂Ω ata is the mean curvatureH(a) = 1

N−1

∑N−1
i=1 ki . To avoid clumsy notations, we drop the indexa in ρ.

On ∂Ω ∩ B(a, δ), the normal derivativen(x) writes as

n(x) = 1√
1+ |∇′ρ|2 (∇′ρ,−1) (2.12)

and the tangential derivatives are given by

∂

∂τi,x

= 1√
1+ |∂ρ/∂xi |2

(
0, . . . ,1, . . . ,

∂ρ

∂xi

)
, i = 1, . . . ,N − 1. (2.13)

When there is no confusion, we also drop the dependence of∂/∂τi,x onx.

2.3. Expansion ofV andW

In Appendix (Lemma A.1), we derive the following asymptotic expansion ofV : ForN � 4, we have the expan
sion

V = U 1
Λε

,a
− (Λε)

4−N
2 ϕ0

(
x − a

Λε

)
+ O

(
ε

6−N
2 |ln ε|m)

(2.14)

whereϕ0 solves some linear problem andm = 1 for N = 4 andm = 0 for N � 5. This then implies that

W = U 1
Λ

,ξ
(x) − ϕ̂(x) (2.15)

where

ϕ̂(x) = εΛ
4−N

2 ϕ0

(
x − ξ

Λ

)
+ O

(
ε2|ln ε|m)

. (2.16)

Furthermore, we have the following upper bound∣∣ϕ̂(x)
∣∣ � Cε|ln, ε|n

(1+ |x − ξ |)N−3
, x ∈ Ωε (2.17)

wheren = 1 for N = 4,5 andn = 0 for N � 6, whence∣∣W(x)
∣∣ � C(U 1

Λ
,ξ

)1−τ in Ωε (2.18)

whereτ is a positive number which can be chosen to be zero asN � 6, and as small as desired asN = 4,5.
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3. The finite dimensional reduction

3.1. Inversion of the linearized problem

We first consider the linearized problem at a functionWΛ,ξ,µ,ε , and we invert it in an orthogonal space toM .
From now on, we omit for sake of simplicity the indices in the writing ofWΛ,ξ,µ,ε. EquippingH 1(Ωε) with the
scalar product

(u, v)ε =
∫
Ωε

(∇u · ∇v + µε2uv)

orthogonality to the functions

Y0 = ∂W

∂Λ
, Yi = ∂W

∂τi

, 1� i � N − 1, (3.1)

in that space is equivalent, setting

Z0 = −�
∂W

∂Λ
+ µε2∂W

∂Λ
, Zi = −�

∂W

∂τi

+ µε2∂W

∂τi

, 1 � i � N − 1 (3.2)

to the orthogonality inL2(Ωε), equipped with the usual scalar product〈·, ·〉, to the functionsZi , 0� i � N − 1.
Then, we consider the following problem :h being given, find a functionφ which satisfies


−�φ + µε2φ − αN(N+2

N−2 + ε)W
4

N−2+εφ = h + ∑
i ciZi in Ωε,

∂φ
∂n

= 0 on∂Ωε,

0� i � N − 1, 〈Zi,φ〉 = 0

(3.3)

for some numbersci .
Existence and uniqueness ofφ will follow from an inversion procedure in suitable functional spaces. ForN = 3,

the weighted Hölder spaces in [9] or [34] work well. ForN � 4, we use a weighted Sobolev approach which se
more suitable in treating the large dimensions case. (Special attention is needed for the caseN = 4.) Similar
approach has been used in [39] in dealing with a slightly supercritical exponent problem.

LetU be an open set inRN andξ ∈ U . For 1< t < +∞, a nonnegative integerl, and a real numberβ, we define
a weighted Sobolev norm

‖φ‖
W

l,t
β (U)

=
l∑

|α|=0

∥∥〈x − ξ 〉β+|α|∂αφ
∥∥

Lt (U)

where〈x − ξ 〉 = (1+ |x − ξ |2) 1
2 . Whenl = 0, we denoteW0,t

β (U) asLt
β(U).

Let f be a function inΩε. We define the following two weighted Sobolev norms

‖f ‖∗ = ‖f ‖
W

2,t
β (Ωε)

and

‖f ‖∗∗ = ‖f ‖Lt
β+2(Ωε)

.

We chooset andβ such that

N < t < +∞,
N − 2 + N(N − 2)

< β <
N − 2 (3.4)
2 4t t ′
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. The
wheret ′ is the conjugate exponent oft , i.e., 1
t
+ 1

t ′ = 1. (It is easily checked that such a choice oft andβ is always
possible.) Sincet > N , by Sobolev embedding theorem, we have∣∣∇φ(x)

∣∣ + ∣∣φ(x)
∣∣ � C〈x − ξ 〉−β‖φ‖∗, ∀x ∈ Ωε. (3.5)

We recall the following result:

Lemma 3.1(Corollary 1 of [25]).The integral operator

T u(x) =
∫

RN

u(y)

|x − y|N−2
dy

is a bounded operator fromLt
β+2(R

N) to Lt
β(RN), provided that−N

t
< β < N

t ′ − 2.

We are also in need of the following lemma, whose proof is given in the Appendix:

Lemma 3.2.Letf ∈ Lt
β+2(Ωε) andu satisfy

−�u + µε2u = f in Ωε,
∂u

∂n
= 0 on∂Ωε.

Then we have∣∣u(x)
∣∣ � C

∫
Ωε

|f (y)|
|x − y|N−2

dy (3.6)

and

‖u‖∗ � C‖f ‖∗∗. (3.7)

The main result of this subsection is:

Proposition 3.1.There existsε0 > 0 and a constantC > 0, independent ofε and ξ , Λ satisfying(2.3), such that
for all 0< ε < ε0 and allh ∈ Lt

β+2(Ωε), problem(3.3)has a unique solutionφ ≡ Lε(h). Besides,∥∥Lε(h)
∥∥∗ � C‖h‖∗∗, |ci | � C‖h‖∗∗. (3.8)

Moreover, the mapLε(h) is C1 with respect toΛ,ξ and theW2,t
β (Ωε)-norm, and∥∥D(Λ,ξ)Lε(h)

∥∥∗ � C‖h‖∗∗. (3.9)

Proof. The argument follows closely the ideas in [9] and [34]. We repeat it since we use a different norm
proof relies on the following result:

Lemma 3.3.Assume thatφε solves(3.3) for h = hε. If ‖hε‖∗∗ goes to zero asε goes to zero, so does‖φε‖∗.

Proof of Lemma 3.3. Arguing by contradiction, we may assume that‖φε‖∗ = 1. Multiplying the first equation in
(3.3) byYj and integrating inΩε we find∑

i

ci〈Zi,Yj 〉 =
〈
−�Yj + µε2Yj − αN

(
N + 2

N − 2
+ ε

)
W

4
N−2+εYj ,φε

〉
− 〈hε,Yj 〉.

On one hand we check, in view of the definition ofZi , Yj

〈Z ,Y 〉 = ‖Y ‖2 = c + o(1), 〈Z ,Y 〉 = ‖Y ‖2 = c + o(1), 1� i � N − 1 (3.10)
0 0 0 ε 0 i i i ε 1
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wherec0, c1 are strictly positive constants, and

〈Zi,Yj 〉 = o(1), i �= j. (3.11)

On the other hand, in view of the definition ofYj andW , straightforward computations yield〈
−�Yj + µε2Yj − αN

(
N + 2

N − 2
+ ε

)
W

4
N−2+εYj ,φε

〉
= o

(‖φε‖∗
)

and

〈hε,Yj 〉 = O
(‖hε‖∗∗

)
.

Consequently, inverting the quasi diagonal linear system solved by theci ’s, we find

ci = O
(‖hε‖∗∗

) + o
(‖φε‖∗

)
. (3.12)

In particular,ci = o(1) asε goes to zero.
Since‖φε‖∗ = 1, elliptic theory shows that along some subsequence,φ̃ε(x) = φε(x − ξ) converges uniformly

in any compact subset ofR
N+ to a nontrivial solution of

−�φ̃ = αN

N + 2

N − 2
U

4
N−2

Λ̃,0
φ̃

for someΛ̃ > 0. Moreover,φ̃ ∈ Lt
β(RN). A bootstrap argument (see e.g. Proposition 2.2 of [39]) implies|φ̃(x)| �

C/|x|N−2. As a consequence,φ̃ writes as

φ̃ = α0
∂UΛ̃,0

∂Λ̃
+

N−1∑
i=1

αi

∂UΛ̃,0

∂ai

(see [31]). On the other hand, equalities〈Zi,φε〉 = 0 provide us with the equalities∫
R

N+

−�
∂UΛ̃,0

∂Λ̃
φ̃ =

∫
R

N+

U
4

N−2

Λ̃,0

∂UΛ̃,0

∂Λ̃
φ̃ = 0,

∫
R

N+

−�
∂UΛ̃,0

∂ai

φ̃ =
∫

R
N+

U
4

N−2

Λ̃,0

∂UΛ̃,0

∂ai

φ̃ = 0, 1� i � N − 1.

As we have also∫
R

N+

∣∣∣∣∇ ∂UΛ̃,0

∂Λ̃

∣∣∣∣
2

= c0 > 0,

∫
R

N+

∣∣∣∣∇ ∂UΛ̃,0

∂ai

∣∣∣∣
2

= c1 > 0, 1� i � N − 1,

and ∫
R

N+

∇ ∂UΛ̃,0

∂Λ̃
.∇ ∂UΛ̃,0

∂ai

=
∫

R
N+

∇ ∂UΛ̃,0

∂aj

.∇ ∂UΛ̃,0

∂ai

= 0, i �= j,

the αj ’s solve a homogeneous quasi diagonal linear system, yieldingαj = 0, 0� αj � N − 1, andφ̃ = 0. So
φε(x − ξ) → 0 in C1

loc(Ωε). Now, since∣∣〈x − ξ 〉β+2W
4

N−2+εφ
∣∣t � C‖φ ‖t 〈x − ξ 〉(2−(4+(N−2)ε)(1−τ))t ∈ L1(RN),
ε ε ∗
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e of

of of

renti-
l
.

(using (2.18)), by the Dominated Convergence Theorem we obtain∫
Ωε

∣∣〈x − ξ 〉β+2W
4

N−2+εφε

∣∣t = o(1) i.e. ‖W 4
N−2+εφε‖∗∗ = o(1).

On the other hand, from (2.6), (3.2) and the definition ofU , we know that

〈x − ξ 〉β+2|Zi | � C〈x − ξ 〉β−N ∈ Lt(RN).

Applying Lemma 3.2 we obtain

‖φε‖∗ � C‖W 4
N−2+εφε‖∗∗ + C‖hε‖∗∗ + C

∑
i

|ci |‖Zi‖∗∗ = o(1)

that is, a contradiction.

Proof of Proposition 3.1 completed.We set

H = {
φ ∈ H 1(Ωε), 〈Zi,φ〉 = 0, 0 � i � N − 1

}
equipped with the scalar product(·, ·)ε . Problem (3.3) is equivalent to findingφ ∈ H such that

(φ, θ)ε =
〈
αN

(
N + 2

N − 2
+ ε

)
W

4
N−2+εφ + h, θ

〉
, ∀θ ∈ H

that is

φ = Tε(φ) + h̃ (3.13)

h̃ depending linearly onh, andTε being a compact operator inH . Fredholm’s alternative ensures the existenc
a unique solution, provided that the kernel of Id−Tε is reduced to 0. We notice that anyφε ∈ Ker(Id−Tε) solves
(3.3) withh = 0. Thus, we deduce from Lemma 3.3 that‖φε‖∗ = o(1) asε goes to zero. As Ker(Id−Tε) is a vector
space, Ker(Id−Tε) = {0}. The inequalities (3.8) follow from Lemma 3.3 and (3.12). This completes the pro
the first part of Proposition 3.1.

The smoothness ofLε with respect toΛ andξ is a consequence of the smoothness ofTε andh̃, which occur in
the implicit definition (3.13) ofφ ≡ Lε(h), with respect to these variables. Inequalities (3.9) are obtained diffe
ating (3.3), writing the derivatives ofφ with respect toΛ andξ as a linear combination of theZi ’ and an orthogona
part, and estimating each term using the first part of the proposition – see [9,19] for detailed computations�
3.2. The reduction

Let

Sε(u) = −�u + µε2u − αNu
N+2
N−2+ε

+
whereu+ = max(0, u). Then (2.9) is equivalent to

Sε(u) = 0 in ∂Ωε, u+ �≡ 0,
∂u

∂n
= 0 on∂Ωε (3.14)

for if u satisfies (3.14), the Maximum Principle ensures thatu > 0 in Ωε and (2.9) is satisfied. Observe that

Sε(W + φ) = −�(W + φ) + µε2(W + φ) − αN(W + φ)
N+2
N−2+ε

+
may be written as

Sε(W + φ) = −�φ + µε2φ −
(

N + 2 + ε

)
αNW

4
N−2+εφ − Rε − αNNε(φ) (3.15)
N − 2
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r

17) and

f

with

Nε(φ) = (W + φ)
N+2
N−2+ε

+ − W
N+2
N−2+ε −

(
N + 2

N − 2
+ ε

)
W

4
N−2+εφ, (3.16)

Rε = �W − µε2W + αNW
N+2
N−2+ε = αN

(
W

N+2
N−2+ε − U

N+2
N−2
1
Λ

,ξ

)
. (3.17)

We first have:

Lemma 3.4.There existsC, independent ofξ , Λ satisfying(2.3), such that

‖Rε‖∗∗ � Cε,
∥∥D(Λ,ξ)R

ε
∥∥∗∗ � Cε.

Proof. According to (2.15) and (2.18),W = U + O(εU
N−3
N−2 (1−τ)) uniformly in Ωε (whereτ is a positive numbe

which is either zero, or may be chosen as small as desired). Consequently, noticing thatU � CεN−2 in Ωε, C

independent ofε, easy computations yield

Rε = O
(
εU

N+2
N−2 (1−τ ′)|lnU | + εU

N+1
N−2 (1−τ ′′)) (3.18)

uniformly in Ωε whence, using(3.4)

‖Rε‖∗∗ = ∥∥〈x − ξ 〉β+2(U N+2
N−2 − W

N+2
N−2+ε

)∥∥
Lt (Ωε)

� Cε‖〈x − ξ 〉β+2(U N+2
N−2 (1−τ ′)|lnU | + U

N+1
N−2 (1−τ ′′))∥∥

Lt (Ωε)
� Cε.

The first estimate of the lemma follows. The other ones are obtained in the same way, differentiating (3.
estimating each term as previously.�

We consider now the following nonlinear problem: findingφ such that, for some numbersci


−�(W + φ) + µε2(W + φ) − αN(W + φ)
N+2
N−2+ε

+ = ∑
i ciZi in Ωε,

∂φ
∂n

= 0 on∂Ωε,

0� i � N − 1, 〈Zi,φ〉 = 0.

(3.19)

The first equation in (3.19) writes as

−�φ + µε2φ −
(

N + 2

N − 2
+ ε

)
αNW

4
N−2+εφ = αNNε(φ) + Rε +

∑
i

ciZi (3.20)

for some numbersci . We now obtain some estimates concerningNε.

Lemma 3.5.Assume thatN � 4 and (3.4) holds. There existε1 > 0, independent ofΛ, ξ , andC, independent o
ε, Λ, ξ , such that for|ε| � ε1, and‖φ‖∗ � 1

∥∥Nε(φ)
∥∥∗∗ � C‖φ‖min(2, N+2

N−2+ε)

∗ (3.21)

and, for‖φi‖∗ � 1

∥∥Nε(φ1) − Nε(φ2)
∥∥∗∗ � C

(
max

(‖φ1‖∗,‖φ2‖∗
))min(1, 4

N−2+ε)‖φ1 − φ2‖∗. (3.22)
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Proof. The argument is similar to Lemma 3.1 and Proposition 3.5 of [39]. For the convenience of the rea
include a proof here. We deduce from (3.16) that{∣∣Nε(φ)

∣∣ � C
(
W

6−N
N−2+ε|φ|2 + |φ|N+2

N−2+ε
)

if N � 6,∣∣Nε(φ)
∣∣ � C|φ|N+2

N−2+ε if N � 7.
(3.23)

Using (3.4) and (3.5) we have

∥∥|φ|N+2
N−2+ε

∥∥∗∗ =
(∫
Ωε

(〈x − ξ 〉β+2|φ|N+2
N−2+ε

)t
) 1

t

� C‖φ‖
N+2
N−2+ε

∗
(∫
Ωε

〈x − ξ 〉t (β+2−( N+2
N−2+ε)β)

) 1
t

� C‖φ‖
N+2
N−2+ε

∗ .

For N = 4,5,6, using also (2.18), and noticing thatWε is bounded sinceW is bounded and satisfies (2.7)), w
have

∥∥W
6−N
N−2+ε|φ|2∥∥∗∗ =

(∫
Ωε

(〈x − ξ 〉β+2W
6−N
N−2+ε|φ|2)t

) 1
t

� C‖φ‖2∗
(∫
Ωε

〈x − ξ 〉(2−β+(N−6)(1−τ))t

) 1
t

� C‖φ‖2∗

whence (3.21). Concerning (3.22), we write

Nε(φ1) − Nε(φ2) = ∂ηNε(η)(φ1 − φ2)

for someη = xφ1 + (1− x)φ2, x ∈ [0,1]. From

∂ηNε(η) =
(

N + 2

N − 2
+ ε

)(
(W + η)

4
N−2+ε

+ − W
4

N−2+ε
)

we deduce{∣∣∂ηNε(η)
∣∣ � C

(
W

6−N
N−2+ε|η| + |η| 4

N−2+ε
)

if N � 6,∣∣∂ηNε(η)
∣∣ � C|η| 4

N−2+ε if N � 7
(3.24)

whence (3.22), using as previously (3.4) and (3.5).�
We state now the following result:

Proposition 3.2.There existsC, independent ofε andξ , Λ satisfying(2.3), such that for smallε problem(3.19)
has a unique solutionφ = φ(Λ, ξ,µ, ε) with

‖φ‖∗ � Cε. (3.25)

Moreover,(Λ, ξ) 	→ φ(Λ, ξ,µ, ε) is C1 with respect to theW2,t
β (Ωε)-norm, and∥∥D(Λ,ξ)φ

∥∥∗ � Cε. (3.26)
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a

Proof. Following [9], we consider the mapAε from F = {φ ∈ H 1 ∩ W
2,t
β (Ωε): ‖φ‖∗ � C0ε} to H 1 ∩ W

2,t
β (Ωε)

defined as

Aε(φ) = Lε

(
αNNε(φ) + Rε

)
.

HereC1 is a large number, to be determined later, andLε is give by Proposition 3.1. We remark that finding
solutionφ to problem (3.19) is equivalent to finding a fixed point ofAε. One the one hand we have, forφ ∈F and
ε small enough∥∥Aε(φ)

∥∥∗ �
∥∥Lε

(
Nε(φ)

)∥∥∗ + ∥∥Lε(R
ε)

∥∥∗ �
∥∥Nε(φ)

∥∥∗∗ + Cε � 2Cε

with C independent ofC0, implying thatAε sendsF into itself, if we chooseC0 = 2C. On the other handAε is a
contraction. Indeed, forφ1 andφ2 in F , we write

∥∥Aε(φ1) − Aε(φ2)
∥∥∗ � C

∥∥Nε(φ1) − Nε(φ2)
∥∥∗∗ � Cεmin(1, 4

N−2 )‖φ1 − φ2‖∗ � 1

2
‖φ1 − φ2‖∗

by Lemma (3.5). Contraction Mapping Theorem implies thatAε has a unique fixed point inF , that is problem
(3.19) has a unique solutionφ such that‖φ‖∗ � C0ε.

In order to prove that(Λ, ξ) 	→ φ(Λ, ξ) is C1, we remark that setting forη ∈F

B(Λ, ξ, η) ≡ η − Lε

(
αNNε(η) + Rε

)
φ is defined as

B(Λ, ξ,φ) = 0. (3.27)

We have

∂ηB(Λ, ξ, η)[θ ] = θ − αNLε

(
θ (∂ηNε)(η)

)
.

Using Proposition 3.1, (3.5), (3.24) and (3.4) we obtain forN � 7∥∥Lε

(
θ(∂ηNε)(η)

)∥∥∗ � C
∥∥θ(∂ηNε)(η)

∥∥∗∗ � C
∥∥〈x − ξ 〉−β(∂ηNε)(η)

∥∥∗∗‖θ‖∗

� C
∥∥〈x − ξ 〉2|η| 4

N−2+ε
∥∥

Lt (Ωε)
‖θ‖∗ � C‖η‖

4
N−2+ε

∗ ‖θ‖∗

� Cε
4

N−2 ‖θ‖∗
and, proceeding in the same way, using also (2.18), we find asN = 4,5,6∥∥Lε

(
θ(∂ηNε)(η)

)∥∥∗ � Cε‖θ‖∗.

Therefore we can write, for anyN � 4∥∥Lε

(
θ(∂ηNε)(η)

)∥∥∗ � Cεmin(1, 4
N−2 )‖θ‖∗.

Consequently,∂ηB(Λ, ξ,φ) is invertible inW
2,t
β (Ωε) with uniformly bounded inverse. Then, the fact that(Λ, ξ) 	→

φ(Λ, ξ) is C1 follows from the fact that(Λ, ξ, η) 	→ Lε(Nε(η)) is C1 and the implicit functions theorem.
Finally, let us show how estimates (3.26) may be obtained. Derivating (3.27) with respect toΛ, we have

∂Λφ = (
∂ηB(Λ, ξ,φ)

)−1(
αN(∂ΛLε)

(
Nε(φ)

) + αNLε

(
(∂ΛNε)(φ)

) + ∂Λ

(
Lε(R

ε)
))

whence, according to Proposition 3.1

‖∂Λφ‖∗ � C
(∥∥(∂ΛLε)

(
Nε(φ)

)∥∥∗ + ∥∥(
Lε(∂ΛNε)(φ)

)∥∥∗ + ∥∥(
∂Λ

(
Lε(R

ε)
))∥∥∗

)
� C

(∥∥N (φ)
∥∥ + ∥∥(∂ N )(φ)

∥∥ + ∥∥(
∂

(
L (Rε)

))∥∥ )
.
ε ∗∗ Λ ε ∗∗ Λ ε ∗
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From (3.21) and (3.25) we know that∥∥Nε(φ)
∥∥∗∗ � Cεmin(2, N+2

N−2 ).

Concerning the next term, we notice that according to the definition (3.16) ofNε and the boundedness ofWε

∣∣(∂ΛNε)(φ)
∣∣

=
(

N + 2

N − 2
+ ε

)∣∣∣∣(W + φ)
4

N−2+ε

+ − W
4

N−2+ε −
(

4

N − 2
+ ε

)
W

6−N
N−2+εφ

∣∣∣∣|∂ΛW |

� C
[
W

4
N−2 |φ| if N � 7; W

4
N−2 |φ| + W |φ| 4

N−2+ε if N � 6
]

� C
[〈x − ξ 〉−4(1−τ)−β‖φ‖∗ if N � 7;

〈x − ξ 〉−4(1−τ)−β‖φ‖∗ + 〈x − ξ 〉−(N−2)(1−τ)− 4
N−2β‖φ‖

4
N−2+ε

∗ if N � 6
]

where we used successively the fact thatW > 0 (see (2.7)) and|∂ΛW | � CW (see (2.8)), inequality (3.5) an
W � CU1−τ � C〈x − ξ 〉−(N−2)(1−τ).

As (3.4) ensures that〈x − ξ 〉−4(1−τ)−β , and〈x − ξ 〉−(N−2)(1−τ)− 4
N−2β for N � 6, are inLt

β+2(R
N) (provided

thatτ is chosen small enough), (3.25) yields∥∥(∂ΛNε)(φ)
∥∥∗∗ � Cε.

From Proposition 3.1 we deduce the estimate for the last term∥∥∂Λ

(
Lε(R

ε)
)∥∥∗ � C‖Rε‖∗∗ � Cε

and finally

‖∂Λφ‖∗ � Cε.

This concludes the proof of Proposition 3.2. (The first derivatives ofφ with respect toξ may be estimated in th
same way, but this is not needed here.)�
3.3. Coming back to the original problem

We introduce the following functional defined inH 1(Ωε) ∩ W
2,t
β (Ωε)

Jε(u) = 1

2

∫
Ωε

(|∇u|2 + µε2u2) − αN

2N/(N − 2) + ε

∫
Ωε

u
2N

N−2+ε

+ (3.28)

whose nontrivial critical points are solutions to(P ′
N+2
N−2+ε,µ

). Setting

Iε(Λ,a) ≡ Jε(WΛ,a + φε,Λ,a) (3.29)

we have:

Proposition 3.3.The functionu = W + φ is a solution to problem(P ′
N+2
N−2+ε,µ

) if and only if (Λ,a) is a critical

point ofIε.

Proof. We notice thatu = W + φ being a solution to(P ′
N+2
N−2+ε,µ

) is equivalent to being a critical point ofJε. It is

also equivalent to the cancellation of theci ’s in (3.19) or, in view of (3.10), (3.11)

J ′(W + φ)[Y ] = 0, 0� i � N − 1. (3.30)
ε i
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On the other hand, we deduce from (3.29) thatI ′
ε(Λ,a) = 0 is equivalent to the cancellation ofJ ′

ε(W + φ) applied
to the derivatives ofW + φ with respect toΛ andξ . According to the definition (3.1) of theYi ’s, Lemma 3.4 and
Proposition 3.2 we have

∂(W + φ)

∂Λ
= Y0 + y0,

∂(W + φ)

∂ξj

= Yj + yj , 1� j � N − 1,

with ‖yi‖∗ = o(1), 0� i � N − 1. Writing

yi = y′
i +

N−1∑
j=0

aijYj , 〈y′
i ,Zj 〉 = (y′

i , Yj )ε = 0, 0 � i, j � N − 1,

and

J ′
ε(W + φ)[Yi] = αi

it turns out thatI ′
ε(Λ,a) = 0 is equivalent, sinceJ ′

ε(W + φ)[θ ] = 0 for 〈θ,Zj 〉 = (θ, Yj )ε = 0, 0� j � N − 1, to(
Id +[aij ]

)[αi] = 0.

As aij = O(‖yi‖∗) = o(1), we see thatI ′
ε(Λ,a) = 0 means exactly that (3.30) is satisfied.�

4. Proofs of Theorems 1.1 and 1.2

In view of Proposition 3.3 we have, for proving the theorem, to find critical points ofIε. We establish first a
C1-expansion ofIε.

4.1. Expansion ofIε

Proposition 4.1.There existA, B, C, strictly positive constants such that

Iε(Λ,a) = A − BΛεH(a) + (N − 2)2

4
Aε lnΛ + ε

(
C + (N − 2)2

4N
A

)
+ εσε(Λ,a)

with σε and∂Λσε going to zero asε goes to zero, uniformly with respect toΛ satisfying(2.3).

Proof. In Appendix, we shall prove

Jε(W) = A − BΛεH(a) + (N − 2)2

4
Aε lnΛ + ε

(
C + (N − 2)2

4N
A

)
+ o(ε). (4.1)

Then it remains to show that

Iε(Λ,a) − Jε(W + φ) = o(ε). (4.2)

Actually, in view of (3.29), a Taylor expansion and the fact thatJ ′
ε(W + φ)[φ] = 0 yield

I (Λ,a) − Jε(W) = Jε(W + φ) − Jε(W) = −
1∫

0

J
′′
ε (W + tφ)[φ,φ]t dt

= −
1∫ (∫ (

|∇φ|2 + µε2φ2 − αN

(
N + 2

N − 2
+ ε

)
(W + tφ)

4
N−2+ε

+ φ2 + Rεφ

))
t dt
0 Ωε
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e with
= −
1∫

0

(
αN

∫
Ωε

(
Nε(φ)φ +

(
N + 2

N − 2
+ ε

)[
W

4
N−2+ε − (W + tφ)

4
N−2+ε

+
]
φ2

))
t dt

− 1

2

∫
Ωε

Rεφ.

The first term can be estimated as follows. Using (3.23), (3.5), (3.4) and Proposition 3.2, we have, forN � 7∣∣∣∣
∫
Ωε

Nε(φ)φ

∣∣∣∣ � C‖φ‖
2N

N−2+ε

∗
∫
Ωε

〈x − ξ 〉−β( 2N
N−2+ε) � Cε

2N
N−2 .

In the same way we obtain forN = 4,5,6, in view of (3.23) and (2.18)∣∣∣∣
∫
Ωε

Nε(φ)φ

∣∣∣∣ � Cε
2N

N−2 + C‖φ‖3∗
∫
Ωε

〈x − ξ 〉−3β−(6−N)(1−τ) � Cε3

whence finally, for anyN � 4∣∣∣∣
∫
Ωε

Nε(φ)φ

∣∣∣∣ � Cεmin(3, 2N
N−2 ). (4.3)

For the second term, the same arguments as previously yield∫
Ωε

∣∣W 4
N−2+ε − (W + tφ)

4
N−2+ε

+
∣∣φ2 � C

∫
Ωε

(
W

4
N−2+ε|φ|2 + |φ|2+ 4

N−2+ε
)

� C

(
‖φ‖2∗

∫
Ωε

〈x − ξ 〉−2β−4(1−τ) + ‖φ‖2+ 4
N−2+ε

∗
∫
Ωε

〈x − ξ 〉−β(2+ 4
N−2+ε)

)

whence, using again (3.4)∫
Ωε

∣∣W 4
N−2+ε − (W + tφ)

4
N−2+ε

+
∣∣φ2 � Cε2. (4.4)

Concerning the last term, we remark that according to (3.18)

Rε � Cε〈x − ξ 〉−(N+1)(1−τ)

uniformly in Ωε. Therefore∫
Ωε

|Rεφ| � Cε‖φ‖∗
∫
Ωε

〈x − ξ 〉−(N+1)−β

yielding, through Proposition 3.2∫
Ωε

|Rεφ| � Cε2. (4.5)

The desired result follows from (4.3), (4.4) and (4.5). The same estimate holds for the first derivativ
respect toΛ, obtained similarly with more delicate computations – see Proposition 3.4 of [19].�
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4.2. Proofs of Theorem 1.1 and Theorem 1.2 completed

We first prove Theorem 1.1 through a max-min argument. SinceΩ is smooth and bounded, maxP∈∂Ω H(P ) =
γ > 0. Forδ < γ , we define

(∂Ω)δ = {
a ∈ ∂Ω s.t.H(a) > δ

}
,

and

Îε(Λ,a) = A − Iε(Λ,a)

Bε
+ 1

B

(
C + (N − 2)2

4N
A

)
. (4.6)

By Proposition 4.1, we have the following asymptotic expansion forÎε(Λ,a):

Îε(Λ,a) = ΛH(a) − α lnΛ − σ̃ε(Λ,a) (4.7)

with

α = (N − 2)2

4B
A > 0 and σ̃ε(Λ,a) = o(1), ∂Λσ̃ε(Λ,a) = o(1) asε → 0.

We set

Σ0 =
{
(Λ,a)

∣∣∣ c1

2
< Λ <

2

c1
, a ∈ (∂Ω)γ0

}
(4.8)

wherec1 is a small number, to be chosen later, and 0< γ0 < γ . We define also

B =
{
(Λ,a)

∣∣∣ c1 � Λ � 1

c1
, a ∈ (∂Ω)γ1

}
, B0 = {c1} × (∂Ω)γ1 ∪

{
1

c1

}
× (∂Ω)γ1

whereγ0 < γ1 < γ . (Here we choose, forγ1 close enough toγ , a contractible component of(∂Ω)γ1 so thatB is
contractible.)

It is trivial to see thatB0 ⊂ B ⊂ Σ0, B0,B are closed andB is connected. LetΓ be the class of continuou
functionsϕ :B → Σ0 with the property thatϕ(y) = y for all y ∈ B0. Define the max-min valuec as

c = max
ϕ∈Γ

min
y∈B

Îε

(
ϕ(y)

)
. (4.9)

We now show thatc defines a critical value. To this end, we just have to verify the following two condition

(H1) miny∈B0 Îε(ϕ(y)) > c, ∀ϕ ∈ Γ ;
(H2) For ally ∈ ∂Σ0 such thatÎε(y) = c, there existsτy a tangent vector to∂Σ0 aty such that

∂τy Îε(y) �= 0.

Suppose (H1) and (H2) hold. Then standard deformation argument ensures that the max-min valuec is a (topo-
logically nontrivial ) critical value forÎε(Λ,a) in Σ0.

To check (H1) and (H2), we writeϕ(y) = (ϕ1(y),ϕ2(y)) whereϕ1(y) ∈ [ c1
2 , 2

c1
] andϕ2(y) ∈ (∂Ω)γ0.

Sinceϕ|B0 = id, B is contractible andϕ is continuous, necessarily there is somey in B such thatH(ϕ2(y)) = γ .
Then, in view of (4.7)

c � d0 := min
{
Îε(Λ,a), H(a) = γ, Λ > 0

} = α − α lnα + α lnγ + o(1).

Now, let (Λ0, a0) ∈ B be such thatH(a0) = γ,Λ0 = α
γ

(c1 being chosen small enough so thatΛ0 ∈ [c1,
1
c1

]).
We note thatÎε(Λ0, a0) = d0 + o(1). For anyϕ ∈ Γ , ϕ1 is a continuous function from B to[ c1

2 , 2
c1

] such that

[c , 1 ] ⊂ ϕ (B). Thus, there existsy ∈ B such thatϕ (y ) = Λ , whence
1 c1 1 0 1 0 0
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t
f

min
y∈B

Îε

(
ϕ(y)

)
� Îε

(
Λ0, ϕ2(y0)

)
� α

γ
H

(
ϕ2(y0)

) − α lnα + α lnγ + o(1)� d0 = o(1).

As a consequence

c = d0 + o(1)= α − α lnα + α lnγ + o(1). (4.10)

Fory ∈ B0, we haveϕ1(y) = c1 or ϕ1(y) = 1
c1

. In the first case, we havêIε(y) = c1H(ϕ2(y))−α ln c1 +o(1) >

α ln 1
c1

+ o(1) > 2d0 > c, providedc1 is small enough. In the latter case, we haveÎε(y) = 1
c1

H(ϕ2(y)) + α ln c1 +
o(1) >

γ1
c1

+ α ln c1 + o(1) > 2d0 > c, provided againc1 is small enough. So (H1) is verified.

To check (H2), we observe that∂(Σ0) = ({ c1
2 } × (∂Ω)γ0) ∪ ({ 2

c1
} × (∂Ω)γ0) ∪ ([c1,

1
c1

] × (∂(∂Ω)γ0)). Let

y = (y1, y2) ∈ ∂Σ0 be such that̂Iε(y) = c.
On ({ c1

2 } × (∂Ω)γ0) ∪ ({ 2
c1

} × (∂Ω)γ0), previous arguments show thatÎε(y) > c asc1 is chosen sufficiently

small. On([c1,
1
c1

] × (∂((∂Ω)γ0)), takingτy = ∂
∂Λ

, we obtain

∂τy Îε(y) = H(y2) − α

Λ
+ o(1) �= 0

since∂τy Îε(y) = 0 would yieldΛH(y2) = α + o(1), and

Îε(y) = α − α lnα + α lnH
(
ϕ2(y)

) + o(1)= α − α lnα + α lnγ0 + o(1).

Then, (4.10) shows that̂Iε(y) < c, a contradiction to the assumption. So (H2) is also verified.
In conclusion, we proved that forε small enough,c is a critical value, i.e. a critical point(Λε, aε) ∈ Σ0 of Îε

exists. Letuε = WΛε,ξε,µ,ε + φΛε,ξε,µ,ε . uε is a nontrivial solution to the problem

−�u + µε2u = u
N+2
N−2+ε

+ in Ωε; ∂u

∂n
= 0 on∂Ωε.

Then, the strong maximum principle shows thatuε > 0 in Ωε. The fact thatuε blows up, asε goes to zero, a
a pointa such thatH(a) = maxP∈∂Ω H(P ), follows from the construction ofuε. This concludes the proof o
Theorem 1.1.

In the case ofε < 0, we have

Îε(Λ,a) = ΛH(a) + α ln(Λ) − σ̃ε(Λ,a).

We assume thatΩ is nonconvex. Similarly as before, we define

(∂Ω)δ = {
a ∈ ∂Ω | H(a) < −δ

}
where 0< δ < γ = −mina∈∂Ω H(a) > 0, and

Σ0 =
{
(Λ,a)

∣∣∣ c1

2
� Λ � 2

c1
, a ∈ (∂Ω)γ0

}
,

B =
{
(Λ,a)

∣∣∣ c1 � Λ � 1

c1
, a ∈ (∂Ω)γ1

}
, B0 = {c1} × (∂Ω)γ ∪

{
1

c1

}
× (∂Ω)γ1

with γ0 < γ1 < γ .
Let Γ be the class of continuous functionsϕ :B → Σ0 with the property thatϕ(y) = y for all y ∈ B0. We define

the min-max valuec as

c = min
ϕ∈Γ

max
y∈B

Îε

(
ϕ(y)

)
.

Arguing as previously, we find thatc is a critical point ofÎ . This proves Theorem 1.2.
ε
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d

Appendix

A.1. Error estimates

We recall that, according to the definition ofVΛ,a,µ,ε in Section 2

VΛ,a,µ,ε(x) = U 1
Λε

,a
(x) − ϕΛ,a,µ,ε (A.1)

with ϕΛ,a,µ,ε satisfying


−�ϕΛ,a,µ,ε + µϕΛ,a,µ,ε = µU 1
Λε

,a
in Ω,

∂ϕΛ,a,µ,ε

∂n
=

∂U 1
Λε

,a

∂n
on∂Ω.

(A.2)

This subsection is devoted to an expansion ofϕΛ,a,µ,ε .
We recall that, through space translation and rotation, we assume thata = 0 andΩ is given, in a neighborhoo

of a, by (2.10) and (2.11). We introduce an auxiliary functionϕ0: let ϕ0 be such that


�ϕ0 = 0 in R
N+ = {

(x′, xN), xN > 0
}
,

∂ϕ0

∂xN

= N−2
2

∑N−1
i=1 kix

2
i

(1+ |x|2)N
2

on∂R
N+ ,

ϕ0(x) → 0 as|x| → +∞.

(A.3)

Using Green’s representation,ϕ0 writes as

ϕ0(x) = 1

ωN−1

N−1∑
i=1

ki

∫
RN−1

y2
i

(1+ |y′|2)N
2

1

|x − y′|N−2
dy′ (A.4)

whereωN−1 denotes the measure of the unit sphere inR
N . From (A.4) we deduce that∣∣ϕ0(x)

∣∣ � C

(1+ |x|)N−3
(A.5)

and ∣∣∇ϕ0(x)
∣∣ � C

(1+ |x|)N−2
,

∣∣D2ϕ0(x)
∣∣ � C

(1+ |x|)N−1
. (A.6)

Definition. From now on, we considerϕ0 as a smooth continuation inRN of the previous function defined inRN+ ,
such that (A.5), (A.6) hold in wholeRN .

We state:

Lemma A.1.For N � 4, we have the expansion

ϕΛ,a,µ,ε(x) = (Λε)
4−N

2 ϕ0

(
x − a

Λε

)
+ O

(
ε

6−N
2 |ln ε|m)

(A.7)

with m = 1 for N = 4 andm = 0 for N � 5. Moreover,

∣∣ϕΛ,a,µ,ε(x)
∣∣ � C

ε
4−N

2 |ln ε|n
(1+ |(x − a)/(Λε)|)N−3

and
∣∣ϕΛ,a,µ,ε(x)

∣∣ � C
(
U 1

Λε
,a

(x)
)1−τ (A.8)

with n = 1 andτ > 0 is any small fixed number forN = 4,5, n = 0 andτ = 0 for N � 6.
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. Next,
Proof. We first remark that the second inequality in (A.8) is a straightforward consequence of the first one
we decompose

ϕ = ϕ1 + ϕ2

whereϕ1 satisfies


−�ϕ1
Λ,a,µ,ε + µϕ1

Λ,a,µ,ε = 0 in Ω,

∂ϕ1
Λ,a,µ,ε

∂n
=

∂U 1
Λε

,a

∂n
on∂Ω

andϕ2 satisfies


−�ϕ2
Λ,a,µ,ε + µϕ2

Λ,a,µ,ε = µU 1
Λε

,a
in Ω,

∂ϕ2
Λ,a,µ,ε

∂n
= 0 on ∂Ω.

Let us estimateϕ2 first. Let

ϕ̂j (x) = ε
N−2

2 ϕj (εx).

Thenϕ̂2 satisfies


−�ϕ̂2
Λ,a,µ,ε + µε2ϕ̂2

Λ,a,µ,ε = µε2U 1
Λ

,ξ
in Ωε,

∂ϕ̂2
Λ,a,µ,ε

∂n
= 0 on ∂Ωε.

Inequality (3.6) of Lemma 3.2 provides us with

∣∣ϕ̂2(x)
∣∣ � Cε2

∫
Ωε

U 1
Λ

,ξ

|x − y|N−2
dy � Cε2

∫
Ωε

dy

(1+ |y − ξ |)N−2|x − y|N−2

whence

∣∣ϕ̂2(x)
∣∣ � C

ε2|ln ε|m
(1+ |x − ξ |)N−4

with m = 1 for N = 4 andm = 0 for N � 5. (ForN � 5, see Lemma 2.3 of [21].) Consequently

ϕ2(x) = O
(
ε

6−N
2 |ln ε|m)

and
∣∣ϕ2(x)

∣∣ � C
ε

4−N
2 |ln ε|m

(1+ |(x − a)/(Λε)|)N−3
.

This finishes the estimate forϕ2. Next we estimateϕ1. To this end, we write

ϕ1
Λ,a,µ,ε = (Λε)

4−N
2 ϕ0

(
x − a

Λε

)
+ ϕ3

Λ,a,µ,ε(x) + ϕ4
Λ,a,µ,ε(x)

whereϕ3
Λ,a,µ,ε satisfies


−�ϕ3

Λ,a,µ,ε + µϕ3
Λ,a,µ,ε = 0 in Ω,

∂ϕ3
Λ,a,µ,ε =

∂U 1
Λε

,a − ∂
(

(Λε)
4−N

2 ϕ0

(
x − a

))
on∂Ω
∂n ∂n ∂n Λε
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.2

ing
andϕ4
Λ,a,µ,ε satisfies


−�ϕ4
Λ,a,µ,ε + µϕ4

Λ,a,µ,ε = (� − µ)

(
(Λε)

4−N
2 ϕ0

(
x − a

Λε

))
in Ω,

∂ϕ4
Λ,a,µ,ε

∂n
= 0 on ∂Ω.

The estimate forϕ4 is similar to that ofϕ2. Namely, in view of (A.3) and (A.4), inequality (3.6) of Lemma 3
gives

∣∣ϕ̂4(x)
∣∣ � Cε3

(
1

ε2

∫
Ωε\R

N+

dy

(1+ |y − ξ |)N−1|x − y|N−2
+

∫
Ωε

dy

(1+ |y − ξ |)N−3|x − y|N−2
dy

)

� Cε3
(

1

ε(1+ |x − ξ |)N−3
+ |ln ε|p

(1+ |x − ξ |)N−5

)
with p = 1 for N = 5 andp = 0 for N �= 5, whence

ϕ4(x) = O(ε
6−N

2 ) and
∣∣ϕ4(x)

∣∣ � C
ε

4−N
2 |ln ε|p

(1+ |(x − a)/(Λε)|)N−3
.

It only remains to estimateϕ3. Forx ∈ ∂Ω ∩ B(a, δ), we consider the following change of variable (still assum
a = 0)

Λεy′ = x′, ΛεyN = xN − ρ(x′).

According to the definition ofU and (2.12), we have

∂U 1
Λε

,a

∂n
(x) = −(N − 2)(Λε)

N−2
2

〈x − a,n〉
((Λε)2 + |x − a|2)N

2

= −N − 2

2

(Λε)
N−2

2

((Λε)2 + |x − a|2)N
2

(
N−1∑
i=1

kix
2
i + O

(|x′|3)
)

= −N − 2

2

(Λε)
2−N

2

(1+ |y′|2)N
2

(
N−1∑
i=1

kiy
2
i + O

(
ε|y′|3)

)

and, using (A.3) and (A.6)

∂

∂n

(
(Λε)

4−N
2 ϕ0

(
x − a

Λε

))
= (Λε)

2−N
2

(
∇′ϕ0

(
x − a

Λε

)
· ∇′ρ(x) − ∂ϕ0

∂xN

(
x − a

Λε

))

= −N − 2

2

(Λε)
2−N

2

(1+ |y′|2)N
2

N−1∑
i=1

kiy
2
i + O

(
ε

4−N
2 |y′|

(1+ |y′|)N−2

)
.

Therefore

∂ϕ̂3

∂nx

(x) = ε
N
2

∂ϕ3

∂nεx

(εx) = O

(
ε2|x′|

(1+ |x′|)N−2

)
for x ∈ ∂Ωε ∩ B

(
a,

δ

ε

)
. (A.9)

On the other hand we have clearly, from (A.6) and the definition ofU

∂ϕ̂3

(x) = O(εN−1) for x ∈ ∂Ωε ∩ Bc

(
a,

δ
)

. (A.10)

∂n ε
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Then, standard elliptic theory shows thatϕ̂3 = O(ε2) uniformly in Ωε, whenceϕ3(x) = O(ε
6−N

2 ) uniformly in Ω .
Moreover, (A.9) and (A.10) lead, through Green’s representation, to the estimate

∣∣ϕ̂3(x)
∣∣ � C

ε2

(1+ |x − ξ |)N−4

whence

∣∣ϕ3(x)
∣∣ � C

ε
4−N

2

(1+ |(x − a)/(Λε)|)N−3
.

This concludes the proof of Lemma A.1.�
A.2. Integral estimates

Omitting, for sake of simplicity, the indicesΛ,a,µ, ε, we state:

Proposition A.1.N � 4. Assuming thatΛ satisfies(2.3), we have the uniform expansions asε goes to zero

Jε(W) = A − BΛ|ε|H(a) + (N − 2)2A

4
ε lnΛ +

(
C + (N − 2)2A

4N

)
ε + O(ε2−τ ),

∂Jε

∂Λ
(W) = (N − 2)2Aε

4Λ
− BH(a)|ε| + O(ε2−τ )

with

A = (N − 2)

∫
R

N+

U
2N

N−2
1,0 C = − (N − 2)2

2

∫
R

N+

U
2N

N−2
1,0 lnU1,0 > 0 (A.11)

and

B = (N − 2)2

N − 3

∫
∂R

N+

U
2N

N−2
1,0 |y|2. (A.12)

Proof. For sake of simplicity, we assume thatε > 0 (the computations are equivalent asε < 0). In view of (A.2)
and (2.15), we write∫

Ωε

(|∇W |2 + µε2W2) =
∫
Ωε

(−�W + µε2W)W =
∫
Ωε

αNU
N+2
N−2 W = αN

∫
Ωε

U
2N

N−2 − αN

∫
Ωε

U
N+2
N−2 ϕ̂.

with U = U 1
Λ

,ξ
. On the other hand∫

Ωε

W
2N

N−2+ε =
∫
Ωε

W
2N

N−2 +
∫
Ωε

W
2N

N−2 (Wε − 1)

=
∫
Ωε

(U − ϕ̂)
2N

N−2 + ε

∫
Ωε

(U − ϕ̂)
2N

N−2 ln(U − ϕ̂) + O
(
ε2|ln ε|)

=
∫

U
2N

N−2 − 2N

N − 2

∫
U

N+2
N−2 ϕ̂ + ε

∫
(U − ϕ̂)

2N
N−2 ln(U − ϕ̂) + O

(
ε2|ln ε|).
Ωε Ωε Ωε
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fact that

also
The validity of this expansion can be verified by Lebesgue’s Dominated Convergence Theorem and the

|W − U | � Cε|ln ε|nU
N−3
N−2
1
Λ

,a
(see the first inequality in (A.8) and similar arguments in Section 5 of [34]). Note

that ∫
Ωε

(U − ϕ̂)
2N

N−2 ln(U − ϕ̂) = −N − 2

2
lnΛ

∫
R

N+

U
2N

N−2
1,0 +

∫
R

N+

U
2N

N−2
1,0 lnU1,0 + O(ε1−τ ).

Then, according to the definition (3.28) ofJε andαN = N(N − 2)

Jε(W) =
(

(N − 2)+ (N − 2)3

4N
ε

)∫
Ωε

U
2N

N−2 + N(N − 2)

2

∫
Ωε

U
N+2
N−2 ϕ̂

+ (N − 2)3

4
ε lnΛ

∫
R

N+

U
2N

N−2
1,0 − ε

(N − 2)2

2

∫
R

N+

U
2N

N−2
1,0 lnU1,0 + O(ε2−τ ) (A.13)

noticing (see estimates below), that
∫
Ωε

U
2N

N−2 = O(1) and
∫
Ωε

U
N+2
N−2 ϕ̂ = O(ε1−τ ). We observe that

∫
Ωε

U
2N

N−2 =
∫

R
N+

U
2N

N−2
1
Λ

,0

(
y′, yN + ρ(εy′)

ε

)
+ O(ε2−τ )

=
∫

R
N+

U
2N

N−2
1
Λ

,0
(y′, yN) +

∫
R

N+

∂U
2N

N−2
1
Λ

,0

∂yN

(y′, yN)

(
ρ(εy′)

ε

)
+ O(ε2−τ )

whence∫
Ωε

U
2N

N−2 =
∫

R
N+

U
2N

N−2
1,0 − 1

2
ΛεH(a)

∫
∂R

N+

U
2N

N−2
1,0 |y|2 dy + O(ε2−τ ). (A.14)

On the other hand, in view of the expansion ofϕΛ,a,µ,ε in Lemma A.1, we also have

αN

∫
Ωε

U
N+2
N−2 ϕ̂Λ,a,µ,ε = ΛεαN

∫
Ωε

U
N+2
N−2

1,0 ϕ0 + O(ε2−τ ) = ΛεαN

∫
R

N+

U
N+2
N−2

1,0 ϕ0 + O(ε2−τ )

= Λε

∫
R

N+

(−�U1,0ϕ0 + U1,0�ϕ0) + O(ε2−τ ) = Λε

∫
∂R

N+

(
− ∂ϕ0

∂yN

U1,0

)
+ O(ε2−τ )

= −Λε
N − 2

2

N−1∑
j=1

kj

∫
∂R

N+

U1,0
y2
j

(1+ |y|2)N
2

+ O(ε2−τ ).

Therefore

αN

∫
U

N+2
N−2 ϕ̂Λ,a,µ,ε = −Λε

N − 2

2
H(a)

∫
N

|y|2
(1+ |y|2)N−1

+ O(ε2−τ ). (A.15)
Ωε ∂R+
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ts.

g

e

Substituting (A.14) and (A.15) into (A.13), we obtain

Jε(W) = A − B∗ΛεH(a) + (N − 2)2

4
Aε lnΛ + ε

(
(N − 2)2

4N
A + C

)
+ O(ε2−τ )

whereA,C are given in (A.11) and

B∗ = N − 2

2

∫
∂R

N+

U
2N

N−2
1,0 |y|2 + N − 2

4

∫
∂R

N+

|y|2
(1+ |y|2)N−1

.

To make the proof of Proposition A.1 complete, it only remains to show thatB∗ = B defined by (A.12). In fact, it
is easily seen that

∫
∂R

N+

U
2N

N−2
1,0 |y|2 = ωN−2

∞∫
0

rN

(1+ r2)N
dr = N − 3

2(N − 1)
ωN−2

∞∫
0

rN

(1+ r2)N−1
dr

whereωN−2 is the area of the unit sphere inRN−1. The last equality follows from simple integration by par
Then, we can rewriteB∗ as

B∗ = B = (N − 2)2

N − 3

∫
∂R

N+

U
2N

N−2
1,0 |y|2.

The expansions for the derivatives ofJε are obtained exactly in the same way.�
A.3. Proof of Lemma 3.2

We prove (3.6) first. Through scaling, we may assume thatε = 1. LetG(x,y) be the Green’s function satisfyin

−�G(x,y) + µG(x,y) = δy in Ω,
∂G(x, y)

∂n
= 0 on∂Ω.

Then we have forx ∈ Ω ,

u(x) =
∫
Ω

G(x, y)f (y)dy.

So it is enough to show that there exists a constantC, independent ofx andy, such that∣∣G(x,y)
∣∣ � C

|x − y|N−2
.

To this end, we decomposeG in two parts:

G(x,y) = K
(|x − y|) + H(x,y)

whereK(|x − y|) is the singular part ofG andH(x,y) is the regular part ofG. Certainly we have|K(|x − y|)| �
C

|x−y|N−2 . It remains to show that

∣∣H(x,y)
∣∣ � C

|x − y|N−2
. (A.16)

Note that, ifd(x, ∂Ω) > d0 > 0 or d(y, ∂Ω) > d0 > 0, then|H(x,y)| � C and hence (A.16) also holds. So w
just need to estimateH(x,y) for d(x, ∂Ω) andd(y, ∂Ω) small. Lety ∈ Ω be such thatd = d(y, ∂Ω) is small. So
there exists a unique pointȳ ∈ ∂Ω such thatd = |y − ȳ|. Without loss of generality, we may assumeȳ = 0 and the
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’s

ion, one
outer normal at̄y is pointing towardxN -direction. Lety∗ be the reflection pointy∗ = (0, . . . ,0,−d) and consider
the following auxiliary function

H ∗(x, y) = K
(|x − y∗|).

ThenH ∗ satisfies�H ∗ − µH ∗ = 0 in Ω and on∂Ω

∂

∂n

(
H ∗(x, y)

) = − ∂

∂n

(
K

(|x − y|)) + O

(
1

dN−3

)
.

Hence we derive that

H(x,y) = −H ∗(x, y) + O

(
1

dN−3

)

which proves (A.16) forx, y ∈ Ω . This implies that forx ∈ Ω

|u(x)| � C

∫
Ω

1

|x − y|N−2

∣∣f (y)
∣∣dy. (A.17)

If x ∈ ∂Ω , we consider a sequence of pointsxi ∈ Ω,xi → x ∈ ∂Ω and take the limit in (A.17). Lebesgue
Dominated Convergence Theorem applies and (3.6) is proved.

We turn now to the proof of (3.7). By Lemma 3.1, we have

‖u‖Lt
β(Ωε)

� C‖f ‖Lt
β+2(Ωε)

hence

‖ε2u‖Lt
β+2(Ωε)

� C‖u‖Lt
β(Ωε)

� C‖f ‖Lt
β+2(Ωε)

.

By a usual transformation and extension (as done in Step 2 of Proof of Theorem 2.1 in [30]) and interpolat
can show that

‖u‖
W

2,t
β (Bδ/ε(ξ))

� C‖ε2u‖Lt
β+2(Ωε)

+ C‖f ‖Lt
β+2(Ωε)

� C‖f ‖Lt
β+2(Ωε)

, (A.18)

whereδ is a small fixed constant. Next we take a cut-off functionχ(x) such thatχ(x) = 1 for |x| � δ
2 andχ(x) = 0

for |x| > δ, and we consider the function

u1(x) = u(y)
(
1− χ(εy − ξ)

)
which satisfies

−�xu
1 + µε2u1 = 2ε∇yu.∇xχ + ε2u�xχ + f (1− χ)

in Ω̃ = Ω\{|x − a| < δ}. Applying the elliptic regularity theory, we obtain

‖u1‖W2,t(Ω̃) � C
∥∥2ε∇yu∇xχ + ε2u�xχ + f (1− χ)

∥∥
Lt (Ω̃)

whence, taking account of (A.18)

‖u1‖
W

2,t
β (Ωε\B δ

ε
(ξ))

� C‖f ‖Lt (Ω̃) + Cεβ+2‖f ‖Lt
β+2(Ωε)

. (A.19)

Combining (A.18) and (A.19), we obtain (3.7).�
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