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Abstract

By perturbation techniques, we obtain a new class of selfdual Electroweak vortices inR2, whose asymptotic behavior w
control in an “optimal” way to yield a sort of “quantization” property for the corresponding flux.

Our class of vortex-solutions complements that constructed by Spruck and Yang [Comm. Math. Phys. 144 (1992) 2

Résumé

En utilisant des techniques de perturbation, nous obtenons une nouvelle classe de vortex Électrofaibles autoduauR2,
dont nous pouvons contrôler de façon « optimale » le comportement asymptotique en donnant une propriété de « qua
pour le flot correspondant.

Notre classe de solutions complète celles construites par Spruck et Yang [Comm. Math. Phys. 144 (1992) 215–234

MSC:35J45; 35J60; 37K40; 70S15

Introduction

We shall be concerned with planar vortex-type (self-dual) solutions for the celebratedSU(2) × U(1)-
Electroweak theory of Glashow, Salam and Weinberg [10]. As observed by Ambjorn and Olesen [2–4]
physical parameters satisfy a suitable critical condition, it is possible to determine Bogomol’nyi type eq
(also known as self-dual equations) to be satisfied by Electroweak-vortices when expressed in terms of th
gauge variables. The selfdual equations include a gauge invariant version of the Cauchy–Riemann e
which makes it reasonable to assume that theW -boson field admits a finite numberN of zeroes (counted with

* Corresponding author.
E-mail addresses:dhchae@math.snu.ac.kr (D. Chae), tarantel@mat.uniroma2.it (G. Tarantello).

© 2004 L'Association Publications de l'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved

© 2004 L'Association Publications de l'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved
0294-1449/$ – see front matter
doi:10.1016/j.anihpc.2003.01.001

© 2004  L'Association Publications de l'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved



188 D. Chae, G. Tarantello / Ann. I. H. Poincaré – AN 21 (2004) 187–207

are

ortices,
stem:

he full
ngly

uge

cerning
obtain
o they
ve (
tions on
ts
ge of

observed
ns of (

the
shall
multiplicity). Such an integerN is called the vortex number, and the corresponding vanishing points of W
called the vortex points.

Moreover, by means of an approach introduced by Taubes [15,16] in the context of Ginzburg–Landau v
it is possible to reduce the analysis of self-dual Electroweak vortices to the study of the following elliptic sy

(P)




−�u1 = 4g2eu1 + g2eu2 − 4π
m∑

k=1

nkδ(z − zk),

�u2 = g2

2 cos2 θ

(
eu2 − φ2

0

)+ 2g2eu1

whereφ0 is a given positive parameter,g is the SU(2)-coupling constant, andθ ∈ (0,π/2) is the so called
“Weinberg-angle”, related with theU(1)-coupling constantg∗ via the relation,

cosθ = g

(g2 + g2∗)1/2 .

We refer to the recent monograph of Y. Yang [17] and [5] for details, and, in particular, on how to recover t
vortex configuration out of solutions of(P). We only mention that, by virtue of the vortex ansatz and accordi
to the unitary gauge variables, the vortex solution is specified by the (complex valued) massive fieldW , the (scalar)
field ϕ and the real valued 2-vector fieldsP = (Pµ)µ=1,2 andZ = (Zµ)µ=1,2. So that, u1 andu2 determine the
magnitude ofW andϕ respectively, as follows:

ϕ2 = eu2, |W |2 = eu1. (0.1)

Thus,zk corresponds to a vortex point, the integernk ∈ N to its multiplicity k = 1, . . . ,m, andN =∑m
k=1nk is the

vortex number.
Furthermore, while the 2-vector fieldsP andZ are defined only up to gauge transformations, their ga

invariant curls,

P12 = ∂1P2 − ∂2P1 and Z12 = ∂1Z2 − ∂2Z1

are determined by the relations:

P12 = g

2 sinθ
φ2

0 + 2g sinθ |W |2,

Z12 = g

2 cosθ
(ϕ2 − φ2

0)+ 2g cosθ |W |2
(0.2)

(see [17]). Following the numerical evidence provided by Ambjorn and Olesen, the first rigorous results con
Electroweak-vortices have been obtained by Spruck and Yang in [13,14]. In [13], the authors aim to
configurations of the type described in physics literature as the “Abrikosov’s mixed states” (see [1]), s
consider the selfdual equations subject to ’t Hooft boundary conditions [9]. In turn, this amounts to solP)

under periodic boundary conditions, and Spruck and Yang in [13] obtain necessary and sufficient condi
the given physical parameters, in order to ensure the presence of periodicN -vortices in the theory. Their resul
are sharp forN = 1,2 and recently have been improved by Bartolucci and Tarantello in [5] to a wider ran
parameters.

In this paper, we shall be concerned with planar vortex-type configurations, and consider(P) overR2 subject
to appropriate decay assumptions at infinity. This situation has been considered in [14], where it has been
that necessarily, the corresponding vortex-solutions must carry infinite energy. As a consequence, solutioP)
overR2 appear in abundance, and are distinguished according to their rate of decay at infinity.

In view of (0.1), also the flux of the fieldsP andZ is infinite, while this may not be necessarily the case for
field: (sinθ)P + (cosθ)Z, which bares informations about the gauge potential in the original variables. We
be concerned with such “finite-flux” selfdual solutions, by solving (P) under the condition:

eu1,eu2 ∈ L1(
R

2). (0.3)
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In fact, by setting:

σ1 = 2g2

π

∫
R2

eu1, σ2 = g2

2π

∫
R2

eu2 (0.4)

in view of (0.1), (0.2) we see that the flux� of the field(sinθ)P + (cosθ)Z is given by,

� =
∫
R2

(sinθP12 + cosθZ12) = π

g
(σ1 + σ2). (0.5)

As a first fact, we show that necessarily

σ1 + σ2 > 2(N + 1) (0.6)

asσ1 andσ2 determine the rate of decay at infinity ofu1 andu2 (see Theorem 1.1).
The existence results for (P)–(0.3) derived by Spruck and Yang in [14] imply that the lower bound (0.6

“sharp”, as they construct solutions satisfying:

σ2 > 2N; σ1 + σ2 any assigned value in(2(N + 1),+∞).

Notice that, in contrast to the periodic case, this class of solutions lacks any sort of “quantization” property
corresponding flux (0.5). A first goal of this paper is to show that, actually, this is no longer the case, if we c
solutions of (P)–(0.3) withσ2 � 2N .

In this case, and when all vortex points coincide, we show that the valueσ2 also controls from above the valueσ1.
This implies that, in certain regime, (e.g.,σ2 small) the lower bound 2(N +1) in (0.6) is no longer sharp, asσ1+σ2

is now forced to remain close to the value 4(N+ 1), and any other value is ruled out. See Lemma 1.6.
Thus, forσ2 small, a sort of “quantization” property is restored asσ1 “approximately” equals to 4(N+ 1).
Our second goal, is to show that, in fact, such situation does occur. So, in Section 2, we shall focus our a

in constructing several families of solutions of (P)–(0.3) so that

σ2 = o(1) and σ1 = 4(N + 1)+ o(1). (0.7)

To this end, we provide a priori estimates (see Theorem 1.1), so that theL1-norm of eu2 uniformly estimates its
L∞-norm. Thus, requiring a smallσ2, implies that we must have eu2 also small inL∞-norm. Therefore, the firs
equation in (P) may be viewed as a “perturbation” of the following singular Liouville equation:



−�u = 4g2eu − 4π
m∑

k=1

nkδ(z − zk) in R2,

∫
R2

eu < +∞,

whose solutions may be classified according to Liouville formula (e.g., see [12]). When all vortex points co
we are able to adapt a perturbation approach introduced by Chae and Imanuvilov in [7] to construc
topological” Chern–Simons vortices, and obtain solutions of (P), “bifurcating” out of solutions of the singula
Liouville equation mentioned above. In this way, we are able to provide rather accurate pointwise estim
our solutions to ensure (0.7), together with a sharp control on their decay rate at infinity. We refer to T
2.1 and 2.2 for the precise statements. Clearly, our result furnishes a new class of solutions for (P)–(0.3) which
complements those constructed in [14].
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1. Asymptotic behavior

Consider the problem,

(P )




−�u1 = 4g2eu1 + g2eu2 − 4π
m∑

k=1

nkδ(z − zk),

�u2 = g2

2 cos2 θ

(
eu2 − φ2

0

)+ 2g2eu1 in R
2,∫

R2

eu1 < +∞,

∫
R2

eu2 < +∞,

where{z1, . . . , zm} ⊂ R2 are given points,{n1, . . . , nm} ⊂ N are given integers, andδ(z − p) denotes the Dirac
measure with pole atp ∈ R2. Let

N =
m∑

k=1

nk, c0 = g2φ2
0

8 cos2 θ

with g,φ0 given positive constants andθ ∈ (0,π/2). Set

σ1 = 2g2

π

∫
R2

eu1, σ2 = g2

2π

∫
R2

eu2. (1.1)

We devote this section to obtain the asymptotic behavior, as|x| → +∞, of a solution pair(u1, u2) for (P ) in terms
of σ1 andσ2, and to establish some interesting relation for such values. We have:

Theorem 1.1. Let (u1, u2) be a solution pair for(P ), then

(i) u+
1 ∈ L∞(R2),

u1(x) �
(
2N − (σ1 + σ2)

)
ln |x| − C, as|x| → +∞ (1.2)

for suitableC > 0,

u1(x)

ln |x| → 2N − (σ1 + σ2), as|x| → +∞, (1.3)

and so necessarily

σ1 + σ2 > 2(N + 1). (1.4)

(ii) u+
2 ∈ L∞(R2) and for suitableC0 > 0 (depending onc0 only)∥∥eu2

∥∥
L∞(R2)

� C0
∥∥eu2

∥∥
L1(R2)

. (1.5)

In addition, if

u2(x)+ c0|x − x0|2
1+ |x|1+α/2 ∈ L2(

R
2) (1.6)

for somex0 ∈ R2 andα ∈ (0,1), then

u1(x) = (
2N − (σ1 + σ2)

)
ln |x| + O(1), (1.7)

u2(x) = −c0|x − x0|2 + 1

2

(
σ1 + σ2

cos2 θ

)
ln |x| + O(1) (1.8)

as |x| → +∞.
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In order to derive Theorem 1.1 we are going to recall some basically well known facts about the functio

w(x) = 1

2π

∫
R2

(
ln |x − y| − ln(1+ |y|))f (y)dy (1.9)

with f ∈ L1(R2).

Lemma 1.1. Let

f
((

ln |f |)+ + 1
) ∈ L1(

R
2) and β = 1

2π

∫
R2

f (y)dy (1.10)

(i) if f � 0, then

w(x) � β ln
(|x| + 1

)+ C (1.11)

for suitableC > 0;

(ii)
w(x)

ln |x| → β, as|x| → +∞; (1.12)

(iii) if

ln
(
1+ |x|)f ∈ L1(

R
2), (1.13)

then

w(x) = β ln |x| + O(1), as|x| → +∞. (1.14)

We notice that properties (1.11), (1.12) and (1.14) remain valid for any other solutionv of the equation:

�v = f (1.15)

provided it admits a “slow” growth at infinity as expressed by one of the following conditions:

v+

ln |x| + 1
∈ L∞(

R
2), (1.16)

or
v

1+ |x|1+α/2 ∈ L2(
R

2), for someα ∈ (0,1). (1.17)

Corollary 1.1. Assume(1.10), and letv ∈ L1
loc(R

2) be a solution of(1.15)which satisfies(1.16)or (1.17). Then,
properties(i), (ii) and(iii) of Lemma1.2hold for v.

Proof of Corollary 1.1. Notice that the functionu = v − w is harmonic overR2 and, in view of Lemma 1.2
satisfies (1.16) or (1.17). In either caseu must be constant. Indeed, this is a well known fact in case (1.16) h
(e.g., see Lemma 4.6.1 in [17]), while it is a consequence of Proposition 1.1 in [7] in caseu satisfies (1.17). ✷
Proof of Lemma 1.1. Let us start by observing that

ln |x − y| − ln
(
1+ |y|)� ln

(|x| + 1
)
, ∀x, y ∈ R

2.

Consequently, forf � 0, property (i) can be easily derived. To obtain (ii), let|x| > 1 and consider,

σ(x) = 1

ln |x|
∫

2

(
ln |x − y| − ln

(
1+ |y|)− ln |x|)f (y)dy. (1.18)
R
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that
Thus, we must show thatσ(x) → 0 as|x| → +∞. For this purpose, write

σ(x) = σ1(x)+ σ2(x)+ σ3(x),

whereσ1, σ2 andσ3 are defined by taking the integral in (1.18) over the regionsD1 = {y ∈ R2: |x − y| < 1},
D2 = {y ∈ R2: |x − y| > 1 and |y| < ρ} andD3 = {y ∈ R2: |x − y| > 1 and |y| > ρ} respectively, withρ > 1 a
fixed constant. We estimate,∣∣σ1(x)

∣∣� 1

ln |x|
∫

{|x−y|<1}

∣∣ ln |x − y| − ln
(
1+ |y|)− ln |x|∣∣∣∣f (y)

∣∣dy
� 1

ln |x|
∫

{|x−y|<1}
ln

(
1

|x − y|
)∣∣f (y)

∣∣dy + ln(|x| + 2)+ ln |x|
ln |x|

∫
{|x−y|<1}

∣∣f (y)
∣∣dy

� 1

ln |x|
( ∫

{|x−y|<1}

dy

|x − y| +
∫

{|x−y|<1}

∣∣f (y)
∣∣(ln ∣∣f (y)

∣∣)+ dy

)

+ 2

(
1+ 1

ln |x|
) ∫

{|y|>|x|−1}

∣∣f (y)
∣∣dy

� 1

ln |x|
(
π + ∥∥f (ln |f |)+∥∥

L1(R2)

)+ 2

(
1+ 1

ln |x|
) ∫

{|y|>|x|−1}

∣∣f (y)
∣∣dy,

where we have used the well known inequality:

ab � ea + b(lnb − 1) � ea + b(lnb)+, ∀a ∈ R, b > 0

with a = ln 1
|x−y| andb = |f (y)|. Consequently,σ1(x) → 0 as|x| → +∞. Furthermore, forx ∈ R2|x| > 2ρ, we

have ∣∣σ2(x)
∣∣� 1

ln |x|
∫

{|x−y|>1,|y|<ρ}

(∣∣∣∣ ln
( |x − y|

|x|
)∣∣∣∣+ ln(ρ + 1)

)∣∣f (y)
∣∣dy

� 1

ln |x| ln
(
2(ρ + 1)

)‖f ‖L1(R2) → 0, as|x| → +∞.

Finally,

∣∣σ3(x)
∣∣� 1

ln |x|
∫

{|x−y|>1, ρ<|y|<2|x|}

(
ln |x − y| + ln

(
1+ |y|)+ ln |x|)∣∣f (y)

∣∣dy
+ 1

ln |x|
∫

{|x−y|>1, |y|>2|x|}

∣∣∣∣ ln
( |x − y|

1+ |y|
)∣∣∣∣∣∣f (y)

∣∣+ ∫
{|y|>ρ}

∣∣f (y)
∣∣dy

� 4
∫

{|y|>ρ}

∣∣f (y)
∣∣dy + 3 ln3

ln |x| ‖f ‖L1(R2) → 4
∫

{|y|>ρ}

∣∣f (y)
∣∣dy

as|x| → +∞, for any fixedρ > 1. Thus, lettingρ → +∞, we obtain the desired conclusion. Now, suppose
(1.13) holds, then to establish (iii) it remains to show that∣∣∣∣

∫
2

(
ln |x − y| − ln |x|)f (y)dy

∣∣∣∣= O(1) (1.19)
R
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hat for
as |x| → +∞. As above, we are going to estimate the integral (1.19) over various regions. Firstly, note t
|x| > 1 we have:∣∣∣∣

∫
{|x−y|<1}

(
ln |x − y| − ln |x|)f (y)dy

∣∣∣∣�
∫

{|x−y|<1}
ln

(
1

|x − y|
)∣∣f (y)

∣∣dy +
∫

{|x−y|<1}
ln |x|∣∣f (y)

∣∣dy
� π +

∫
R2

∣∣f (y)
∣∣(ln ∣∣f (y)

∣∣)+ dy +
∫
R2

ln
(
1+ |y|)∣∣f (y)

∣∣dy := C1.

On the other hand,∣∣∣∣
∫

{|x−y|>1}

(
ln |x − y| − ln |x|)f (y)dy

∣∣∣∣
�

∫
{|x−y|>1, |y|<|x|/2}

∣∣∣∣ ln
( |x − y|

|x|
)∣∣∣∣∣∣f (y)

∣∣dy +
∫

{|x−y|>1, |y|>|x|/2}

(
ln |x − y| + ln |x|)∣∣f (y)

∣∣dy
� C2

(
‖f ‖L1 +

∫
R2

ln
(
1+ |y|)∣∣f (y)

∣∣dy)

for suitableC2 > 0, and (1.19) follows. ✷
Proof of Theorem 1.1. We start with the following:

Claim 1.

sup
R2

u2 � c0

2
+ ln

(
1

π

∥∥eu2
∥∥
L1

)
. (1.20)

Note that (1.20) immediately implies (1.5). To obtain (1.20), let us use the second equation in (P ) together with
Green’s representation formula, to derive that,

u2(x) � 4c0

2π

∫
{|x−y|<r}

ln

(
r

|x − y|
)

dy + 1

2πr

∫
{|x−y|=r}

u2(y)dσ

= c0r
2 + 1

2πr

∫
{|x−y|=r}

u2(y)dσ, (1.21)

∀r > 0. Multiply both sides of (1.21) by 2r and integrate over[0,1] to obtain:

u2(x) � c0

2
+ 1

π

∫
B1(x)

u2(y)dy.

At this point, we can use Jensen’s inequality to estimate,

1

π

∫
B1(x)

u2(y)dy � ln

(
1

π

∫
B1(x)

eu2(y) dy

)
� ln

(
1

π

∥∥eu2
∥∥
L1

)
,

and conclude (1.20).

Claim 2.

u+ ∈ L∞(
R

2). (1.22)
1
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f

plies
To establish (1.22) note thatu1(x) → −∞ as x → zk , k = 1, . . . ,m. So, we need to show thatu1 is
bounded above outside a large ball which contains all pointszk ’s, k = 1, . . . ,m. To this end note that, i
x: |x| > maxk=1,...,m |zk| + 2, then∫

B1(x)

u+
1 �

∫
R2

eu1 (1.23)

and

−�u1 = 4g2eu1 + g2eu2 in B1(x)

with eu2 ∈ L1(R2) ∩ L∞(R2). So the argument given by Brezis and Merle [6] in the proof of Theorem 2 ap
word by word and yields to the estimate:

max
B1/4(x)

u1 � C

with a suitable constantC > 0 independent ofx.
To proceed further, let

w2(x) = g2

2π

∫
R2

(
ln |x − y| − ln

(
1+ |y|))eu2(y) dy. (1.24)

Hence, by Lemma 1.1, we have

w2(x) � σ2 ln
(|x| + 1

)
, ∀x ∈ R

2, (1.25)

and

w2(x)

ln |x| → σ2, as|x| → +∞. (1.26)

Define,

u0(x) =
m∑

k=1

ln |x − zk |2nk , (1.27)

and note that

u1 − u0 ∈ L∞
loc

(
R

2). (1.28)

Decompose:

u1(x) = u0(x)− w2(x)+ v1(x) (1.29)

so thatv1(x) satisfies:

v1 ∈ L∞
loc

(
R

2); −�v1(x)= 4g2eu1(x) = 4g2
m∏

k=1

|x − zk|2nke−w2(x)ev1, (1.30)

and

v+
1 (x)

ln(|x| + 1)
∈ L∞(

R
2).

Therefore, we may use Corollary 1.1 to derive that

−v1(x)� σ1
(
ln
(|x| + 1

))+ C (1.31)
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7) and
for suitableC > 0, and

v1(x)

ln |x| → −σ1, as|x| → +∞. (1.32)

In virtue of (1.25), (1.26) and (1.27), we conclude:

u1(x) �
(
2N − (σ1 + σ2)

)
ln |x| − C, as|x| → +∞

and

u1(x)

ln |x| → 2N − (σ1 + σ2) as|x| → +∞.

So, (1.2) and (1.3) are established. Consequently, we must have thatσ1 + σ2 > 2(N + 1) and∫
R2

ln
(
1+ |y|)eu1(y) dy < +∞. (1.33)

Thus, we can use part (iii) of Lemma 1.1 together with Corollary 1.1 to conclude that,

v1(x) = σ1 ln
1

|x| + O(1), as|x| → +∞. (1.34)

Finally, suppose that (1.6) holds, then we are in position to apply Corollary 1.1 to the functionv2(x) = u2(x) +
c0|x − x0|2 with f (x) = g2

2 cos2 θ
eu2 + 2g2eu1, and conclude that

u2(x)+ c0|x − x0|2
ln |x| → 1

2

(
σ1 + σ2

cos2 θ

)
as|x| → +∞.

In particular, this implies thatu2 admits exponential decay at infinity. Thus,
∫

R2 ln(1 + |y|)eu2(y) dy < +∞, and
taking into account (1.33), we derive:

w2(x) = σ2 ln |x| + O(1), as|x| → +∞, (1.35)

and

u2(x) = −c0|x − x0|2 + 1

2

(
σ1 + σ2

cos2 θ

)
ln |x| + O(1)

as|x| → +∞. Moreover, from (1.29), (1.34) and (1.35) we conclude

u1(x) =
m∑

k=1

ln |z − zk|2nk − (σ1 + σ2) ln |x| + O(1) as|x| → ∞,

and Theorem 1.1 is established.✷
Remark 1.1. We point out that, as in Lemma 1.3 of [8], it is possible to sharpen the asymptotic behavior (1.
(1.8) and prove that

∂u1

∂r
→ 2N − (σ1 + σ2),

∂u1

∂θ
→ 0,

r
∂

∂r

(
u2 + c0|x − x0|2

)→ 1

2

(
σ1 + σ2

cos2 θ

)
,

∂

∂θ

(
u2 + c0|x − x0|2

)→ 0

uniformly, asr = |x| → +∞, with (r, θ) polar coordinates inR2.
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isfying

ays
result,

n
(0.5).

y
that

oing to
by Chae
In the framework of Theorem 1.1, Spruck and Yang in [14] have constructed two families of solutions sat
the asymptotic behavior (1.7), (1.8) (withx0 = 0) and corresponding valuesσ1, σ2 free to vary as follows:

1. for the first family:σ1 ∈ (0,4) andσ1 + σ2 ∈ (2(N + 2),+∞);
2. for the second family:σ1 ∈ (0,2) and 2σ1 + σ2 ∈ (2(N + 1),+∞).

In particular, Spruck–Yang’s construction allows one to obtain a solution pair for (P ) with σ1 +σ2 equals to any
prescribed value in the interval(2(N + 1),+∞). So, (1.4) is sharp. On the other hand, their construction alw
gives,σ2 > 2N , while σ1 can take values as small as wanted. For instance, according to Spruck–Yang’s
it is possible to exhibit a family of solutions for (P ) such thatσ1 = o(1), while σ2 can take any fixed value i
(2(N + 1),+∞). Clearly, those solutions deny any sort of “quantization” property to the corresponding flux

The aim of this paper is to show that the situation is quite different in case we consider solutions of (P ) that
admit the asymptotic behavior (1.7), (1.8) withσ2 small. We see that in this caseσ1 may not be free to take an
value in the interval(2(N + 1),+∞), as (1.4) would imply. In fact, in case all vortex points coincide, we see
σ1 must remain close to the value 4(N + 1) and no other value is allowed. Thus solution of (P ) with σ2 small
are very interesting, as they seem to restore a sort of “quantization” property for the flux in (0.5). We are g
construct such class of solutions. To this purpose, we consider the following function spaces introduced
and Imanuvilov in [7].

For givenα > 0, let

Xα =
{
u ∈ L2

loc

(
R

2): ∫
R2

(
1+ |x|2+α

)∣∣u(x)∣∣2 dx < ∞
}
,

which defines a Hilbert space equipped with the scalar product

(u, v) =
∫
R2

(
1+ |x|2+α

)
uv.

Denote with‖ · ‖Xα the corresponding norm onXα . Also let

Yα =
{
u ∈ W

2,2
loc

(
R

2): �u ∈ Xα,
u

(1+ |x|)1+α/2 ∈ L2(
R

2)}.
It defines a Hilbert space with corresponding natural scalar product and norm:

‖u‖2
Yα

= ‖�u‖2
Xα

+
∥∥∥∥ u(x)

1+ |x|1+α/2

∥∥∥∥
2

L2(R2)

.

We refer to [7] for the relevant properties of those spaces. In particular, from [7] we recall,

Proposition 1.1. (a)Xα ↪→ L1(R2) continuously,Yα ↪→ C0
loc(R

2).
(b) If α ∈ (0,1) andu ∈ Yα is harmonic, thenu is constant.
(c) There exists a constantC1 > 0 such that for allu ∈ Yα

∣∣u(x)∣∣� C1‖u‖Yα

((
ln |x|)+ + 1

)
, ∀x ∈ R

2.
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truct

en
Notice that assumption (1.6) is motivated by considering solutions of (P ) in the spaceYα × Yα . In fact, as an
easy consequence of Theorem 1.1, it follows:

Corollary 1.2. Under the assumptions of Theorem1.1we have

(i) U1 := u1 − u0 ∈ Yα,U2 := u2 + c0|x − x0|2 ∈ Yα and

eu1 ∈ Xα for everyα ∈ (0,2
(
σ1 + σ2 − 2(N + 1)

))
(1.36)

(ii) 1
2U1 + U2 ∈ Yα andeu2 ∈ Xα, ∀α > 0.

To complement the situation analyzed by Spruck and Yang in [14], we consider solutions of (P ) with σ2 � 2N .
In this case, the following interesting estimate holds, when all vortex points coincide.

Lemma 1.2. Let (u1, u2) be solutions of(P ) with z1 = z2 = · · · = zm and such thateu2 ∈ Xα with α > 2 and
σ2 � 2N . For anyq ∈ (2, α+4

3 ) there exists a constantCq = C(q, c0, α) > 0 such that∣∣σ1 + 2σ2 − 4(N + 1)
∣∣� Cqσ

(q−2)/q
2

∥∥eu2
∥∥2/q
Xα

. (1.37)

Remark 1.2. Clearly, estimate (1.37) bears interesting consequences in case‖eu2‖Xα (and henceσ2) is small, as it
forcesσ1 to remain close to the value 4(N + 1). Such a situation can actually occur, as we are going to cons
family of solutions(u1,ε, u2,ε) for (P ) (when all vortex points coincide) such that, asε → 0, ‖eu2,ε‖Xα = o(1), so

σ2,ε = g2

2π

∫
R2

eu2,ε = o(1), (1.38)

σ1,ε = 2g2

π

∫
R2

eu1,ε = 4(N + 1)+ o(1). (1.39)

Proof. Without loss of generality suppose thatz1 = · · · = zm = 0. Thus, by (1.30) we have:

v1 ∈ L∞
loc

(
R

2), −�v1 = 4g2|x|2Ne−w2(x)ev1

with w2 as defined in (1.24). Since eu2 ∈ Xα , then we also have
∫

R2 ln(1 + |x|)eu2(x) dx < +∞, and in view of
Lemma 1.2, we derive

w2(x) = σ2 ln
(|x| + 1

)+ O(1).

Consequently, settingR(x) = 4g2|x|2Ne−w2(x), we see that

R(x) = O
(|x|2N−σ2

)
, (1.40)

and, by assumption, 2N − σ2 � 0. Furthermore,∫
R2

R(x)ev1(x) dx = 4g2
∫
R2

eu1 = 2πσ1 (1.41)

and, from (1.40), we get
∫

R2(1 + |x|2N−σ2)ev1 < +∞. Thus, we are in position to apply Theorem 1 (wh
2N = σ2), or Theorem 2 (when 2N > σ2) of Chen and Li [8], to conclude:
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oice of

1),

incide
πσ1(σ1 − 4) =
∫
R2

x · ∇R(x)ev1(x) dx

= 4g2
(

2N
∫
R2

R(x)ev1 −
∫
R2

x · ∇w2(x)R(x)ev1

)

= 4πNσ1 − 2πσ2σ1 − 4g2
∫
R2

(
x · ∇w2(x)− σ2

)
R(x)ev1.

That is,

∣∣σ1 + 2σ2 − 4(N + 1)
∣∣� 4g2

πσ1

∫
R2

∣∣x · ∇w2(x)− σ2
∣∣R(x)ev1(x) dx. (1.42)

On the other hand, by (1.24) we have:

∣∣x · ∇w2(x)− σ2
∣∣� g2

2π

∫
R2

|y|
|x − y|e

u2(y) dy � g2

2π

∫
R2

(1+ |y|) 2+α
q eu2(y)

|x − y|(1+ |y|) 2+α
q −1

dy

� g2

2π

( ∫
R2

(
1+ |y|)2+αequ2 dy

) 1
q
( ∫

R2

dy

|x − y| q
q−1 (1+ |y|) 2+α−q

q−1

) q−1
q

� g2

2π

∥∥eu2
∥∥ q−2

q

L∞(R2)

∥∥eu2
∥∥2/q
Xα

( ∫
{|x−y|<1}

dy

|x − y| q
q−1

+
∫

{|x−y|�1}

dy

(1+ |y|) 2+α−1
q−1

) q−1
q

.

At this point, the desired estimate (1.37) follows, by means of (1.5), and the observation that, by the ch
q ∈ (2, α+4

3 ) we have 1< q
q−1 < 2<

2+α−q
q−1 . Thus,

∣∣x · ∇w2(x)− σ2
∣∣� C1,q

∥∥eu1
∥∥ q−2

q

L1(R2)

∥∥eu2
∥∥ 2

q

Xα
(1.43)

with a suitable constantC1,q > 0 independent ofx ∈ R2. Hence, we can use (1.43) in (1.42), and by (1.4
obtain (1.37). ✷

2. Existence result

We devote this section to the construction of a four-parameter family of solutions for (P ) in case all vortex
points coincide, such that (1.38) and (1.39) hold. Without loss of generality we take all vortex points to co
with the origin and obtain,

Theorem 2.1. Let z1 = z2 = · · · = zm = 0, there existsε0 > 0 sufficiently small such that problem(P) admits a
five-parameters family of solutions(uε

1,α, u
ε
2,α) with ε ∈ (−ε0, ε0), α ∈ R4 and|α| < ε0 satisfying:

(i)
1

ε

∥∥eu
ε
2,α
∥∥
Xα

= O(1) ∀α > 0,
2g2

π

∫
2

eu
ε
1,α = 4(N + 1)+ εO(1) asε → 0,
R
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lem:

ce
(ii)

uε
1,α(x) = −

[
2(N + 2)+ ε

(
1

2c0

(
(N + 1)!
cN+1

0

− 1

)
+ βε

1,α

)]
ln |x| + O(1),

uε
2,α(x) = −c0|x|2 + (

2(N + 1)+ βε
2,α

)
ln |x| + ln ε + O(1) as|x| → ∞,

whereβε
1,α → 0, βε

2,α → 0 asε → 0, |α| → 0, andO(1) denotes a quantity bounded uniformly in(ε,α).

In order to obtain Theorem 2.1, we shall establish a more general existence result concerning the prob

(Pε)




−�u1 = 4g2eu1 + g2eu2 − 4π
m∑

k=1

nkδ(z − εzk),

�u2 = g2

2 cos2 θ

(
eu2 − φ2

0

)+ 2g2eu1,∫
R2

eu1 < ∞,

∫
R2

eu2 < ∞

with z1, . . . , zm arbitrarily given points inR2 and smallε ∈ R. For this purpose, it is convenient to introdu
complex notation and identify the pairx = (x1, x2) ∈ R2 with the complex numberz = x + iy ∈ C. Let

fε(z) = (N + 1)
m∏

k=1

(z − εzk)
nk , and Fε(z) =

z∫
0

fε(ξ)dξ. (2.1)

For anya ∈ C, define,

ηε,a(z) = 8|fε(z)|2
(1+ |Fε(z)+ a|2)2 , (2.2)

and consider the radial functionρ = ρ(r) so that,

ρ(|z|) := ηε=0,a=0(z) = 8(N + 1)2|z|2N
(1+ |z|2N+2)2

. (2.3)

As well known (e.g., [12]),∀ε � 0 and∀a ∈ C we have

−� lnηε,a = ηε,a − 4π
m∑

k=1

nkδ(z − εzk), in R
2,∫

R2

ηε,a = 8π(N + 1).
(2.4)

We shall look for solutions of (Pε) with a specific structure. Namely, we set

u1(z) = lnηε,a(z)+ ε
(
w1(z)+ v1(z)

)− 2 ln2g,

u2(z) = −c0|z|2 + w2(z)+ ln ε − 2 lng + v2(z),
(2.5)

wherew2 is the radial function given by

w2(r) = ln
(
1+ r2N+2), (2.6)

and so, it satisfies

�w2 = ρ
,

2
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nction
while w1 is the radial solution inYα , α ∈ (0, 1
2) of the equation:

�w + ρw + e−c0|z|2(1+ |z|2N+2)= 0 in R
2, (2.7)

as constructed in Lemma 2.1 of [7]. Consequently, relative to the unknowns(v1, v2), problem(Pε) becomes:

(P′
ε)




−�v1 = e−c0|z|2+w2+v2 + ηε,a
(eε(v1+w1) − 1)

ε
− ρw1 − e−c0|z|2+w2,

�v2 = ε

2 cos2 θ
e−c0|z|2+w2+v2 + 1

2
ηε,aeε(v1+w1) − ρ

2
,

as it follows by direct computations. Notice that, by continuity problem (P′
ε) may be considered also atε = 0, and

for a = 0, (P′
ε=0) admits the (trivial) solutionv1 = v2 = 0. Forε small we aim to construct solutions for (P′

ε) which
“bifurcate” from such trivial solution. To this purpose, we start by collecting some useful properties of the fu
w1, which will be established in Appendix A.

Lemma 2.1. Problem(2.7)admits a radial solutionw1 such that

(i) w1 ∈ Yα, ∀α ∈
(

0,
1

2

)
;

(ii)

w1(r) = 1

2c0

(
1− (N + 1)!

cN+1
0

)
ln r + O(1), asr → +∞;

rdw1

dr
→ 1

2c0

(
1− (N + 1)!

cN+1
0

)
, asr → +∞;

(iii)

+∞∫
0

(
−2ρ(r)w1(r)

r2(N+1)

(1+ r2(N+1))2
+ e−c0r

2
r2(N+1)

1+ r2(N+1)

)
r dr = 1

2c0
.

From now on, the functionw1 in (2.5) is chosen according to Lemma 2.1.
For fixedα > 0 define the operator

P :Yα
2 × C × R → Xα

2

by settingP = (P1,P2) with

P1(v1, v2, a, ε) = �v1 + e−c0|z|2+w2+v2 + ηε,a
(eε(v1+w1) − 1)

ε
− ρw1 − e−c0|z|2+w2,

P2(v1, v2, a, ε) = �v2 − ε

2 cos2 θ
e−c0|z|2+v2+w2 − 1

2
ηε,aeε(v1+w1) − ρ

2
,

and extended by continuity atε = 0. Thus,P(0,0,0,0) = (0,0), and finding a solution for problem(P′
ε) is now

reduced to finding a smallε0 > 0 and an implicit function

ε �→ (v1,ε, v2,ε, aε) : (−ε0, ε0) → Yα
2 × C

satisfyingP(v1,ε, v2,ε, aε, ε) = 0, ∀ε ∈ (−ε0, ε0). To this end, leta = a1 + ia2 and observe that,

∂ηε,a(z)

∂a

∣∣∣∣ = −4ρϕ+,
∂ηε,a(z)

∂a

∣∣∣∣ = −4ρϕ−, (2.8)

1 a=0,ε=0 2 a=0,ε=0
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d

where, in polar coordinates,

ϕ+(r, θ) = rN+1 cos(N + 1)θ

1+ r2N+2
, ϕ−(r, θ) = rN+1 sin(N + 1)θ

1+ r2N+2
.

Therefore, the linearized operatorP ′
(v1,v2,a)

= (P ′
1,(v1,v2,a)

,P ′
2,(v1,v2,a)

) of P at (0,0,0,0) may be easily compute
as given by,

P ′
1,(v1,v2,a)

(0,0,0,0)[ψ1,ψ2, b] = �ψ1 + ρψ1 + e−c0|z|2+w2ψ2 − 4ρw1ϕ+b1 − 4ρw1ϕ−b2,

P ′
2,(v1,v2,a)

(0,0,0,0)[ψ1,ψ2, b] = �ψ2 + 2ρϕ+b1 + 2ρϕ−b2.

SetP ′
(v1,v2,a)

(0,0,0,0)= A, we have:

Proposition 2.1. Letα ∈ (0, 1
2), then the operatorA :Y 2

α × C → X2
α is onto, and

KerA = Span
{
(ϕ+,0), (ϕ−,0), (ϕ0,0), (ω1,1)

}× {0},
whereϕ0 is the radial function:

ϕ0(r) = 1− r2(N+1)

1+ r2(N+1)
, r = |z|.

Proof. In order to prove Proposition 2.1, we recall the following result established in [7] for the operator

L = � + ρ :Yα → Xα.

Namely, ifα ∈ (0, 1
2), then

KerL = Span{ϕ+, ϕ−, ϕ0}, (2.9)

(see Lemma 2.4 in [7]) and

ImL =
{
f ∈ Xα :

∫
R2

f ϕ± = 0

}
(2.10)

(see Proposition 2.2 in [7]). Now, let(f1, f2) ∈ X2
α , we seek(ψ1,ψ2, b) ∈ Y 2

α × C, b = b1 + ib2 such that

�ψ1 + ρψ1 + e−c0|z|2+w2ψ2 − 4ρw1ϕ+b1 − 4ρw1ϕ−b2 = f1, (2.11)

and

�ψ2 + 2ρϕ+b1 + 2ρϕ−b2 = f2. (2.12)

We start by considering (2.12). Decompose

ψ2 = φ2 + 2d1ϕ+ + 2d2ϕ−, (2.13)

where the constantsd1, d2 will be specified later, andφ2 ∈ Yα :∫
R2

�φ2ϕ± = 0. (2.14)

Therefore, recalling that�ϕ± + ρϕ± = 0, (2.12) holds if and only if

�φ2 = 2(d1 − b1)ρϕ+ + 2(d2 − b2)ρϕ− + f2. (2.15)
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9)
In order to meet the orthogonality condition (2.14), necessarily:∫
R2

f2ϕ+ + 2(d1 − b1)

∫
R2

ρϕ2+ = 0;
∫
R2

f2ϕ− + 2(d2 − b2)

∫
R2

ρϕ2− = 0. (2.16)

By elementary calculations, we see that∫
R2

ρϕ2± = 2

3
π(N + 1).

So (2.16) requires the choise:

d1 = b1 − 3

4π(N + 1)

∫
R2

f1ϕ+, d2 = b2 − 3

4π(N + 1)

∫
R2

f2ϕ−. (2.17)

Hence, inserting (2.17) into (2.15), and letting

f = f2 −
(

3

2π(N + 1)

∫
R2

f2ϕ+
)
ρϕ+ −

(
3

2π(N + 1)

∫
R2

f2ϕ−
)
ρϕ− ∈ Xα,

it suffices to take

φ2(x) = 1

2π

∫
R2

ln |x − y|f (y)dy, (2.18)

in order to obtain a solution for (2.14)–(2.15) inYα .
Thusψ2 in (2.13) is determined by (2.17) and (2.18). Now, insert suchψ2 into (2.11) to obtain:

�ψ1 + ρψ1 = g1 − 2
(
e−c0|z|2+w2 − 2ρw1

)
(b1ϕ+ + b2ϕ−) (2.19)

with

g1 = f1 − e−c0|z|2+w2

[
φ2 − 3

2π(N + 1)

(
ϕ+
∫
R2

f2ϕ+ + ϕ−
∫
R2

f2ϕ−
)]

,

andφ2 given in (2.18). Next, we are going to chooseb1 andb2 in order to insure that the right hand side of (2.1
satisfies to the orthogonality conditions required by (2.10). Namely, we impose:∫

R2

g1ϕ+ − 2b1

∫
R2

(
e−c0|z|2+w2 − 2ρw1

)
ϕ2+ = 0, (2.20)

∫
R2

g1ϕ− − 2b2

∫
R2

(
e−c0|z|2+w2 − 2ρw1

)
ϕ2− = 0. (2.21)

Recalling (2.6), we can use part (iii) of Lemma 2.1 to obtain:

∫
R2

(
e−c0|z|2+w2 − 2ρw1

)
ϕ2± dx = π

+∞∫
0

(
e−c0r

2(
1+ r2(N+1))− 2ρ(r)w1(r)

) r2(N+1)

(1+ r2(N+1))2
r dr = π

2c0
.

Consequently, we may choose:

b1 = c0

π

∫
2

g1ϕ+, b2 = c0

π

∫
2

g1ϕ−,
R R
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s

w

even

m of the
and obtain that the right-hand side of (2.19) belongs to the image of the operatorL = � + ρ when defined
over Yα (see (2.10)). Thus we deriveψ1 and the desired conclusion follows. Next, to determine KerA, take
f1 = f2 = 0 in the above computations. We find immediately, thatd1 = b1 = 0, d2 = b2 = 0, and�φ2 = 0. Hence,
by Proposition 1.1(b),φ2 must be a constant. Ifφ2 = 0, theng1 = 0 and we must takeψ1 ∈ kerL. If φ2 �= 0, say
φ2 = 1, theng1 = −e−c0|z|2+ω2 andψ1 must satisfy:�ψ1 +ρψ1 + e−c0|z|2+ω2 = 0. Thus,ψ1 ∈ ω1 + kerL and we
conclude that kerA = W × {0} with W ⊂ Y 2

α given by

W = Span
{
kerL× {0}, (ω1,1)

}
(2.22)

as claimed. ✷
Denote byVα ⊂ Yα

2 the space orthogonal toW defined in (2.22) with respect to the scalar product inYα
2.

Hence, we may write:

Yα
2 = Vα ⊕ W.

Furthermore, for givenr > 0 denote by:

Qr = {
(ε,α) ∈ R

5: ε ∈ (−r, r) andα = (s,α0, α1, α2) ∈ R
4, |α| < r

}
.

By a direct application of the Implicit Function Theorem (see Theorem 2.7.5 in [11]) we may conclude:

Theorem 2.2. Letα ∈ (0,1/2) there existsε0 > 0 sufficiently small and continuous functions

a(ε,α) :Qε0 → C, v(ε,α) = (
(v1(ε,α)), v2(ε,α)

)
:Qε0 → Vα,

all vanishing atε = 0 andα = 0, such that∀ε ∈ (−ε0, ε0) problem(Pε) admits a four-parameter family of solution
(uε

1,α, u
ε
2,α), α = (s,α0, α1, α2) ∈ R4, |α| < ε0, which decompose as follows:

uε
1,α = lnηε,a(ε,α) + ε

(
(1+ s)w1 + α0ϕ0 + α1ϕ+ + α2ϕ− + v1(ε,α)

)− 2 ln2g,

uε
2,α = −c0|z|2 + w2(z)+ ln ε − 2 lng + s + v2(ε,α).

At this point, if we takez1 = z2 = · · · = zm = 0, then problem (P) and(Pε) are one and the same, and in vie
of (2.2), (2.4), (2.6), Lemma 2.1(ii), and Proposition 1.1(c), we easily derive Theorem 2.1.

Final remark. It would be interesting to know whether or not a result similar to Theorem 2.1 remains valid
when the vortex points do not coincide.
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Appendix A

In order to establish Lemma 2.1, let us consider the operator

L1 = d2
+ 1 d + ρ (A.1)
dr2 r dr
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ral

with
given by the restriction of the operatorL = � + ρ over the radial functions. Thus, we wish to solve

L1w = f (A.2)

with f (r) = −e−c0r
2+w2(r) = −e−c0r

2
(1 + r2(N+1)). Chae and Imanuvilov in [7] have obtained an integ

representation for solutions of (A.2) in case

f ∈ C1(R+)∩ Xα and α ∈
(

0,
1

2

)
. (A.3)

Lemma A.1 (see Lemma 2.1 in [7]).Assume(A.3), then(A.2) admits a solutionw ∈ Yα given by the formula

w(r) = ϕ0(r)

{ r∫
0

φf (s) − φf (1)

(1− s)2
ds + φf (1)r

1− r

}
(A.4)

with

φf (r) = (
ϕ0(r)

)−2 (1− r)2

r

r∫
0

ϕ0(t)tf (t)dt, ϕ0(r) = 1− r2(N+1)

1+ r2(N+1)
,

whereφf (1) andw(r) are extended by continuity atr = 1.

In order to obtain the solutionw1 as claimed in Lemma 2.1, we shall use such a representation formula
f (r) = −e−c0r

2
(1+ r2(N+1)). To this purpose, for givenn ∈ N, let

In(r) =
r∫

0

(
1− t2n

)
te−c0t

2
dt, (A.5)

and notice that

φf (r) = −(ϕ0(r)
)−2 (1− r)2

r
IN+1(r). (A.6)

Lemma A.2. The following identity holds:

In(r) = 1

2c0

[
1− n!

cn0
− e−c0r

2

(
1−

n∑
k=0

r2(n−k)

ck0

n!
(n− k)!

)]
. (A.7)

Proof. We shall proceed by induction. Forn = 1,

In=1(r) =
r∫

0

(
1− t2

)
te−c0t

2
dt

= − 1

2c0
e−c0t

2
∣∣∣∣
t=r

t=0
+ 1

2c0

r∫
0

d

dt
e−c0t

2
t2 dt

= 1

2c0

(
1− e−c0r

2 + r2e−c0r
2 − 2

r∫
te−c0t

2
dt

)

0
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= 1

2c0

[
1− e−c0r

2 + r2e−c0r
2 + 1

c0

(
e−c0r

2 − 1
)]

= 1

2c0

[
1− 1

c0
− e−c0r

2
(

1− r2 − 1

c0

)]
,

and (A.7) is established forn = 1. Now assume that (A.7) holds forn � 1, and we proceed to prove it forn+ 1. To
this end, notice that

In+1(r) =
r∫

0

(
1− t2(n+1))te−c0t

2
dt

= 1

2c0

(
1− e−c0r

2 + r2(n+1)e−c0r
2 − 2(n+ 1)

r∫
0

t2nte−c0t
2
dt

)

= 1

2c0

(
1− e−c0r

2 + r2(n+1)e−c0r
2 + 2(n+ 1)In(r)− 2(n+ 1)

r∫
0

te−c0t
2
dt

)

= 1

2c0

[
1− e−c0r

2 + r2(n+1)e−c0r
2 + 2(n+ 1)In(r)+ n + 1

c0

(
e−c0r

2 − 1
)]

.

Thus, if we apply the inductive assumption (A.7), substituting above, we find

In+1(r) = 1

2c0

[
1− e−c0r

2 + r2(n+1)e−c0r
2 + 2(n+ 1)

2c0

(
1− n!

cn0

− e−c0r
2

(
1−

n∑
k=0

r2(n−k)

ck0

n!
(n− k)!

))
+ n+ 1

c0
e−c0r

2 − n+ 1

c0

]

= 1

2c0

[
1− (n+ 1)!

cn+1
0

− e−c0r
2

(
1− r2(n+1) −

n∑
k=0

r2(n−k)

ck+1
0

(n+ 1)!
(n − k)!

)]

= 1

2c0

[
1− (n+ 1)!

cn+1
0

− e−c0r
2

(
1− r2(n+1) −

n+1∑
k=1

r2[(n+1)−k]

ck0

(n+ 1)!
(n + 1− k)!

)]

= 1

2c0

[
1− (n+ 1)!

cn+1
0

− e−c0r
2

(
1−

n+1∑
k=0

r2[(n+1)−k]

ck0

(n+ 1)!
(n + 1− k)!

)]

and the desired identity is established.✷
An immediate consequence of Lemma 3.2 gives

IN+1(r) → 1

2c0

(
1− (N + 1)!

cN+1
0

)
:= γ0 asr → +∞. (A.8)

Furthermore, forr > 2, inserting (A.7) into (A.4), we find

w1(r) = −ϕ0(r)

r∫ (
1+ t2(N+1)

1− t2(N+1)

)2
IN+1(t)

t
dt + O(1)
2
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tation,

nd
= −ϕ0(r)

r∫
2

(
1+ t2(N+1)

1− t2(N+1)

)2
γ0

t
dt + O(1)

= −γ0ϕ0(r) ln r + O(1).

Consequently,

w1(r) = γ0 ln r + O(1), asr → +∞. (A.9)

On the other hand, forr → +∞,

r dw1

dr
(r) = −rϕ′

0(r)
(
ϕ0(r)

)−1
w1(r)− (

ϕ0(r)
)−1

IN+1(r)+ O

(
1

r

)

= −(ϕ0(r)
)−1

[
IN+1(r)+ 4(N + 1)r2(N+1)

(1+ r2(N+1))2
w1(r)+ O

(
1

r

)]
.

So, taking into account (A.9), we immediately conclude that

r dw1

dr
(r) → γ0 asr → +∞ (A.10)

and, part (ii) of Lemma 2.1 follows by (3.9) and (3.10). In order to establish (iii), notice that, by direct compu
we find

1

2
L1

(
1

(1+ r2(N+1))2

)
= 8(N + 1)2r4N+2

(1+ r2(N+1))4
= ρ(r)r2(N+1)

(1+ r2(N+1))2
,

while, by definition,L1w1 = −e−c0r
2
(1 + r2(N+1)). Therefore, in view of the asymptotic behaviors (A.9) a

(A.10) ofw1 asr → +∞, we can use integration by parts, to obtain:

+∞∫
0

ρ(r)
r2(N+1)

(1+ r2(N+1))2
w1(r)r dr

= 1

2

+∞∫
0

L1

(
1

(1+ r2(N+1))2

)
w1(r)r dr

= 1

2

+∞∫
0

d

dr

(
r

d

dr

1

(1+ r2(N+1))2

)
w1(r)dr + 1

2

+∞∫
0

ρ(r)w1(r)
1

(1+ r2(N+1))2
r dr

= 1

2

+∞∫
0

d

dr

(
r

d

dr
w1(r)

)
1

(1+ r2(N+1))2
dr + 1

2

+∞∫
0

ρ(r)w1(r)
1

(1+ r2(N+1))2
r dr

= 1

2

+∞∫
0

L1w1
1

(1+ r2(N+1))2
r dr = −1

2

+∞∫
0

e−c0r
2

1+ r2(N+1)
r dr.

Consequently,

+∞∫
0

(
e−c0r

2
r2(N+1)

1+ r2(N+1)
− 2ρ(r)w1(r)r

2(N+1)

(1+ r2(N+1))2

)
r dr =

+∞∫
0

e−c0r
2
r dr = 1

2c0
. ✷
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