Available online at www.sciencedirect.com

ANNALES

° ° DE L'INSTITUT
ScienceDirect HENRI

CrossMark POINCARE

e . ANALYSE
S NON LINEAIRE

ELSEVIER Ann. L. H. Poincaré — AN 32 (2015) 41-58

www.elsevier.com/locate/anihpc

Time fluctuations in a population model of adaptive dynamics

Sepideh Mirrahimi “**, Benoit Perthame ““, Panagiotis E. Souganidis '

4 CNRS, Institut de Mathématiques de Toulouse UMR 5219, 31062 Toulouse, France
b Université de Toulouse, UPS, INSA, UT1, UTM, IMT, 31062 Toulouse, France
¢ UPMC Université Paris 06, Laboratoire Jacques-Louis Lions, CNRS UMR7598, 4 pl. Jussieu, 75005 Paris, France
d INRIA EPI BANG and Institut Universitaire de France, France
€ The University of Chicago, Department of Mathematics, 5734 S. University Avenue, Chicago, IL 60637, USA

Received 29 May 2013; received in revised form 1 October 2013; accepted 5 October 2013
Available online 17 October 2013

Abstract

We study the dynamics of phenotypically structured populations in environments with fluctuations. In particular, using novel
arguments from the theories of Hamilton—Jacobi equations with constraints and homogenization, we obtain results about the evo-
lution of populations in environments with time oscillations, the development of concentrations in the form of Dirac masses, the
location of the dominant traits and their evolution in time. Such questions have already been studied in time homogeneous envi-
ronments. More precisely we consider the dynamics of a phenotypically structured population in a changing environment under
mutations and competition for a single resource. The mathematical model is a non-local parabolic equation with a periodic in time
reaction term. We study the asymptotic behavior of the solutions in the limit of small diffusion and fast reaction. Under concavity
assumptions on the reaction term, we prove that the solution converges to a Dirac mass whose evolution in time is driven by a
Hamilton—Jacobi equation with constraint and an effective growth/death rate which is derived as a homogenization limit. We also
prove that, after long-time, the population concentrates on a trait where the maximum of an effective growth rate is attained. Finally
we provide an example showing that the time oscillations may lead to a strict increase of the asymptotic population size.
© 2013 L'Association Publications de I'Institut Henri Poincaré. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Phenotypically structured populations can be modeled using non-local Lotka—Volterra equations, which have the
property that, in the small mutations limit, the solutions concentrate on one or several evolving in time Dirac masses.
A recently developed mathematical approach, which uses Hamilton—Jacobi equations with constraint, allows us to
understand the behavior of the solutions in constant environments [5,12,1,10].
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Since stochastic and periodic modulations are important for the modeling [9,14,15,8,16], a natural and relevant
question is whether it is possible to further develop the theory to models with time fluctuating environments.

In this note we consider an environment which varies periodically in time in order, for instance, to take into account
the effect of seasonal variations in the dynamics, and we study the asymptotic properties of the initial value problem

t
ENg =n€R<x, -, Ig(t)> + ezAng in RY x 0, 00),
&

ne(-,0)=ng, inR", (1)
1= [ weomndx,
RN
where
R:RY xR x [0,00) — R is smooth and 1-periodic in its second argument. 2)

The population is structured by phenotypical traits x € R with density n.(x, ¢) at time ¢. It is assumed that there
exists a single type of resource which is consumed by each individual trait x at a rate ¥ (x); I.(¢) is then the total
consumption of the population. The mutations and the growth rate are represented respectively by the Laplacian term
and R. The novelty is the periodic in time dependence of the growth rate R. The small coefficient ¢ is used to consider
only rare mutations and to rescale time in order to study a time scale much larger than the generation one.

To ensure the survival and the boundedness of the population we assume that R takes positive values for “small
enough populations” and negative values for “large enough populations”, i.e., there exists a value /s > 0 such that

1

max R(x,s,I)y)=0 and X := {xeRN, /R(x,s,O)ds>O}7éVJ. 3
0<s<1, xeRN
0
In addition the growth rate R satisfies, for some positive constants K;,i = 1,...,7,and all (x,s, ) € RY xR x [0, Iy]
and A > 0, the following concavity and decay assumptions:
—2K| < DiR(x,s,1) < —=2K2,  —K3—Ki|x]> <R(x,s,1) < Ka — Ko x|, )
D}Re L®(RY x (0,1) x [0,A]) and |D},R|<K7. (6)

The “uptake coefficient” ¥ : RN — R must be regular and bounded from above and below, i.e., there exist positive
constants v, ¥y and Kg such that

O<¥ym<y¥<yyu and [¥lc2<Ks. (7

We also assume that the initial datum is “asymptotically monomorphic”, i.e., it is close to a Dirac mass in the sense
that there exist x° € X, po > 0 and a smooth ug :RY — R such that

noe = etese and, as ¢ — 0, (8)
ne (-, 0) — 0°8(- —x%)  weakly in the sense of measures. )
£—>
In addition there exist constants L; > 0,i =1, ..., 4, and a smooth u% : RN — R such that, for all x € RY,
—2L11 < D2’ < 21051, —L3— L|x|> <ul(x) < Ly — La|x|?, ma§vu°(x)=0=u°(x°) (10)
xeR

and, as € — 0,

u’ — u® locally uniformly in RV, (11)

Finally, in order to ensure the same control on D?u as for D?u?, it is necessary to impose the following compatibility
relation on the parameters in the initial data and in the growth rate R:

413 < Ky < Ky <4L3. (12)
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To state our results we first need, as it is the case in homogenization, a cell problem given by the following lemma:

Lemma 1.1. Assume (3), (5) and (7). For all x € X, there exists a unique 1-periodic positive solution Z(x,s) : [0, 1] —

O, Ip) to
iI(x s)=T(x s)R(x s, L(x s))
ds b 9 bl 9 9 9 (13)
I(x,0)=Z(x,1).
Moreover, as X > x — xg € 0X,
max Z(x,s)— 0. (14)
<s<ld

In view of (14), for x € dX, we define, by continuity, Z(x, s) = 0. The function Z(x, s) helps us to identify the
weak limit of /¢ (7) (see Lemma 2.1). It also helps to derive, using a homogenization process, an effective growth rate
R which will replace R (see Theorem 1.2) and is defined, for all x € R and y € X’ (here X stands for the closure of
X), by

1

R(x,y) :=/R(x,s,I(y,s)) ds. (15)
0

Notice that, integrating (15) above in s and using the periodicity, we always have, for x € X',
Rx,x)=0. (16)

Moreover, if y € 04X, then R(x, y) = fol R(x,s,0)ds. Finally, it is immediate from (4) and (15), that R(x, y) is
strictly concave in the first variable.

Our first result is about the behavior of the n,’s as ¢ — 0. It asserts the existence of a fittest trait x(z) and a total
population size p(¢) at time ¢ and provides a “canonical equation” for the evolution in time of X in terms of the
“effective fitness” R(x, y). In the sequel, D;R denotes the derivative of R with respect to the first argument.

Theorem 1.2 (Limit as ¢ — 0). Assume (2)—(12). There exist a fittest trait X € C! ([0, 00); X) and a total population
size p € C!([0, 00); (0, 0)) such that, along subsequences ¢ — 0,

ne(-, 1) — é(t)S(' — f(z)) weakly in the sense of measures,
I, — I:=py(X) in L%(0, 00) weak-,

and
t
R (x, - I (t)) —_— R(x, )?(t)) weakly in the sense of measures in t and strongly in x.
e

Moreover, X satisfies the canonical equation
= — —1 — —
X(t) = (—=Diu(x(1),1))" - DIR(¥(1), X(1)). (17)

We note that, in the language of adaptive dynamics, R(y, x) can be interpreted as the effective fitness of a mutant y
in a resident population with a dominant trait x, while DR is usually called the selection gradient, since it represents
the capability of invasion. The extra term (—D)%u()?(t), 1))~! is an indicator of the diversity around the dominant trait
in the resident population.

The second issue is the identification of the long time limit of the fittest trait x. We prove that, in the limit ¢t — oo,
the population converges to a so-called Evolutionary Stable Distribution (ESD) corresponding to a distribution of
population which is stable under introduction of small mutations (see [11,6,7] for a more detailed definition). See
also [4,13] for recent studies of the local and global stability of stationary solutions of integro-differential population
models in constant environments.
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Theorem 1.3 (Limit as t — 00). In addition to (2)—(12) assume that either N =1 or, if N > 1, R is given, for some
smooth b,d, B, D : RN — (0, 00) by

R(x,s,1)=b(x)B(s,I) —d(x)D(s, I). (18)

Then, as t — 00, the population reaches an Evolutionary Stable Distribution 0000 (- — Xo0), i.€., 0(t) —> 000 and
X(t) — Xo0, Where 0o > 0 and X 5, are characterized by (I is defined in (13))

1
1
R(Xoos Xco) =0=max R(x,Xe0) and 0oo=—— /I(foo,s)ds. (19)
x€RN Y (Xoo) 0
The proof of the above result for a growth rate R given by (18) is based on a Lyapunov functional defined by
b(x(t
L(t) = ()f( )).
d(x(1))

Notice that we do not claim the uniqueness of the Evolutionary Stable Distribution. Indeed there may exist several
(Poo, X o) satisfying (19). Here we only prove that there exists (000, Xoo) satisfying (19) such that, as t — oo, the
population converges t0 0od (- — Xo)-

The difference between our conclusions and the results for time homogeneous environments in [10] is that, in
the canonical equation (17), the growth rate R is replaced by an effective growth rate R which is derived after a
homogenization process. Moreover, we are only able to prove that the I.’s converge in L* weak-* and not a.e., which
is the case for constant environments in [10]. This adds a difficulty in Theorem 1.3 and it is the reason why we are not
able to describe, without additional assumptions, the long-time limit behavior of the fittest trait X for general growth
rate R when N > 1. This remains an open question.

In Section 3.3, we give an example of R not satisfying the assumptions of Theorem 1.3 for which x(¢) exhibits
a periodic behavior. This example fits the structure (22) below with general concavity properties on R but it is not
necessarily derived from a homogenization limit.

The proofs use in a fundamental way the classical Hopf—Cole transformation

u, =¢elnnyg, (20)

which yields the following Hamilton—Jacobi equation for u,:

t
ey = R(x, =, I(t) ) + |Dyue* + eAue.  inRY x (0, 00),
’ e 1)

e (-, 0) = ul in RV,

The next theorem describes the behavior of the u,’s, as ¢ — 0 (recall that R is defined in Section 2).

Theorem 1.4. Assume (2)—(12). Along subsequences ¢ — 0, ug — u locally uniformly in RN x [0, 00), where u €
CRY x [0, 00)) is a solution of

up=R(x, %)) + | Dyul® in RN x (0, 00),

;giﬁu(x,t)zozu()?(t),t) in (0, 00), (22)
u(-,0)=u’ in RV,

Note that the convergence of the u,’s in Theorem 1.4 and, thus, the convergence of the n,’s in Theorem 1.2 are
established only along subsequences. To prove convergence for all £, we need that (22) has a unique solution. This
is, however, not known even for non-oscillatory environments except for some particular form of growth rate R (see
[2,12]).

When the environment is time homogeneous, it is possible to derive such Hamilton—Jacobi equations without any
concavity assumption on R and ud (see [12,1]). However, here we need assumptions (4), (10) and (12) to ensure
a priori that n, goes to a single Dirac mass at the point X (¢). This information is needed in order to write (22). We
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also point out that, for x € R, R is monotonic with respect to x and without the concavity assumption, it is possible
to show that the n,’s still converge to a single Dirac mass. This suggests that it may be possible to relax the concavity
assumptions in this latter case or in similar situations where such information is known a priori. Here, however, we
concentrate on the difficulty coming from the time fluctuations and do not try to state a more general result.

In Section 4 we consider a non-concave rate of the form

R(x,s,1)=b(x)B(s,I)— D(s, I),

and show that the effective growth rate R can be computed independently of X (z) and has the form

: b(x)
R(x, F) =/I(F,s)ars<T - 1),
0

with

[ ¥ )b(x)ng(x,t)dx
I (1)
in the Hamilton—Jacobi limit. Note that, if the (n.).’s converge to a single Dirac mass p(#)§(x — x(¢)), then we can
compute F (t) = b(x(t)). This example is even more interesting, since it is possible to compute explicitly the effective
growth rate R, while, in general, not much is known about the structure of R.
In Section 5, we study the particular case

s

F(t):=lim
e—0

R(x, 1) =b(x) — Di(s)D>(I).

We compute the population size at the evolutionary stable state of the oscillatory model and compare it to the one of a
non-oscillatory averaged environment. We observe that the time oscillations lead to a strict increase in the population
size. This example emphasizes the importance of including the time oscillations in population models.

The paper is organized as follows. In Section 2 we study the asymptotic behavior of the solution under rare mu-
tations (limit ¢ — 0) and we provide the proofs of Theorems 1.2 and 1.4. In Section 3 we consider the long time
behavior of the dynamics (limit #+ — oo) and we give the proof of Theorem 1.3. In Section 4 we study a particular
form of growth rate R, for which the results can be proved without any concavity assumptions on R and the effective
growth rate ‘R has a natural structure. Finally in Section 5 we present an example of an oscillatory environment which
yields an asymptotic effective population density that is strictly larger than the averaged one.

2. The behavior as € — 0 and the proofs of Theorems 1.2 and 1.4

We present the proofs of Theorems 1.2 and 1.4 which are closely related. Since the argument is long, we next
summarize briefly the several steps. First we obtain some a priori bounds on u, and /.. Then we identify the equation
for the fittest trait x. The limit of the I,’s is studied in Lemma 1.1. The last three steps are the identification (and
properties) of the effective growth rate R, the effective Hamilton—Jacobi equation and the canonical equation.

Proofs of Theorems 1.2 and 1.4. Step 1. A priori bounds. Multiplying (1) by ¥ (x), integrating with respect to x, it
and arguing as in [10], we find, that for all # > 0O,

0<I,(t) <Iy+ O(s). (23)

Next we differentiate (21) twice with respect to x and use (4), (10), (12) and the maximum principle to get, for some
Ci, C2>0,e<landall (x,1) e RN x [0, 00),

—2L1 < D*uy < —2Ly and — L3 — Ly|x|> — Cit <ue(x,1) < Ly — La|x|* + Cot. (24)

Note that to obtain the second inequality, we do not need to differentiate with respect to x, but use directly the
maximum principle for (21) and the fact that the lower and upper bounds are respectively sub- and super-solutions.
For a detailed proof of (24) see Appendix A.
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It follows from the uniform bounds on u, and D)%xu ¢ that Dyu, is locally uniformly bounded and, hence, we
obtain, from (21), that, for all balls Br centered at the origin and of radius R, there exists C3 = C3(R) > 0 such that

< Cs. (25)

|Ms,l(xv f)| L>®(Bgx(0,00))

Finally the regularity properties of the “viscous” Hamilton—Jacobi equations and (6) yield that, for all 7 > 0, there
exists C4 = C4(R, T) > 0 such that

3
” Diug ”Lw(BRx[o,T]) <Gy (26)
Hence, after differentiating (21) in x, the previous estimates yield a Cs = C5(R, T)) > 0 such that
2
| D7 sue ||L°°(BR><[O,T]) < Gs. (27)

All the above bounds allow us to pass to the limit, along subsequences ¢ — 0, and to obtain u : RN x [0,00) > R
such that, as ¢ — 0,

Ug —> u in Cloc(]RN x [0, oo)) and, for all T > O and (x, 1) € RV x [0, T],
—2Ly < Diu(x,t) < —2Ly and u, D} u, Diue L®(R" x [0, T]).
For more details on the above arguments see [10].
Step 2. The fittest trait. In view of the strict concavity of u., for each ¢ > 0, there exists a unique X, (¢) such that

e (Xe (1), 1) = max ug(x,t) and Dyug(X:(t),1) =0.
xXe

Differentiating the latter equality with respect to ¢ and using (21) we find
)_és(t) : Dzus ()?g(t), t) = _Dxus,t(xs(t)a t)

= —DXR<fg(t), é Ig(z)> —2D2uy (X (1), 1) - Dyste (%5(1), 1) — e ADyue (X6 (1), 1)

_ t _
= —DXR<x8(t), -, Ig(t)) — eADug(x:(1),1).

&
Since Dfus(fs (1), t) is invertible and ||D$u | oo (B x[0,T]) < Ca, it follows that 7&8 (¢) is bounded in (0, T'), and, hence,
along subsequences ¢ — 0, X; — X in Cioc((0, 00)), for some x € CO'I((O, 00)) such that

u(x(t),1) = max u(x,1), Dyu(x(t),1)=0,
xeRN

and . (28)
%) = (= D3u(x(). 1) DX<R<f(t), - Ig(r))>,

where the bracket denotes the weak limit of R(x(¢), é I (t)) which exists, since R is locally bounded.

Step 3. The weak limit of 1. To identify the weak limit of the I.’s, we consider the first exit time 7* > 0 of x
from X, i.e., the smallest time 7* > 0 such that x(r) € X forall 0 <t < T* and x(T*) € X if T* < 0o. Note that
T* is well defined since ¥(0) = x° € X'. The last step of the ongoing proof is to show that T* = co.

The weak limit of the I.’s for ¢ € (0, T*) follows from Lemma 1.1 and the lemma below. Their proofs are given
after the end of the ongoing one.

Lemma 2.1. Assume (3), (5) and (7). Let T} be the smallest time T} > 0 such that x;(t) € X for all 0 <t < T} and
X(T}) € dX if T} < oo. Then, forall 0 <t < T/,

InZ.(t) — lnI<)?8(t), é)‘ < |InZ(0) — InZ (%, (0), 0)|e—@ + C/e,

where C only depends on the constants K;. Moreover, as ¢ — 0, T, — T*. Consequently, if x(t) € X for0 <t < T*
and X(T*) € 90X, then, as ¢ — 0andt — T*, I,(t) —> O.
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It follows that, as ¢ — 0,
1
() —I() = / Z(7().s)ds >0 in L¥((0.T*)) weak- ». 29)
0

Once [ is known, it is possible to compute the weight g of the Dirac mass. Indeed, we show in the next steps that, as
e—>0,

I.()= / Y One(x, ydx — T() =)y (E())  in L2((0, T*)) weak-.
RN
Step 4. The effective growth rate. We can now explain the average used to determine the effective growth rate.
Again (5) and Lemma 2.1 yield that, as ¢ — 0,

T* T

/‘R(x, L Iga)) - R(x, 5,I<m), 5)) dt < st
£ & &

0 0

Therefore the weak limit in (28) is computed as the weak limit (in time) of R(x, é, Z(x(1), é)). It follows that, for
0<r<TH

<R(x, é Is(t)>> =R(x,X(1)), (30)

where R is defined by (15).
Step 5. The limiting Hamilton—Jacobi equation. It is now possible to pass to the limit ¢ — 0 in (21) for (x,7) €
RN x [0, T*). To this end, observe that

I.(1) —I()?(t), é) ‘ dt — 0.

t
06 (x, 1) 1= e (x, 1) —/R(x, g 15(1)) dt
0

solves

t

T
Qet — EAQ; :8/ AR(X, -, 18(1')) dt +
£
0

2

t
D.g. —i—/DxR(x, L Ig(f)> dt
£

0

t

Since the u,’s converges locally uniformly from Step 1 and R(x, |,

R(x, x(t)) from Step 2, we find that, as ¢ — 0,

I.(¢)) converges weakly in ¢ and strongly in x to

t
@e(x, 1) —> @(x, 1) =u(x,t) — /R(x,)?(r))dr in C]OC(]RN X (O, T*))
0

Moreover, in view of (4), (6) and Lemma 1.1, for any 7 € (0, T*) and R > 0, there exists C = C(R, T) > 0 such that,
for (x,t) € Bg x [0, T]

t

/AR(x, E,Ig(r)) dr

0

<C,

and, as ¢ — 0,

t T
/‘DXR()C, é Ig(f)) dr — DXR<x, E,I(E(r), g))‘dr < K7f
0 0

I.(t) —I<£(r), é) ‘ dt — 0.
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Thus, as ¢ — 0 and for all (x,t) € Bg x [0, T],

t t
/DXR<x,£,Ig(r)) dr—>/1)17z(x,x(r))dr
0 0

It follows from the stability of viscosity solutions that ¢ is a viscosity solution to

t
D,m—i—fD{R(x,f(r)) dt
0
which, written in terms of u, reads
up=R(x,X(1)) + [Dxul* inRY x (0, T*).
The constraint max, .gnv u(x, t) = 0 follows from (20) and (23) (see [12,1]). We then conclude following [12] that,
forall t € (0, T*),

2

o = in RY x (O, T*),

ne(-, 1) — @(I)S(- — )?(t)) weakly in the sense of measures.

Step 6. The canonical equation. The canonical equation (17) now follows from (28) and (30).
Step 7. The global time T* = co. Assume T* < co. Then x(T*) € dX. It follows from the canonical equation (17)
that, for all ¢ € (0, T%),

1

d
o R(x(1),s,0) ds—x(t)/D R(x(1),s,0)ds
0
1
:DlR(i(t),)?(t))(—Dzu()?(t),t))_l/DXR()?(I),S,O)ds
0
while, when t = T*, Lemma 2.1 yields that D{R(x(t), x(t)) = fol D R(x(t),s,0)ds. Hence
1
d
—/R .S, O ds >0,
dt
0

which is a contradiction because, by the definition of the open set X, fol R(x(t),s,0)ds > 0 for t € [0, T*) and
Jy RGE(T*),5,00ds =0. O

Proof of Lemma 1.1. First we prove that, for a fixed x € X, there exists a solution Z of (13). To this end observe that
J :=In7T solves

d .
{ %J(x,s)=R(x,s,exp(J(x,s))) ins e[0,1], 31

J(x,0)=a.
It turns out that it is possible to choose « < In I so that 7 (x,0) = J(x, 1). Indeed, the definition of I; in (3) yields
that, if « =In I}y, then J(x, 1) < «. On the other hand, for « very small we claim that 7 (x, 1) > «, which is enough
to conclude, since J (x, s) been a continuous increasing function of «, it has a fixed point «*. Choosing o = o™ yields
a periodic solution.
To prove the claim, we set u = fol R(x,s,0)ds > 0 since x € X. Because R is locally bounded, there exists a
constant C > 0, which is independent of «, such that 7 (x, s) < @ + C and, for o small enough,

1 1
T, 1) =T (x,0)+ f R(x,s,exp(T (x,5))) ds > T (x,0) + / R(x,s,0)ds + O(e%) > T (x,0) + %
0 0
This proves the claim and the existence of a periodic solution.
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The uniqueness follows from a contraction argument. Indeed let 71 and 7> be two periodic solutions to (31). Then

d
%(‘71 - D)= R(x, s, exp(jl (x, s))) — R(x, s, exp(jz(x, s))).

Multiplying the above equation by sgn(J; — J2) and using the monotonicity in / according to (5), we find

d
d_le - Rl <=C|J1 — 2,
S

and, after integration,

1
cf|m (5) — (5| ds < —| (1) — (D] +] 71 (0) — 70| =0,
0

and, hence, J| = J>.
Finally we prove (14). It follows from (31) that, for x € X,

1 1
O:/R(x,s,ej(x’s))ds<fR(x,s,O)ds—K6emi“°<5<“7(x"y).
0 0

If x > xg € 0X, then fol R(x,s,0)ds — 0 and, since the variations of [J(x,s) are bounded, because R is locally
bounded, the result follows. O

Proof of Lemma 2.1. We identify the weak limit of I, and prove (29). We begin with the observation that in the
“Gaussian”-type concentration, x — x.(¢) scales as /.
Indeed multiplying (1) by ¥ and integrating with respect to x we find (recall that with J, :=1nI;),

siJ ) = Jen W ne(x, HR(x, &, I (1)) dx +82fRN AV (xX)ng(x, 1) dx
dr”f S ¥ (One(x, 1) dx Jan ¥ One(x, t)dx
Note that in order to justify the integration by parts above, we first replace ¥ by Y1 = xr ¢ where x is a compactly
supported smooth function such that y; = 1 in B(0, L) and x; =0 in R¥\B(0, 2L). Then we integrate by parts and
finally let L — 4-o00.
Returning to the above equation we find

ug (x.1)—ug (Xe (1).1) '

d ¢ R, -, I.(t d
8—J8(t) == fRN w(X)e MS(XJ)—ME()E(Q.T[),;‘; 8( )) . + 0(82)
dt fRN y(x)e ¢ dx
ug (x,t)—ug(xg(t),t)
Xe & [R(x, L (1) — RG(t), L, I.(t))dx N
_ v ( uei,n_lém,» e@. g L@)dx | R(xg(t), -, 18<r>) +0(e%).
Jan Y ()" IEEE gy ‘

Using Laplace’s method for approximation of integrals, (24) and (26), we find that the first term is of order /¢ and,
hence,

e Ly = R(m), L Iga)) +OW/E).
dt &

Next we compute
d _ t _ t _ t _ t
8_|:j(x8(t)v _) - J&‘(t)} = R(-xé‘(t)v _’exp(j<x8(t)y _>>> - R(.Xe([), _7exp(‘lé‘(t))>
dt £ £ £ £
+ 0(Ve) +8DxJ<fg(t), 2)7&90)-

Multiplying the above equality by sgn(J (X.(¢), é) — J¢ (1)), using our previous estimates and employing the mono-
tonicity property in (5), we get
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d _ t
SE‘JGEU), g) —Je (@)

- —‘R(xg(w, : eXP(J()?s(t), é))) - R(M), : exp(J;;(r)))‘ +0(J/5)

< —Ks J(fg(t), é) — 1)

+ 0(Ve).

The first claim of Lemma 2.1 is now immediate. Moreover, since X (t) — X(¢), locally uniformly as ¢ — 0, we obtain
that, as ¢ — 0,

TS —T*.
The last claim is a consequence of the previous steps and Lemma 1.1. O
3. The long time behavior

3.1. Convergence ast — 0o when N = 1 (the proof of Theorem 1.3(i))

Throughout this subsection we assume that N = 1. The goal is to prove the existence of some ¥, € RY such that,
ast — 00, X(t) > X and

R(X oo, Xo0) =O=ma1>e(72(x,)?oo). (32)
xe

To this end, we consider the map A : R — R defined by A(x) = y, where y is the unique maximum point of R (-, x).
We obviously have

DR(A(x),x) =0.

We consider the following three cases depending on the comparison between x(-) and A(x(-)). If x(r) < A(x(¢)),
then D, R(x(¢), x(t)) > 0 and, if x(¢#) > A(x(¢)), then D, R(x(¢), x(t)) < 0. It then follows using (17) and the con-
cavity of u that, if Xx(#) < A(x(¢)) (resp. Xx(¢) > A(X(¢))), then )_é(t) > 0 (resp. )_é(t) < 0). If x(t) = A(x(t)), then
DyR(x(t),x(¢t)) = 0 and hence again (17) yields )_é(t) = 0. We also notice that, if A(x(0)) = x(0) = x, then from
the above argument we have that for all # > 0, X (¢) = X0, With X satisfying (32).

Now we assume that A(x(0)) > x(0) (the case A(x(0)) < x(0) can be treated similarly) and set

o :=inf{r e R: A(X(1)) <T(1)).

If 1ty < 00, then A(Xx(#y)) = x(t9) and, hence, for all # > g, X(¢t) = x(ty) = X0. If tg = 00, then )‘é(t) > (0 forall r >0,
and thus, since the set B = {x(¢): t € [0, c0)} is compact (see below), there exists X € R such that

lim x(¢t) = xy.
—00
The compactness of B follows from the observation that, in view of (15), (4) and (5),
R(x,X(1)) < K4 — Kalx %,
and, since R(x(¢), x(t)) =0,
()] < (Ka/K)'/. (33)

We now claim that X satisfies (32). Indeed, if there exists z € RY such that R(z, X¢) > 0, then using (22), we have
lim;, oo u(z, ) = 400, a contradiction to the constraint maxcg u(x, ) = 0.

3.2. Convergence for a particular case with N > 1 (the proof of Theorem 1.3(ii))

We prove Theorem 1.3 in the multi-d case with a growth rate R as in (18). In this case we find

b(xX())(B(s, (1)) —d(x®))(D(s. 1(1))) =0, (34)
and thus
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(=Du(x(),1))x(t) = (x(®))(B(s, I(1))) — d'(X®))(D (s, I (1)))

_[PGE@)  dET -
B [b(f(t)) dE0) ]d(X(t))(D(s, 1®)).

Therefore, after taking inner product with x (1), dividing by d(x(#)){D(s, I(¢))) and using the strict concavity of u,
we obtain

5| < ciln<

b(f(t)))
dt ’

d(x(1))
This proves that t — L(¢t) = b(x(¢))/d(x(¢)) is a Lyapunov functional which is increasing and thus converges, as

t — 00, to some constant /. For this we need to show that {x(¢): t € [0, c0)} is bounded, a fact which follows exactly
as in the proof of (33). Finally, in view of (34), we also have

(D(s, 1(1)))
im ———
=00 (B(s, (1))

We prove next that

b(x)
[ =max —=.
x d(x)

Arguing by contradiction we assume that / < max,(b(x)/d(x)). Then there must exist ¥ € R such that / <
(b(x)/d(X)), in which case

0 <liminfb(¥)(B(s. (1)) — d&){D(s. 1(1))).
Finally, since u solves

o = |Dxu|2 + b(x)(B(s, I(t))) — d(x)(D(s, I(t))),
we find

lim u(X,t) = oo,

—>00
a contradiction to the constraint max g~ u(x, 1) =0.

3.3. A counterexample in the multi-dimension case

In this subsection we present an example showing that, when N > 1, the X’s may not converge, as t — 0o, at
least for the Hamilton—Jacobi problem (22). Indeed we find a strictly concave with respect to the first variable R :
RY x RV — R, a I-periodic map ¢t — X(¢) and a function u : RN x [0, oo] — R which satisfies

du — |Dyul> =R (x, %)) in RV x (0, 00),
max u(x,t) = u(f(t), t) =0, (35)
xeRN

u(-,0)=ug inRM.

We choose G : RY — R¥ so that the ODE % = G(x) has a periodic solution; note that such function exists only
for N > 1. A simple example for N =2 is G(x1, x2) = (—x2, x1), which admits (x1(¢), x2(¢)) = (r cost, rsint) as
periodic solutions.

Let F : RY — R be an arbitrary smooth function and define R : RV x RY — R by

R(x,y) = —(DF()GY) +4F()?)|x — y* +2F ()G () (x — y). (36)

It is immediate that R is a concave function with respect to x and satisfies R(x, x) = 0. It is also easily verified that

u(x,1)=—F(x(0)|x — )z(t)|2 with (1) = G(¥(1)) and ¥(0) = xo,
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2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t

2
Fig. 1. Dynamics of the total population /¢ (¢) for R(x, s, I) = (2 4 sin(2rs)) 2,1)‘5 —.5,¢¥(x)=1and ¢ =0.01. The I¢’s oscillate with period of

order & around a monotone curve 7.

is a viscosity solution of (35) for R as in (36) and uo(x) = —F (xg)|x — x0|2. Moreover the canonical equation (28) is
written as

(1) = (=D2u(x(1),1)) ' DR(E@), X(1)) = 2F (x@))) ' 2F (X(1))G (1)) = G (X (1))

Finally we choose xq € R¥ such that # — %(¢) with x(t9) = xg is 1-periodic. Then the limit lim;_, 5 X(¢) does not
exist.

Note that the counterexample presented above is for the Hamilton—Jacobi problem (22). We do not know if such
periodic oscillation can arise in the & — 0 limit of the viscous Hamilton—Jacobi equation (21). When the growth rate
independent of time, a result similar to Theorem 1.3 was proved in [10] for general R. In that problem, the key point
leading to the convergence, as t — o0, of the x(¢)’s is that 1 (t), which is the strong limit of the I.’s as ¢ — 0, is
increasing in time. In the case at hand, we can only prove that the /,’s converge weakly to /. We know nothing about
the monotonicity of 7. We remark that numerical computations suggest (see Fig. 1) that monotonicity holds, if at all,
in the average.

4. A particular case with a natural structure for R

The concavity assumption (4) is very strong. Here we study, using a different method based on BV estimates,
a class of growth rates R which do not satisfy (4). Throughout this section, for several arguments, we follow [ 1] which
studies a similar problem but without time oscillations.

We consider growth rates of the form

R(x,s,1)=b(x)B(s,I)— D(s, I), 37
with

B,D:R x[0,00) - R [l-periodic with respect to the first argument (38)
and we assume that, for all (s, I) e R x [%, 2I~M] and x e RV,

0< B(s, 1), 0<D(s,I) and O0<b, <b(x)<by, 39)

where I, M > I~m > 0 are such that

max R(x,s,Iyy)=0 and min R(x,s, I,,) =0, 40)
0<s<1, xeRN 0<s<1, xeRN
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and there exist constants ¢; > 0 and ap > 0 such that, for all (s, ) € R x [0, c0),
DiB(s,I) <—a; and ay < D;D(s,I). 41
As far as n. (-, 0) is concerned, we replace (9)—(11) by
mgfwm%wmmsm,mm
ne(x,0) <exp<M> for some A, B> 0 and all x € R". (42)

&

Even though (37) seems close to (18), no concavity assumption is made and the analysis of Section 3 does not apply
here.

Theorem 4.1. Assume (7) and (41)—(42). Along subsequences ¢ — 0, the u.’s converge locally uniformly to u €
CRYN x R) satisfying the constrained Hamilton—Jacobi equation

u =R(x, F®)) +|Dwul*> inRN x (0, 00),
max gy u(x, 1) =0, (43)
u-,0)=u’ inRV,

with

b(x)

1
R(x,F):/I(F,s)ds(T _ 1) and F(t) = m { Y@ (x 1) dx
0

_>0 I (1)

’

and T defined in (49) below. In particular, along subsequences ¢ — 0 and in the sense of measures, ne — n with
suppn C {(x,1): u(x,t) =0} C {(x,1): R(x, F(t)) =0}.

As in Theorem 1.3, we can deduce the long time convergence to the Evolutionary Stable Distribution. To this end
we assume that

there exists a unique x, € RY such that b(x,) = ma)lsl b(x). 44)
xeR

Theorem 4.2. Assume (7), (41)—(42) and (44). Then, as t — 00, the population reaches the Evolutionary Stable
Distribution p,8(- — x4), i.e.,

n(-,t) tjo\o 0+8(- — xx) in the sense of measures, 45)

with
1

1//()6* / b(x*) S

0

ps =

Proof of Theorem 4.1. It follows easily from (40), (42) and the arguments in [1] that

In+ 0(e) < I:(t) < Ty + O(e). (46)
Define next

[ b)Y (x)ng(x,1)dx

F.(t) .= 0

and note that

m < Fe(t) <bum. (47)
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We next prove that F, € BVjy:(0, 0o0) uniformly in €. Indeed, using (7), (39) and (46), we find

d
EFg(t) = I{E_2 (Igfng,,blp dx — /ng,,wdx /ngbw dx)
) _1 t t
=11 eAn,+¢ ny|bB E,IS - D g,l,; byrdx
t t
— /nsbw dx /<8Ang + 8_1n5 (bB(E, IE> — D(E’ Ig>>)1//dx>
1 t 2
=0(e) + (eI?)” B(—, 18) (/nswdx ~/n5b2w dx — (/ ngbl/fdx> ) > 0(e). (48)
&
Then (47) and (48) yield that, for each T > 0, there exists C = C(T') > 0 such that
/T
0
It follows that, along subsequences € — 0, the F,’s converge a.e. and in L! to some F.
To conclude we need a result similar to the one of Lemma 1.1

F.|ldt <C.

B

Lemma~4.3~. Assume (7) and (41)-(42). For all t € R, there exists a unique, 1-periodic solution I(t,-) €
C'(R, [T, In)) to

d
aI(F(t), s) =Z(F@),s)(FO)B(s,Z(F(1),s)) — D(s, Z(F (1), 5))).

Z(F(1),0) =Z(F(t),1).

(49)

Moreover, for all T > 0 and as & — 0, fOT e (t) = Z(F (1), £)|dt — 0.

The first claim is proved as in Lemma 1.1. We postpone the proof of the second assertion to the end of this section.
Using (7), (41)—(42) and following [1], we show that the u,’s are bounded and locally Lipschitz continuous uni-
formly in ¢ and, hence, converge along subsequences ¢ — 0 to a solution u of

1 1

ut=|Dxu|2—i—/B(s,I(F(t),s))dsb(x)—/D(S,I(F(t),s))ds.
0 0

Since Z(F, -) is a periodic solution to (49), we have

1

1
/B(S,I(F(t),s))ds F(t)—/D(s,I(F(t),s))ds:O.
0 0
It follows that

uy = |Dyul* + R(x, F(1))

with

1
R(X, F([)) — / D(s,I(F(l),S))ds (l;(—();; — 1).
0

The last claim of Theorem 4.1 can be proved using (20), (43) and following [12]. O
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We conclude with

Proof of Theorem 4.2. It follows from (48) that F is an increasing function. Hence, in view of (47), there exists Fi
such that, as t — oo, F(t) —> F,. Moreover

F. = max b(x) = b(x). (50

xeRN

Indeed, if not, then R(x4, Fx) > 0 and, hence, from (43), lim;_, oo u (x4, t) = 00, a contradiction to the constraint
max, gy u(x,1) =0.
Finally (45) follows from (50) and the observation that

suppn(x,t) C {(x, 1): R(x,t)= 0} = {(x, 1): b(x) = F(t)}. O
Proof of the second claim of Lemma 4.3. Even though we follow the same ideas as in Lemma 1.1, to prove the
second claim, we need to modify the arguments, since, without the concavity assumption (4), u, may have several
maxima.

We use again the log transformations J, = log I, and J = logZ. Multiplying (1) by ¥ (x) and integrating with
respect to x leads to

S%Ig(t) = B(é, Ig(t)) / Y (xX)ng(x, )b(x)dx — Ig(t)D<£, I€(I)> + &2 / Ay (x)ng(x,t)dx.
RN RN
It follows from (49) that

d t t t t
&— <Jg(t) - J(Fg(t), —)) = Fg(t)B<—, Is(t)> - F(t)B(—,I(Fa(t), —))
dt £ £ £ £

t t t 2
- D(—, Ig(t)> + D(—,I<Fe(t), —)) +0(¢%).
& & &

Multiplying the above equality by sgn(Je (t) — J (Fe(t), é)) and employing (41), we obtain

Jo(t) — J(Fs(t), 2)‘ - Fg(r)B(é, 18(t)> - Fs(mB(é,I(Fg(r), g))‘

- ’D(é, Ie(t)> - D(é,I(Fg(t), é))} +0(e?).

Integrating in time over [0, 7], for some fixed T > 0, and using the convergence of the F’s we find that, as ¢ — 0,

’F(t)B(L, Ig(t)> — F(t)B(LI(F(t), 5))‘ + ‘D(i, Ig(t)> — D(LI(F(t), £)>‘dt —> 0.
& & & & & &

The second claim of Lemma 4.3 follows in view of (41). O

& —

dt

S~~~

5. A qualitative effect: Fluctuations may increase the population size

We conclude with an example that shows that the time-oscillations may lead to a strict increase of the popula-
tion size at the evolutionary stable state, a conclusion which also holds in the context of physiologically structured
populations [3].

To this end, we consider, along the lines of Section 4, the rate function

R(x, 1) =b(x) — D1(s)D2(]) (S
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with b and D(s, I) = D (s)D>(I) satisfying (38)—(41) and (44) and, for simplicity, we take ¥ = 1 in (1). The goal is
to compare the size of the ESD in Theorem 4.2 to the one obtained from the model with the “averaged rate”

1
Rav(x, I):b(x)_Dl,avDZ(I) with Dl,aVZ/Dl(S)ds-
0

Later, we write f,, for the average of the 1-periodic map f: R — R, i.e., faoy = fol f(s)ds.
Let Z be the 1-periodic solution of (49) with F(¢) = b(x,) according to (50). With the above simplifications, the
magnitude p, of the Evolutionary Stable Distribution obtained in Theorem 4.2 is

1

,0,,=/I(s)ds.
0

Since we can multiply Eq. (49) by any function of Z(s), elementary manipulations lead to the identities
1 1 1
b(x,) = / Di(s)D; (I(s)) ds and / Dz(I(S)) dsb(x,) = / D, (s)D% (I(s)) ds. (52)
0 0 0
A straightforward application of the Cauchy—Schwarz inequality in (52) yields
b(x.)* < Diay Da(Davh (x)

and thus

1
b(x,) < Dy av / D> (Z(s)) ds. (53)
0

Consider the next “averaged” version of (1), i.e., the equation
_ 2 . N
ENgav,t = ns,avRav(xa Ig,av(t)) +e"Angay  inRY x (0, 00),
Ie,av(t) = / ns,av(xs t)dx. (54)
RN

It follows from the earlier results [10] that the magnitude p,, of the Evolutionary Stable Distribution corresponding
to (54) satisfies the identity

b(x,) = Dl,avDZ(pav)a (55)
and, therefore, unless D is constant, in which case (53) must be an equality, we conclude

1
Da(pay) < [ Da(I(5) s (56)
0
If, in addition to above hypotheses, we also assume that

I — D,(I) isconcave, (57)
then (56) yields

Pav < Px,

which substantiates our claim about the possible effect of the time oscillations.
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Appendix A. The proof of (24)
In this section, for the convenience of the reader we recall the proof of (24) given in [10].
A.l. Quadratic estimates on u,

We prove that, for C» a large enough constant, i, (x, ) := Lq — L2|x|2 + C»t is a super-solution of (21). To this
end we compute, using (4) and (12),

t
diie — |Ditg)* — R<x, -, 18> —eAlly > Cy — 4L3|x)? — K4+ Ka|x|> —2deLy >0,
€
for C; large enough. It then follows from the comparison principle and (10) that

e (x,1) < La — Lo|x|* + Cat.

Next for the lower bound, we define u.(x,t) ;= —L3 — L |)c|2 — C1t and prove that u.(x,t) is a subsolution of
(21) for C large enough. We again compute, using (4) and (12),

t
due — |Dug|® — R<x, -, 16> —eAue < —Ci — 4L} x|? + K3 + K |x|> —2deL; <0,
&

for C1 large enough. It then follows from the comparison principle and (10) that

ue(x,1) > —L3 — Ly|x|* = Cit.
A.2. Bounds on D?u,

For a unit vector &, we use the notations ug := Dgu, and ugg := Dggug to obtain
t
ug = Re (x, -, 1) +2Du - Dug + € Aug,
€

Uggr = Ree (x, é, I) +2Dug - Dug +2Du - Dugg + £ Auge.
We first give a lower bound on D?u,. To this end, we define w(z, x) := ming ugg (¢, x) and using |Dug| > |ugg| and
(4) we obtain

ow > —2K; + 2&2 +2Du - Dw + ¢Aw.
By a comparison principle and assumptions (10) and (12), we obtain

w>—2L;. (58)

At every point (x,t) € RN x R, we can choose an orthonormal basis such that D%u, (x, 1) is diagonal because it is
a symmetric matrix. Therefore it follows from (58) that

D%u.(x,t) > —2L{I, forall (x,r) e RN x R*.

We can also estimate the mixed second derivatives in terms of ug¢ . In particular, for each element & of the latter basis,
we have Dug = uge& and |Dug| = |ugg|. This enables us to show concavity in the next step.
To prove the upper bound we define again w (¢, x) := maxg ugg (¢, x) and using |Dug| = |uge | and (4) we obtain

W < —2K, + 2w* + 2Du - DW + e AW.
By a comparison principle and assumptions (10) and (12), we obtain

w< —2L,, (59)
and hence

D%uy(x,t) < —2L,I, forall (x,1) e RN x R*.
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