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1. Introduction

This paper is concerned with constructing multi-bump type, nodal (sign-changing) solutions which have
scribed number of nodal domains for nonlinear time-independent Schrödinger equations of the form

−�u + V (x)u = f (x,u) in Ω, u = 0 on∂Ω, (1)

which satisfyu(x) → 0 as |x| → ∞, hereΩ is a smooth domain inRN or the whole spaceRN . This type of
equations arise from study of steady state and standing wave solutions of time-dependent nonlinear Sch
equations. Ifu ∈ C(RN,R) is a solution, each connected component of the setRN \ u−1(0) is called a nodal do
main ofu. The potential function is assumed to be periodic in the unbounded directions ofΩ . Multi-bump type
solutions for nonlinear elliptic PDEs with a periodic potential was first obtained by Coti Zelati and Rabinowit
by using a gluing method which was used initially for Hamiltonian ODEs in [10,22] (see the survey mono
of Rabinowitz [19–21] for more references therein). The gluing procedure is to use a variational argument
family of ground state solutions which constitute the basic ‘one-bump’ solutions. These one-bump solutio
to have a certain non-degeneracy property. Then further variational arguments are used to construct multi-
lutions, i.e. solutions near sums of sufficiently separated translates of the basic solutions. In [11] the basic
blocks, one-bump solutions, are allowed to be either positive and negative ground state solutions. Thus mu
type nodal solutions potentially having many nodal domains are constructed. However, the question on t
number of nodal domains for these multi-bump solutions was left open. A related question is to provide es
on the number of nodal domains in terms of the minimax gluing procedure. To our knowledge this question
been addressed either except in [1] nodal solutions having exactly two nodal domains were claimed. In th
we shall partially address these questions. Another motivation for our study is that in recent years, nodal s
of nonlinear elliptic BVPs have received much attention (e.g. [2–5,7,12,13,15–17]) in which many multiplic
sults of nodal solutions were given both for bounded domains and for entire space. However, without any sy
of subgroups ofO(N) for the equations and the domains and without assuming the nonlinearity being odu,
it is only known that there are nodal solutions having exactly two nodal domains. There seem no example
nodal solutions of more than two nodal domains, let alone giving a prescribed large number of nodal doma
shall give results in this paper that claim the existence of nodal solutions having an arbitrary prescribed
of nodal domains. We shall build upon the ideas and approaches used by Coti Zelati–Rabinowitz [11] and
further finer estimates of the multi-bump type solutions so that their nodal property can be analyzed qualit

If Ω is the entireRN , we rewrite Eq. (1) as

−�u + V (x)u = f (x,u), in RN. (2)

Depending on whetherΩ is a cylindrical domain or the entireRN and on whetherV andf are periodic in allx
variables, we shall consider three different cases.

Case (i). Our first result is for Eq. (2). We make the following assumptions onV andf :

(V1) V ∈ C(RN,R), V0 = infRN V (x) > 0, is periodic inx1, . . . , xN .
(f1) f ∈ C1(RN × R,R) is periodic inx1, . . . , xN .
(f2) f (x,0)= 0= fu(x,0).
(f3) There isC > 0 such that∣∣fu(x,u)

∣∣ � C
(
1+ |u|p−2)

for all x ∈ RN,u ∈ R where 2< p < 2∗.
(f4) There isµ > 2 such that

0< µF(x,u) := µ

u∫
f (x, t)dt � uf (x,u)
0
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for all x ∈ RN,u ∈ R \ {0}.
(f5) f (x,−u) = −f (x,u), i.e.,f is odd inu.

The weak solutions of (2) correspond to critical points of

I (u) := 1

2

∫
RN

(|∇u|2 + V (x)u2)dx −
∫

RN

F (x,u)dx,

in E = W1,2(RN). We shall use the following notations as in [10,11].I b = {u ∈ E | I (u) � b}, Ia = {u ∈ E| I (u) �
a}, I b

a = {u ∈ E | a � I (u) � b}, K = {u ∈ E | I ′(u) = 0}, K(c) = {u ∈ E | I ′(u) = 0, I (u) = c}, Kb = K ∩ I b,
Kb

a =K ∩ I b
a .

Due to the periodicity in thex1, . . . , xN directions the problem is invariant under translations in thex1, . . . , xN

directions, i.e., beingZN -invariant. With the superlinear nonlinearityf (x,u) we may define the mountain pa
valuec > 0.

c = inf
g∈Γ

sup
t∈[0,1]

I
(
g(t)

)
where

Γ = {
g ∈ C

([0,1],E) | g(0)= 0, g(1)∈ I0 \ {0}}.
As in [10,11], we assume

(∗) There isα > 0 such thatKc+α/ZN is finite.

According to [11], the above assumptions guarantee the existence of positive and negative solutions t
at the mountain-pass level. These solutions will be referred to as one-bump solutions. Letv1, . . . , vk be one-bump
solutions such that their barycenters are sufficiently separated. Solutions of (2) that are close to

∑k
i=1 vi are called

k-bump solutions. We understand this reference also applies to Eq. (1).

Theorem 1.1. Assume(V1) and (f1)–(f5). Suppose(∗) holds. For multi-bump nodal solutions of Eq.(2), the
number of nodal domains is bounded by the number of bumps. In particular, the two-bump nodal solutio
exactly two nodal domains. Moreover, there are infinitely many, geometrically different, two-bump, nodal so
which have exactly two nodal domains.

Case (ii). Next we consider Eq. (1) on a cylinder domainΩ = ω × R and we writex = (x ′, xN) with x′ =
(x1, . . . , xN−1), whereω is a bounded smooth domain inRN−1. We assume that

(V1′) V ∈ C(Ω,R), V0 := infΩ V (x) > 0, is periodic inxN .
(f1′) f ∈ C1(Ω × R,R) is periodic inxN .

We understand(f2)–(f5) are satisfied now forx ∈ Ω . The weak solutions of (1) correspond to critical points of

I (u) := 1

2

∫
Ω

(|∇u|2 + V (x)u2)dx −
∫
Ω

F(x,u)dx,

in E = H 1
0 (Ω). Then we can still define the mountain pass valuec > 0. The problem now isZ invariant.

(∗′) There isα > 0 such thatKc+α/Z is finite.
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Theorem 1.2. Assume(V1′), (f1′), and(f2)–(f5). Suppose(∗′) holds. Then for any integersk � m � 2, Eq.(1) has
infinitely many, geometrically different,k-bump, nodal solutions inI kc+α

kc−α which have exactlym nodal domains.
More precisely, given any positive integersk1, k2, . . . , km such that

∑m
i=1 ki = k � 2, there are infinitely many

geometrically different,k-bump, nodal solutions inI kc+α
kc−α which have exactlym nodal domainsDi , i = 1, . . . ,m,

such thatu|Di
is a ki -bump positive or negative solution.

Case (iii). Finally, we consider Eq. (2) with differentx-dependence in different directions.

(V1′′) V ∈ C(RN,R), V0 := infRN V (x) > 0, is periodic inxN and radially symmetric in(x1, . . . , xN−1).
(f1′′) f ∈ C1(RN × R,R) is periodic inxN and radially symmetric in(x1, . . . , xN−1).

Then the problem is againZ-invariant. Withx = (x′, xN) andx′ = (x1, . . . , xN−1), we take

E =
{
u ∈ W 1,2(RN)

∣∣∣ u(x′, xN) = u
(|x′|, xN

)
,

∫
RN

V (x)u2 dx <∞
}

i.e., functions inE are radially symmetric in the firstN − 1 variables. We can still define the mountain pass va
c in the spaceE.

(∗′′) There isα > 0 such thatKc+α/Z is finite.

Theorem 1.3. Assume(V1′′), (f1′′) and (f2)–(f5). Suppose(∗′′) holds. For any integerk � 2, Eq. (2)has infinitely
many, geometrically different,k-bump, nodal solutions inI kc+α

kc−α such that the numbers of their nodal domains
bounded between[k/2] + 1 and k. In particular, there are nodal solutions such that the numbers of their n
domains tend to infinity.

Remark 1.4. In the setting of Theorem 1.2, one can easily see thatΩ can be taken as more general smooth dom
than a standard cylinder domain inRN , which needs to be periodic in thexN direction and whose projection o
RN−1 is bounded. Furthermore, it follows from the proof that this(N − 1)-dimensional projection may also b
unbounded. In this case, we need to assume that there is a numbert such that{x′ ∈ RN−1 | (x′, t) ∈ Ω} is bounded
and impose additional assumptions onV andf in RN−1 direction, for example,V is coercive in the(N − 1)

space. Finally, in the case the equation is autonomous, namely, independent ofx, we may assume the domains a
periodic in thexN direction. By assuming an isolatedness condition of the critical points at the mountain pas
like (∗′), a similar result to Theorem 1.2 can be stated.

Remark 1.5. The assumption thatf is odd inu is a technical condition but used in [11] in an essential way.
sequel to this paper [18] we will provide techniques to remove this condition. This requires modifications
gluing procedure of [11] by combining with invariant set method.

The paper is organized as follows. Section 2 contains a sketch of the original construction of multi-bu
lutions in the setting of Theorem 1.1 due to Coti Zelati–Rabinowitz [11], and some variants of it for the s
of our Theorems 1.2 and 1.3. Section 3 is devoted to the proof of our main estimates aboutC1-closeness of the
multi-bump solutions to the sum of the basic one bump solutions. In Section 4, using the results from Sect
prove our main Theorems 1.1, 1.2, and 1.3.
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2. Multi-bump type nodal solutions revisited

In this sectionE denotes the Sobolev spaceW1,2(RN), and some times a subspace of it when the conte
clear.

We consider the case (i) (Theorem 1.1) first which was considered in [11] in detail by Coti Zelati–Rabin
Without loss of generality we assume the periods in all directions are equal to 1.

Let j = (j1, . . . , jN ) ∈ ZN and the translations on theRN will be defined by

τju(x) = u(x1 + j1, . . . , xN + jN).

Following [11], one can prove that there isν > 0 such that for allv ∈ K \ {0}, ‖v‖ � ν. Under (∗), it is proved
in [11] that the mountain pass valuec is a critical value. LetΛ = {+1,−1} andλ = (λ1, . . . , λk) ∈ Λk . Then one
chooses a finite setA ⊂K(c) which contains only positive solutions (see [11] for the details) to define for any
integerk � 2, λ = (λ1, . . . , λk) ∈ Λk ,

M=M(j1, . . . , jk,A,λ) =
{

k∑
i=1

λiτji
vi

∣∣∣ vi ∈ A

}
,

whereji ∈ ZN for i = 1, . . . , k are fixed such that‖∑k
i=1 τji

vi‖ � kν
2 .

Theorem 2.1 [11]. Assume(V1) and (f1)–(f5). Suppose(∗) holds. There isr0 > 0 such that for anyr ∈ (0, r0)

Nr

(
M(lj1, . . . , ljk,A,λ)

) ∩ (Kkc+α
kc−α/ZN) 
= ∅

for all but finitely manyl ∈ N, whereNr(·) is ther-neighborhood inE.

Next consider case (ii). In the setting of Theorem 1.1 which was sketched in [11] we state the following
Here the problem is onlyZ-invariant and we understandj ∈ Z here and the translationsτj are only in thexN

direction.

Theorem 2.2. Assume(V1′), (f1′), and(f2)–(f5). Suppose(∗′) holds. There isr0 > 0 such that for anyr ∈ (0, r0)

Nr

(
M(lj1, . . . , ljk,A,λ)

) ∩ (Kkc+α
kc−α/Z) 
= ∅

for all but finitely manyl ∈ N, whereNr(·) is ther-neighborhood inE = W
1,2
0 (Ω).

Though this result was not stated in [11], the multi-bump solutions without nodal information were stated
With the modifications for the case of Theorem 2.1 little needs to be added for getting Theorem 2.2.

Finally we consider the case of Theorem 1.3 corresponding to case (iii). We note again the spaceE we employ
here is a subspace ofW1,2(RN) which contains functions radially symmetric with respect to the first(N − 1)

variables.

Theorem 2.3. Assume(V1′′), (f1′′), and(f2)–(f5). Suppose(∗′′) holds. There isr0 > 0 such that for anyr ∈ (0, r0)

Nr

(
M(lj1, . . . , ljk,A,λ)

) ∩ (Kkc+α
kc−α/Z) 
= ∅

for all but finitely manyl ∈ N, whereNr(·) is ther-neighborhood inE.

To establish this result we note that checking through the arguments in [11] for proving Theorem 2.1
procedures used in [11] can be confined in the subspaceE in our case by taking care of the symmetry in t
first (N − 1) variables. We omit the proofs here. Theorem 2.3 is also valid ifV andf are radially symmetric in
x1, . . . , xn and periodic inxn+1, . . . , xN for some 1< n < N .
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By using the arguments in Proposition 7.32 of [11], one can prove that ifλ 
= (+1, . . . ,+1) or (−1, . . . ,−1),
and for r sufficiently small andl sufficiently large, the solutions given in the above three theorems are
(sign-changing) solutions.

Next we state a result which is one of the main ingredients in establishing more detailed nodal property
solutions.

Theorem 2.4. In the above three theorems, ifr is sufficiently small andl sufficiently large, we may replace ther-
neighborhood inE with r-neighborhood inX whereX = C1( �Ω) in Theorem2.2andX = C1(RN) in Theorems2.1
and2.3.

Remark 2.5. Theorem 2.4 says the multi-bump solutions constructed in [11] are close to the sum of trans
the one bump basic solutions not only in the Sobolev norm but also in the strongerC1 norm. This in some sens
resembles Brezis and Nirenberg’s remarks on minimizers [6] as well as the remarks by Chang on minimax
points [8,9] and suggests that the minimax procedure of Coti Zelati and Rabinowitz [11] can be posed inC1

topology where the multi-bump feature is more apparent.

The proof of this result is given in Section 3. Using it and some maximum principle arguments we
Theorems 1.1, 1.2 and 1.3 in Section 4.

3. C1-estimates

In this section, we will prove Theorem 2.4. It suffices to prove the following lemma.

Lemma 3.1. Let ln → ∞ asn → ∞ andun ∈Kkc+α
kc−α such that

lim
n→∞ distE

(
un,M(lnj1, . . . , lnjk,A,λ)

) = 0.

Then

lim
n→∞ distX

(
un,M(lnj1, . . . , lnjk,A,λ)

) = 0.

Proof. We will only prove the result in the case ofRN . The other case can be treated similarly. SinceA is a finite
set, without loss of generality we may assume that asn → ∞∥∥∥∥∥un −

k∑
i=1

λiτlnji
vi

∥∥∥∥∥ → 0

for some{v1, . . . , vk} ⊂ A. Denote forn = 1,2, . . . , wn = un − ∑k
i=1 λiτlnji

vi . Since

−�(λiτlnji
vi) + V (x)(λiτlnji

vi) = f (x, λiτlnji
vi)

and

−�un + V (x)un = f (x, un),

wn satisfies

−�wn + V (x)wn = f (x, un) −
k∑

f (x, λiτlnji
vi) = z(1)

n + z(2)
n , (3)
i=1
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v

where

z(1)
n := f (x, un) − f

(
x,

k∑
i=1

λiτlnji
vi

)
=

1∫
0

fu

(
x,

k∑
i=1

λiτlnji
vi + swn

)
ds · wn (4)

and

z(2)
n := f

(
x,

k∑
i=1

λiτlnji
vi

)
−

k∑
i=1

f (x, λiτlnji
vi). (5)

The rest of the proof will be divided into four steps.
Step 1: For anyr > 2,

∫
RN |wn|r dx → 0 asn → ∞. With V0 = inf V (x) > 0, by (f2) and(f3), for all x ∈ RN

andu ∈ R,∣∣fu(x, u)
∣∣ � V0

2
+ C1|u|p−2. (6)

Here and in the sequel,Ci stands for positive constants independent ofn andx. For anyα > 0, multiplying (3)
with |wn|αwn and integrating overRN , we have∫

RN

(|∇(∣∣wn|α/2wn

)∣∣2 + V (x)|wn|α+2)dx � C2

∫
RN

(|z(1)
n | + |z(2)

n |)|wn|α+1 dx. (7)

Since (4) and (6) imply

|z(1)
n | � V0

2
|wn| + C3

(
|un|p−2 +

k∑
i=1

|τlnji
vi |p−2

)
|wn|,

it follows from (7) that∫
RN

(∣∣∇(|wn|α/2wn

)∣∣2 +
(

V (x) − V0

2

)
|wn|α+2

)
dx

� C4(α)

[( ∫
RN

|un|2∗
dx

) p−2
2∗

+
k∑

i=1

(∫
RN

|vi |2∗
dx

) p−2
2∗

]( ∫
RN

|wn|
(α+2)2∗
2∗−p+2 dx

) 2∗−p+2
2∗

+
(∫

RN

|z(2)
n | (α+2)2∗

2∗+(α+1)(p−2) dx

) 2∗+(α+1)(p−2)

(α+2)2∗
(∫

RN

|wn|
(α+2)2∗
2∗−p+2 dx

) (α+1)(2∗−p+2)

(α+2)2∗
.

Noting that{‖un‖} is bounded and{‖z(2)
n ‖Lr(RN)} has a bound independent ofn for anyr > 2 and using Sobole

inequality, we see that

(∫
RN

|wn| (α+2)2∗
2 dx

) 2
2∗

� C5(α)

[( ∫
RN

|wn|
(α+2)2∗
2∗−p+2 dx

) 2∗−p+2
2∗

+
(∫

RN

|wn|
(α+2)2∗
2∗−p+2 dx

) (α+1)(2∗−p+2)

(α+2)2∗
]
. (8)

Choosingα = α1 := 2∗ − p in (8) and using Sobolev inequality again, we have(∫
N

|wn| (2∗−p+2)2∗
2 dx

) 2
2∗

� C6

(
‖wn‖2∗−p+2 + ‖wn‖

(α1+1)(2∗−p+2)

α1+2

)
, (9)
R
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10)
while choosingα = αm := 2(
2∗−p+2

2 )m − 2 in (8) yields for any positive integerm,

(∫
RN

|wn|
(2∗−p+2)m2∗

2m dx

) 2
2∗

� C7

[(∫
RN

|wn|
(2∗−p+2)m−12∗

2m−1 dx

) 2∗−p+2
2∗

+
(∫

RN

|wn|
(2∗−p+2)m−12∗

2m−1 dx

) (αm+1)(2∗−p+2)

(αm+2)2∗
]
. (10)

Since‖wn‖ → 0 asn → ∞ and(2∗ − p + 2)m/2m → ∞ asm → ∞, an iterative process based on (9) and (
shows that

∫
RN |wn|r dx → 0 asn → ∞ for anyr > 2.

Step 2: For anyr > 2,
∫

RN |z(1)
n |r dx → 0 asn → ∞. Indeed, by (4) and(f3),

|z(1)
n | � C8

(|wn| + |wn|p−1).
Thus the result in step 1 implies that

∫
RN |z(1)

n |r dx → 0 for anyr > 2.

Step 3: For anyr > 2,
∫

RN |z(2)
n |r dx → 0 asn → ∞. For anyε > 0, chooseR > 0 such that for alli ∈ {1, . . . , k},∫

RN\BR(0)

|vi |r dx < ε. (11)

EnlargingR if necessary, we can also assume that|vi(x)| < 1 for all i ∈ {1, . . . , k} andx ∈ RN \ BR(0). Thus for
x ∈ G(R, n) := RN \ ⋃k

i=1 BR(lnji),∣∣∣∣∣
k∑

i=1

λiτlnji
vi

∣∣∣∣∣ < k.

Since|f (x, u)| � C9|u| for |u| � k, from (5) we see that

∫
G(R,n)

|z(2)
n |r dx =

∫
G(R,n)

∣∣∣∣∣f
(

x,

k∑
i=1

λiτlnji
vi

)
−

k∑
i=1

f (x, λiτlnji
vi)

∣∣∣∣∣
r

dx

� C10

k∑
i=1

∫
G(R,n)

|τlnji
vi |r dx. (12)

Combining (11) and (12) yields∫
G(R,n)

|z(2)
n |r dx � C11ε. (13)

ChooseN0 such that ifn � N0 thenln|ji − jm| > 2R for any i 
= m. On each ballBR(lnjm) with m ∈ {1, . . . , k}
andn � N0, we have from (5) again

∫
BR(lnjm)

|z(2)
n |r dx � 2r

∫
BR(lnjm)

∣∣∣∣∣f
(

x,

k∑
i=1

λiτlnji
vi

)
− f (x,λmτlnjmvm)

∣∣∣∣∣
r

dx

+ 2r

∫ ∣∣∣∣∑
i 
=m

f (x,λiτlnji
vi)

∣∣∣∣
r

dx
BR(lnjm)
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wing

f

� 2r

∫
BR(lnjm)

∣∣∣∣∣
1∫

0

fu

(
x,λmτlnjmvm + s

∑
i 
=m

λiτlnji
vi

)
ds

∣∣∣∣∣
r ∣∣∣∣∑

i 
=m

λiτlnji
vi

∣∣∣∣
r

dx

+ 2r

∫
BR(lnjm)

∣∣∣∣∑
i 
=m

f (x,λiτlnji
vi)

∣∣∣∣
r

dx.

Since foru in a bounded interval,fu(x, u) is bounded and|f (x, u)| � C12|u|, it follows that∫
BR(lnjm)

|z(2)
n |r dx � C13

∑
i 
=m

∫
BR(ln(jm−ji ))

|vi |r dx.

Then the fact thatBR(ln(jm − ji)) ∩ BR(0)= ∅ and (11) imply that

k∑
m=1

∫
BR(lnjm)

|z(2)
n |r dx � C14ε. (14)

That
∫

RN |z(2)
n |r dx → 0 asn → ∞ follows from (13) and (14).

Step 4: We complete the proof here. By the regularity theory of elliptic equations [14], for anyx ∈ RN ,

‖wn‖W2,2N(B1(x)) � C15
(‖wn‖L2N(B2(x)) + ‖z(1)

n ‖L2N(B2(x)) + ‖z(2)
n ‖L2N(B2(x))

)
� C15

(‖wn‖L2N(RN) + ‖z(1)
n ‖L2N(RN) + ‖z(2)

n ‖L2N(RN)

)
.

By Sobolev inequality,

‖wn‖C1(B1(x)) � C16‖wn‖W2,2N(B1(x)).

Thus, sincex ∈ RN is arbitrary,

‖wn‖C1(RN) � C17
(‖wn‖L2N(RN) + ‖z(1)

n ‖L2N(RN) + ‖z(2)
n ‖L2N(RN)

)
.

Then the results from steps 1–3 imply

lim
n→∞‖wn‖C1(RN) = 0,

finishing the proof. �
We remark that the proof above does not use the condition off being odd.

4. Proofs of the main results

In the following we referk as the number of bumps of the solutions constructed in Section 2. The follo
lemma is true in all three cases we consider.

Lemma 4.1. If r is small enough andl is large enough then, for the solutionsu given in Section2, the number o
nodal domains is bounded above by the number of bumps of the solutions.

Proof. Let infV (x) � V0 > 0. Then there isδ > 0 such that for|t | � δ, |f (x, t)| � V0|t |/2. SinceA is finite there
is R0 > 0 such thatv(x) � δ/2k for all v ∈ A and|x| � R0. In cases (i) and (iii), we have infBR0(0) v(x) � a0 > 0

for all v ∈ A and for somea0 > 0. Let Fl = ⋃k
i=1 BR0(lji). Supposeu ∈ Nr(M(lj1, . . . , ljk,A,λ)) ∩ Kkc+α be
kc−α
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y

l

r

2 for

n

e

in
e

egative
ers
a k-bump solution given in Section 2. By Theorem 2.4, ifr is small enough andl is large enough then for an
i ∈ {1, . . . , k} eitheru|BR0(lji ) > 0 oru|BR0(lji ) < 0, and max|u|Fc

l
| < δ whereFc

l = RN \Fl . Thenu|Fl
hask nodal

domains. We claim any pointx in Fc
l for whichu(x) 
= 0 has to be connected in{x ∈ RN : u(x) 
= 0} to some noda

domains ofu|Fl
. If this is not the case,u|Fc

l
has a nodal domainD which is not connected in{x ∈ RN : u(x) 
= 0} to

any of the nodal domains ofu|Fl
, thereforeD itself becomes a nodal domain ofu. Sinceu decays to 0 at infinityu

has a maximum or a minimum inD, for example, a maximum atx0. But sinceu(x0) < δ, |f (x0, u(x0))| � V0
2 u(x0),

and�u(x0) � 0, we get a contradiction with the equation.
In case (ii), we have∂v

∂ν
(x) 
= 0 on∂Ω and| ∂v

∂ν
(x)| has a positive lower bound onBR0(0) ∩ ∂Ω for anyv ∈ A,

whereν is the outer unit normal to∂Ω . Again by Theorem 2.4, ifr is small enough andl is large enough then fo
anyi ∈ {1, . . . , k} eitheru|BR0(lji )∩Ω > 0 oru|BR0(lji )∩Ω < 0, and max|u|Fc

l ∩Ω | < δ. The rest is the same.�
Theorem 1.1 follows from Lemma 4.1 right away.

Proof of Theorem 1.2. Let k � m � 2 andk1, k2, . . . , km be fixed positive integers such that
∑m

s=1 ks = k. In
this case the problem isZ-invariant. Denotei0 = 0 and in = ∑n

s=1 ks for n ∈ {1, . . . ,m}. We may assume in
Theorem 2.2,j1 < j2 < · · · < jk and we takeλ = (λ1, . . . , λk) ∈ Λk such that the firstk1 components are+1,
the nextk2 components are−1, and keep taking alternating signs forλi in this way. That is,λi = (−1)n+1 for
i ∈ {in−1 + 1, . . . , in} andn ∈ {1, . . . ,m}. We claim that with these choices the solutions given in Theorem 2.
sufficiently smallr and sufficiently largel have exactlym nodal domainsD1, . . . ,Dm with u|Di

being a positive
(negative, resp.)ki -bump solution fori odd (even, resp.). First, there isδ > 0 such that|f (x, t)| � V0|t |

2 for |t | � δ.
Then there isR0 > 0 such thatv(x) � δ/2k for all v ∈ A and forx ∈ Ω \ ω × [−R0,R0]. For anyv ∈ A, v(x) > 0
for x ∈ ω × [−R0,R0] and ∂v

∂ν
(x) < 0 for x ∈ ∂Ω ∩ (RN−1 × [−R0,R0]). By Theorem 2.4, ifr is small enough

and l is large enough then|u(x)| < δ for x ∈ Ω \ (ω × ⋃k
i=1[−R0 + lji ,R0 + lji]) and (−1)n+1u(x) > 0 for

x ∈ ω × [−R0 + lji ,R0 + lji] and for i ∈ {in−1 + 1, . . . , in} and n ∈ {1, . . . ,m}. Thusu has at leastm nodal
domains. To see thatu has exactlym nodal domains, it suffices to prove that(−1)n+1u(x) > 0 for x ∈ ω ×
[−R0 + ljin−1+1,R0 + ljin] for all n ∈ {1, . . . ,m} and that any nodal domain ofu contains one of them sets
ω × [−R0 + ljin−1+1,R0 + ljin]. And it is in turn sufficient to prove that there is no nodal domain ofu contained
completely inΩ \ (ω ×⋃k

i=1[−R0 + lji ,R0 + lji]). Arguing indirectly, we assume thatΩ∗ is a nodal domain ofu
which is contained completely inΩ \ (ω ×⋃k

i=1[−R0 + lji ,R0 + lji]) and assumeu|Ω∗ > 0. Assumeu|Ω∗ attains
its maximum atx∗. Sinceu|Ω∗ < δ, we have−�u(x∗) � 0,V (x∗)u(x∗) � V0u(x∗), andf (x∗, u(x∗)) <

V0
2 u(x∗),

but this is a contradiction with the equation.�
Proof of Theorem 1.3. Let k � 2 be fixed. In this case the problem again isZ-invariant, we may assume i
Theorem 2.3,j1 < j2 < · · · < jk and we takeλ = (λ1, . . . , λk) ∈ Λk such thatλi takes alternating+1 and−1 with
λ1 = +1, that is,λi = +1 for i odd andλi = −1 for i even. By Lemma 4.1, a solutionu given in Theorem 2.3
has at mostk nodal domains. We argue in the following thatu has at least[ k

2] + 1 nodal domains. Again, ther
is R0 > 0 such that forr small andl large and for somea0 > 0, u(x) > a0 for x ∈ BR0(lji) when i is odd,
u(x) < −a0 for x ∈ BR0(lji) when i is even, and any pointx in RN for which u(x) 
= 0 has to be connected
{x ∈ RN : u(x) 
= 0} to one of the ballsBR0(lji). Herelji is understood as(0, . . . ,0, lji). A useful observation her
is that if 1� i < n � k andBR0(lji) andBR0(ljn) are subsets of one nodal domain in whichu is positive, then
BR0(ljp) with i < p < n andBR0(ljq) with q < i or q > n cannot be subsets of one nodal domain in whichu is
negative. This is a consequence of the fact thatu is radially symmetric in the first(N − 1) variables. Similarly, if
1 � i < n � k andBR0(lji) andBR0(ljn) are subsets of one nodal domain in whichu is negative, thenBR0(ljp)

with i < p < n andBR0(ljq) with q < i or q > n cannot be subsets of one nodal domain in whichu is positive.
Now, we use an induction procedure to prove the result. With our selected configurations of positive and n
bumps, we may identify the bump atBR0(lji) to the integeri so that positive bumps correspond to odd numb
and negative bumps correspond to even numbers. With this identification, two integersi, n ∈ {1, . . . , k} are said
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to be connected to each other if and only ifBR0(lji) andBR0(ljn) are subsets of one nodal domain ofu. Then
the number of nodal domains ofu is the number of connected components of one of the graphs formed byk
integers{1,2, . . . , k} under the following rules: (a) odd numbers can only be connected to odd numbers, an
numbers can only be connected to even numbers; (b) if two odd numbersi, n with i < n are connected to eac
other then any even number inside the interval[i, n] cannot be connected to any even number outside that inte
(c) switch the roles of odd numbers and even numbers in (b). To get the result, it is sufficient to prove that[ k

2] + 1
is a lower bound of the numbers of connected components of the graphs formed from{1, . . . , k} by the above rules
This is obvious fork = 1,2,3 by a direct inspection. Assume the claim is true for some positive integerk and
consider the graph formed from the set{1, . . . , k+ 1}. If k + 1 is not connected to the proceeding numbers 1, . .

then by the induction assumption the number of connected components of the graph is at least[ k
2] + 1+ 1 which

is not less than[ k+1
2 ] + 1. If k + 1 is connected to somej ∈ {1, . . . , k} then any integer in the set{j + 1, . . . , k}

which is connected to an integer less thanj must be in the component containingj andk + 1. Therefore, when
the number of connected components containing integers in the set{1, . . . , j} is considered, one may regard t
set{j, . . . , k + 1} as one integerj and ignore the integersj + 1, . . . , k + 1 and by using the induction assumptio
we know there are at least[ j

2] + 1 connected components containing integers in{1, . . . , j}. This means there ar

at least[ j
2] connected components which do not contain any integers in{j, . . . , k + 1}. Also, when the numbe

of connected components containing integers in{j + 1, . . . , k + 1} is considered, one may ignore the integ
{1, . . . , j} since any integer in{1, . . . , j} connected to an integer in{j + 1, . . . , k + 1} must be connected tok + 1.
By the induction assumption again there are at least[ k+1−j

2 ] + 1 connected components which contain integ
in {j + 1, . . . , k + 1}, or equivalently, which contain integers in{j, . . . , k + 1}. The total number of connecte
components is the sum of the number of connected components which do not contain any integers in{j, . . . , k +1}
and the number of connected components which contain integers in{j, . . . , k + 1}. Therefore, the total number o
connected components of the graph formed by{1, . . . , k+1} is at least[ j

2]+ [ k+1−j
2 ]+1. Sincek +1 is connected

to j , k +1 andj must be either both even numbers or both odd numbers. In either casek +1−j is an even number
which implies[ j

2] + [ k+1−j
2 ] = [ k+1

2 ]. This finishes the induction process. Going back to the original problem
find thatu has at least[ k

2] + 1 nodal domains. �
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