
c

the simul-

res, lorsque

in [6,5,13,

ta under
Ann. I. H. Poincaré – AN 22 (2005) 679–704
www.elsevier.com/locate/anihp

Stability results for obstacle problems with measure data

Résultats de stabilité pour des problèmes d’obstacle
avec données mesure

Chiara Leone

Dipartimento di Matematica e Applicazioni “R. Caccioppoli”, Università “Federico II” di Napoli, Via Cintia, 80126 Napoli, Italy

Received 3 January 2000; received in revised form 1 October 2002; accepted 9 March 2005

Available online 22 June 2005

Abstract

We study the convergence properties of the solutions of some elliptic obstacle problems with measure data, under
taneous perturbation of the operator, the forcing term and the obstacle.

Résumé

On étudie les propriétés de convergence des solutions de problémes d’obstacles elliptiques avec données mesu
l’opérateur differentiel, les données ou les obstacles changent.

MSC:35J85; 35R05; 49K40

1. Introduction

Obstacle problems when the data do not belong to the dual of the energy space have been considered
19,20], where the authors studied the notion of solution of a unilateral problem for a monotone operatorA(u) =
−div(a(x,∇u)) acting onW

1,p

0 (Ω), p > 1, when the forcing term is a bounded Radon measureµ vanishing on
all sets ofp-capacity zero (see Section 1 for the definition ofp-capacity).

The problem we deal in this paper regards the behaviour of the obstacle problem with measure da
perturbation of the operator, of the forcing term, and of the obstacle.
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We begin with some remarks on the obstacle problem in the variational framework. For any datuF ∈
W−1,p′

(Ω) and for any functionψ :Ω → R̃, the unilateral problem relative toA, F , and the obstacleψ (denoted
by VI(A,F,ψ)) is the problem of finding a functionu such that

u ∈ W
1,p

0 (Ω), u � ψ,

〈A(u), v − u〉 � 〈F,v − u〉,
∀v ∈ W

1,p

0 (Ω), v � ψ.

(1.1)

This problem has a unique solution whenever the convex set

Kψ := {
z ∈ W

1,p

0 (Ω): z � ψ Cp-q.e. inΩ
}

is nonempty.
In [16] (see also [8]) the authors proved some results on the convergence of variational inequalities for m

operators, when both the operator and the obstacle are perturbed. They considered a sequence of vari
equalitiesVI(Ah,Fh,ψh) and the corresponding convex sets

Kψh
:= {

z ∈ W
1,p

0 (Ω): z � ψh Cp-q.e. inΩ
}
,

assuming that

Fh converges toF strongly inW
1,p

0 (Ω),

ah G-converges toa,

Kψh
converges toKψ in the sense of Mosco.

Denoting the solutions ofVI(Ah,Fh,ψh) andVI(A,F,ψ) by uh andu, respectively, Theorem 3.1 of [16] show
that

uh ⇀ u weakly inW
1,p

0 (Ω),

ah(x,∇uh) ⇀ a(x,∇u) weakly inLp′
(Ω)N,∫

Ω

ah(x,∇uh)∇uh dx →
∫
Ω

a(x,∇u)∇udx.

In this paper we extend the stability result stated above to the case when the forcing termµ is a bounded Rado
measure which vanishes on all sets ofp-capacity zero, that is to sayµ ∈Mp

b,0(Ω).

We point out that, if the forcing termµ ∈ Mp

b,0(Ω), the classical definition (1.1) given above fails. In th
paper we will adopt the notion of solution considered in [22] to solve uniquely the obstacle problem (deno
OP(A,µ,ψ)), when the forcing termµ is a measure inMp

b,0(Ω).
We consider a sequence of obstacle problemsOP(Ah,µh,ψh), when the measuresµh vanish on sets o

p-capacity zero, and we assume that

µh(B) → µ(B), for every Borel setB ⊆ Ω,

ah G-converges toa,

Kψh
converge toKψ in the sense of Mosco.

Denoting the solutions ofOP(Ah,µh,ψh) andOP(A,µ,ψ) by uh andu, respectively, we will prove in Theo
rem 6.1 that
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the
Tj (uh) ⇀ Tj (u) weakly inW
1,p

0 (Ω), for everyj > 0,

ah(x,∇uh) ⇀ a(x,∇u) weakly inLq(Ω)N , for everyq <
N

N − 1
,∫

Ω

ah(x,∇uh)∇Tj (uh)dx →
∫
Ω

a(x,∇u)∇Tj (u)dx, for everyj > 0,

whereTj (·) is the truncation function at levelj (see Section 1 for the definition).
In the special case whereah = a, for every h, we obtain also thatTj (uh) converges toTj (u) strongly in

W
1,p

0 (Ω), for everyj > 0.
Other results in the caseah = a, under different hypotheses onµh andψh, can be found in [12].

2. Assumptions and notations

Let Ω be a bounded, open subset ofR
N , N � 2. Let p be a real constant, 1< p � N , and letp′ its dual

exponent, 1/p+ 1/p′ = 1.
Given two constantsc0, c1 > 0 and two constantsα andβ, with 0� α � 1∧ (p − 1) andp ∨ 2� β < +∞, we

consider the familyL(c0, c1, α,β) of Carathéodory functionsa(x, ξ) :Ω × R
N → R

N such that:∣∣a(x, ξ) − a(x, η)
∣∣ � c0

(
1+ |ξ | + |η|)p−1−α|ξ − η|α, (2.1)(

a(x, ξ) − a(x, η)
)
(ξ − η) � c1

(
1+ |ξ | + |η|)p−β |ξ − η|β, (2.2)

a(x,0)= 0, (2.3)

for almost everyx ∈ Ω , for everyξ, η ∈ R
N .

Under the assumptions (2.1)–(2.3), the operatorA :u �→ −div(a(x,∇u)) maps W
1,p

0 (Ω) into its dual

W−1,p′
(Ω), and for anyF in W−1,p′

(Ω) there exists a unique solutionu ∈ W
1,p

0 (Ω) of the equation{
A(u) = F in Ω,

u = 0 on∂Ω,
(2.4)

since, in particular,A is coercive, continuous, bounded and strictly monotone (see [22]).

Remark 2.1. For a particular choice of the constantsα and β, i.e. if 1 < p � 2, α = p − 1, andβ = 2, the
inequalities (2.1) and (2.2) become∣∣a(x, ξ) − a(x, η)

∣∣ � c0|ξ − η|p−1,(
a(x, ξ) − a(x, η)

)
(ξ − η) � c1

(
1+ |ξ | + |η|)p−2|ξ − η|2.

Moreover, if 2� p < +∞, α = 1, andβ = p, the continuity and monotonicity assumptions (2.1) and (2.2) for
functiona take the form∣∣a(x, ξ) − a(x, η)

∣∣ � c0
(
1+ |ξ | + |η|)p−2|ξ − η|,(

a(x, ξ) − a(x, η)
)
(ξ − η) � c1|ξ − η|p.

We recall that, given a compact setK ⊆ Ω , its p-capacity with respect toΩ is given by

Cp(K) = inf

{∫
|∇z|2 dx: z ∈ C∞

0 (Ω), z � χK

}
,

Ω
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whereχK is the characteristic function ofK . This definition can be extended to any open subsetB of Ω in the
following way:

Cp(B) = sup
{
Cp(K): K compact,K ⊆ B

}
.

Finally, it is possible to define thep-capacity of any setA ⊆ Ω as:

Cp(A) = inf
{
Cp(B): B open,A ⊆ B

}
.

A property holdsCp-quasi everywhere (abbreviated asCp-q.e.) when it holds up to sets ofp-capacity zero.
A function v :Ω → 
R is Cp-quasi Borel if there exists a Borel functionu :Ω → 
R such thatv = u Cp-q.e.

in Ω . A function v :Ω → 
R is Cp-quasi continuous (resp.Cp-quasi upper semicontinuous) if, for everyε > 0
there exists a setE such thatCp(E) < ε andv|Ω\E is continuous (resp. upper semicontinuous) inΩ \ E. Thus,
everyCp-quasi continuous (resp.Cp-quasi upper semicontinuous)v is aCp-quasi Borel function.

A functionu ∈ W
1,p

0 (Ω) always has aCp-quasi continuous representative, which is uniquely defined (and fi
up to a set ofp-capacity zero. In the sequel we shall always identifyu with its Cp-quasi continuous representativ
so that the pointwise values ofu are definedCp-quasi everywhere.

A setE ⊆ Ω is said to beCp-quasi open if for everyε > 0 there exists an open setU such thatE ⊆ U ⊆ Ω and
Cp(U \ E) � ε.

Let Mb(Ω) the space of Radon measuresµ on Ω whose total variation|µ| is bounded onΩ , whileMp

b,0(Ω)

is the special subspace ofMb(Ω) of all measures, which are absolutely continuous with respect to thep-capacity,
that is a measureµ ∈ Mb(Ω) belongs toMp

b,0(Ω) if and only if µ(A) = 0 for every Borel setA ⊆ Ω such that
Cp(A) = 0. As usual, we identifyMb(Ω) with the dual of the Banach spaceC0(Ω) of continuous functions tha
are zero on the boundary; so that the duality is〈µ,u〉 = ∫

Ω
udµ, for everyu in C0(Ω) and the norm is‖µ‖Mb(Ω) =

|µ|(Ω). Moreover, we denote the positive cones ofMb(Ω) andMp

b,0(Ω) byM+
b (Ω) andMp,+

b,0 (Ω), respectively.

It is well known that, ifµ belongs toW−1,p′
(Ω) ∩ Mb(Ω), thenµ is in Mp

b,0(Ω), everyu in W
1,p

0 (Ω) ∩
L∞(Ω) is summable with respect toµ and

〈µ,u〉 =
∫
Ω

udµ,

where〈·, ·〉 denotes the duality pairing betweenW−1,p′
(Ω) andW

1,p

0 (Ω), while in the right-hand sideu denotes
theCp-quasi continuous representative and, consequently, the pointwise values ofu are definedµ-almost every-
where.

For everyj > 0 we define the truncation functionTj :R �→ R by

Tj (t) =
{

t if |t | � j ,

j sign(t) if |t | > j .

Let us consider the spaceT 1,p

0 (Ω) of all functionsu :Ω �→ 
R which are almost everywhere finite and such t

Tj (u) ∈ W
1,p

0 (Ω) for everyj > 0. It is easy to see that every functionu ∈ T 1,p

0 (Ω) has aCp-quasi continuous

representative with values in
R, that will always be identified with the functionu. Moreover, for everyu ∈ T 1,p

0 (Ω)

there exists a measurable functionΦ :Ω �→ R
N such that∇Tj (u) = Φχ{|u|�j} a.e. inΩ (see Lemma 2.1 in [3])

This functionΦ, which is unique up to almost everywhere equivalence, will be denoted by∇u. Note that∇u

coincides with the distributional gradient ofu whenever

u ∈ T 1,p

0 (Ω) ∩ L1
loc(Ω) and ∇u ∈ L1

loc(Ω,R
N).
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3. Entropy solutions and obstacle problems

We are now in position to recall the notion of entropy solution introduced in [3] forL1 data and extended t
measures inMp

b,0(Ω) in [7], which ensures us that, whenµ ∈ Mp

b,0(Ω), the equation{
A(u) = µ in Ω,

u = 0 on∂Ω,
(3.1)

has a unique entropy solution.
We point out that the theory of entropy solutions works for general Carathéodory functionsa :Ω × R

N → R
N

such that, for almost everyx ∈ Ω and for allξ, η ∈ R
N , with ξ �= η,∣∣a(x, ξ)

∣∣ � c2
[
k(x) + |ξ |p−1], (3.2)

a(x, ξ) · ξ � c3|ξ |p − g(x), (3.3)(
a(x, ξ) − a(x, η)

)
(ξ − η) > 0, (3.4)

a(x,0)= 0, (3.5)

wherec2 and c3 are two positive real constants,g is a nonnegative function inL1(Ω) and k is a nonnegative
function inLp′

(Ω) (see Remark 2.4 of [19]).
We note that, ifa ∈L(c0, c1, α,β), these conditions are satisfied, withg andk replaced by positive real constan

depending onc0, c1, α, andβ.

Definition 3.1. Let µ ∈ Mp

b,0(Ω). A functionu is an entropy solution of problem (3.1) ifu belongs toT 1,p

0 (Ω),
and ∫

Ω

a(x,∇u)∇Tj (u − ϕ)dx �
∫
Ω

Tj (u − ϕ)dµ, (3.6)

for everyϕ in W
1,p

0 (Ω) ∩ L∞(Ω) and everyj > 0.

Remark 3.2.If F ∈ W−1,p′
(Ω) we can consider as data alsoµ + F , the definition of entropy solution being∫

Ω

a(x,∇u)∇Tj (u − ϕ)dx �
∫
Ω

Tj (u − ϕ)dµ+ 〈
F,Tj (u − ϕ)

〉
. (3.7)

Remark 3.3.Actually, it is possible to prove that equality holds in (3.6) and (3.7) (see [21]).

Remark 3.4.Usingϕ = 0 in (3.7), by (3.3) and by Young’s inequality, we easily get∫
Ω

∣∣∇Tj (u)
∣∣p � c(j + 1), ∀j > 0 (3.8)

where the constantc depends on‖µ‖Mb(Ω), ‖F‖
W−1,p′

(Ω)
, p, c3, and‖g‖L1(Ω).

By standard arguments of capacity theory, (3.8) implies

Cp

({|u| > j
})

� c(j + 1)

jp
; (3.9)

that is, ifu is the entropy solution of (3.1) relative toµ + F , then (theCp-quasi continuous representative of)u is
finite up to a set of capacity zero.
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Now, usingϕ = Ti(u) in (3.7), by (3.9) we get

lim
i→+∞

∫
{i<|u|�i+j}

|∇u|p dx = 0. (3.10)

Remark 3.5. By means of (3.8), we can apply Lemma 4.2 of [3] which implies that, for every 1< q < N
N−1,

|∇u|p−1 is bounded inLq(Ω) by some constant depending only byN andc. Moreover, the procedure used
[7] to obtain the entropy formulation (3.7), combined with the uniqueness ofu, allows to prove that, for ever

Φ ∈ W
1,q ′
0 (Ω), with 1< q < N

N−1,∫
Ω

a(x,∇u)∇Φ dx =
∫
Ω

Φ dµ+ 〈F,Φ〉, (3.11)

as well as∫
Ω

a(x,∇u)∇(
Tj (u − ϕ)φ

)
dx =

∫
Ω

Tj (u − ϕ)φ dµ+ 〈
F,Tj (u − ϕ)φ

〉
, (3.12)

for everyϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω) and for everyφ ∈ C1( 
Ω). Let us observe that ifq < N
N−1, thenq ′ > N , so that,

by Sobolev embedding theorems,W
1,q ′
0 (Ω) ⊆ C( 
Ω).

We recall also the following stability result (see Theorem 1.2 in [21] and Remark 3.3 in [19]):

Theorem 3.6.Letµh ∈ Mp

b,0(Ω) andFh ∈ W−1,p′
(Ω) be such that

µh → µ strongly inMb(Ω), (3.13)

Fh → F strongly inW−1,p′
(Ω); (3.14)

let uh be the entropy solutions of(3.1) relative toµh + Fh, and letu be the entropy solution of(3.1) relative to
µ + F . Then

lim
h→∞Tj (uh) = Tj (u) strongly inW

1,p

0 (Ω),

for everyj > 0.

Before specifying the notion of solution we will adopt in this paper in order to study obstacle problems
the forcing term is a measure, we want to mention here these two facts, concerning the solutionu of VI(A,F,ψ),
whenF ∈ W−1,p′

(Ω).
Characterization 1.The solutionu can be characterized (see, e.g., Chapters II and III in [18]) as the sm

function inW
1,p

0 (Ω), greater than or equal toψ , such that{
A(u) − F = λ in Ω,

u = 0 on∂Ω,
(3.15)

for some nonnegative elementλ of W−1,p′
(Ω).

Characterization 2.Finally, when the obstacleψ is Cp-quasi upper semicontinuousu, is also characterized (se
e.g., Theorem 3.2 in [1]) by the complementarity system

u ∈ W
1,p

0 (Ω), u � ψ,

A(u) = F + λ,

λ ∈ W−1,p′
(Ω), λ � 0,

(3.16)
λ({u − ψ > 0})= 0,
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where the pointwise values ofu are definedCp-quasi everywhere. Sinceλ is a nonnegative element ofW−1,p′
(Ω),

by the Riesz Representation Theorem, it is a nonnegative Radon measure; this explains the meaning of th
of (3.16), which can be written also asu = ψ λ-almost everywhere inΩ .

Let us observe that without loss of generality we may suppose thatψ is Cp-quasi upper semicontinuous than
to the following proposition (see Proposition 1.5 in [15]).

Proposition 3.7.Letψ :Ω �→ 
R, with Kψ nonempty. Then there exists aCp-quasi upper semicontinuous functio
ψ̂ :Ω �→ 
R such that:

(1) ψ̂ � ψ Cp-q.e. inΩ ;
(2) if ϕ :Ω �→ 
R is Cp-quasi upper semicontinuous andϕ � ψ Cp-q.e. inΩ , thenϕ � ψ̂ Cp-q.e. inΩ .

Thus, in particular,Kψ = K
ψ̂

.
Besides, let us observe that ifp is greater than the dimensionN of the ambient space, then it is easily se

by Sobolev embedding and duality arguments, that the spaceMb(Ω) is a subset ofW−1,p′
(Ω), so that existence

uniqueness, and continuous dependence of solutions inW
1,p

0 (Ω) to the obstacle problem was studied as part of
theory of the variational inequality (1.1).

In [19] the following definition for unilateral problems with measure data was introduced.

Definition 3.8.We say thatu is the solution of the Obstacle Problem with datumµ ∈Mp

b,0(Ω) and obstacleψ if

(1) there exists a measureλ ∈Mp,+
b,0 (Ω) such thatu is the entropy solution of{

A(u) = µ + λ in Ω,

u = 0 on∂Ω,
(3.17)

andu � ψ Cp-quasi everywhere inΩ .
(2) for anyν ∈ Mp,+

b,0 (Ω) such that the entropy solutionv of (3.17) relative toµ + ν satisfiesv � ψ Cp-quasi
everywhere inΩ , we haveu � v Cp-q.e. inΩ .

By definition, it is clear that, if such a solution exists, it is unique.
The nonnegative measureλ, which is uniquely defined, will be called the obstacle reaction relative tou, or the

measure associated with it.
The only restriction required on the choice of the obstacle is that there exists a measureρ ∈ Mb(Ω) ∩

W−1,p′
(Ω) such that the solutionuρ of{
A(uρ) = ρ in Ω,

uρ = 0 on∂Ω

is such that

ψ � uρ Cp-q.e. inΩ. (3.18)

The following theorem was proved in [19].

Theorem 3.9.Let ψ satisfy(3.18) and letµ ∈ Mp

b,0(Ω). Then there exists a unique solution of OP(A,µ,ψ).
Moreover the corresponding obstacle reactionλ satisfies

‖λ‖Mb(Ω) �
∥∥(µ − ρ)−

∥∥
Mb(Ω)

. (3.19)

The solution found can be characterized by the complementarity system.
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Theorem 3.10.Letµ be inMp

b,0(Ω) andψ satisfy(3.18);then the following statements are equivalent:

(1) u is the solution of OP(A,µ,ψ)andλ is the associated obstacle reaction;
(2) u � ψ Cp-q.e. inΩ , λ ∈Mp,+

b,0 (Ω), u is the entropy solution of(3.17)relative toµ + λ, and
∫
Ω

Tk(u − ϕ)dλ�
∫
Ω

Tk(v − ϕ)dλ,

∀ϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω),

∀v ∈ T 1,p

0 (Ω), v � ψ Cp-q.e. inΩ;

(3.20)

(3) u � ψ Cp-q.e. inΩ , λ ∈Mp,+
b,0 (Ω), u is the entropy solution of(3.17)relative toµ + λ, and

u = ψ λ-a.e. inΩ. (3.21)

Remark 3.11.Observe that ifψ is Cp-q.e. upper bounded, we can consider in (3.20)ϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω),
ϕ � ψ Cp-q.e. inΩ andv = ϕ, so that, taking into account thatu is the entropy solution of (3.17) relative toµ+λ,
u satisfies∫

Ω

a(x,∇u)∇Tk(u − ϕ)dx �
∫
Ω

Tk(u − ϕ)dµ, (3.22)

which is quite similar to the usual variational formulation. Formula (3.22) was just obtained in [5] when the daµ

is a function inL1(Ω). In that paper L. Boccardo and G.R. Cirmi proved also that formulation (3.22) charact
uniquely the functionu. In the same way this can be done also whenµ ∈Mp

b,0(Ω).

4. G-convergence, Mosco-convergence, and weak convergence inMb(Ω)

The study of the properties of the solutions to the obstacle problems under perturbations of the opera is
based on a notion of convergence inL(c0, c1, α,β), calledG-convergence.

Definition 4.1.We say that a sequence of functionsah(x, ξ) belonging toL(c0, c1, α,β) G-converges to a functio
a(x, ξ) satisfying the same hypotheses (possibly with different constantsc̃0, c̃1, α̃, β̃) if for any F ∈ W−1,p′

(Ω),
the solutionuh of{

Ah(uh) = F in Ω,

u = 0 on∂Ω
(4.1)

satisfies

uh ⇀ u weakly inW
1,p

0 (Ω) (4.2)

and

ah(x,∇uh) ⇀ a(x,∇u) weakly inLp′
(Ω)N, (4.3)

whereu is the unique solution of (2.4).

The following theorem justifies the definition ofG-convergence.

Theorem 4.2. Any sequenceah(x, ξ) of functions belonging toL(c0, c1, α,β) admits a subsequence whi
G-converges to a functiona(x, ξ) ∈L(c̃0, c̃1,

α , β), wherec̃0, c̃1 depend only onN,p,α,β, c0, c1.

β−α
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This compactness theorem was obtained by L. Tartar (see [24] and Theorem 1.1 of [17]) in the case of n
monotone operators defined from H1

0(Ω) into H−1(Ω), whenp = 2 and the functionsah ∈L(c0, c1,1,2), and then
extended in the version of Theorem 4.2 in [11] (see Theorem 4.1).

The investigations of the properties of obstacle problems when the obstacle varies relies on a notion o
gence for sequences of convex sets introduced by U. Mosco in [23].

Definition 4.3.Let Kh be a sequence of subsets of a Banach spaceX. The strong lower limit

s- lim inf
h→+∞Kh

of the sequenceKh is the set of allv ∈ X such that there exists a sequencevh ∈ Kh, for h large, converging tov
strongly inX.

The weak upper limit

w- lim sup
h→+∞

Kh

of the sequenceKh is the set of allv ∈ X such that there exists a sequencevk converging tov weakly inX and a
sequence of integershk converging to+∞, such thatvk ∈ Khk

.

The sequenceKh converges to the setK in the sense of Mosco, shortlyKh
M→K , if

s- lim inf
h→+∞Kh = w- lim sup

h→+∞
Kh = K.

Mosco proved that this type of convergence is the right one for the stability of variational inequalitie
respect to obstacles. This is the main theorem of his theory.

Theorem 4.4.LetKψh
andKψ be nonempty. Then

Kψh

M−→Kψ

if and only if, for anyF ∈ W−1,p′
(Ω),

uh → u strongly inW
1,p

0 (Ω),

whereuh andu are the solutions of VI(A,F,ψh) and VI(A,F,ψ), respectively.

Several stability results can be proved as corollaries of this theorem by Mosco. In particular, the strong
gence

ψh → ψ strongly inW
1,p

0 (Ω)

easily implies the convergence ofKψh
to Kψ in the sense of Mosco, but the weak convergence

ψh ⇀ ψ weakly inW1,r (Ω), r > p,

also implies the same result (see [9,1]). Moreover, if

ψh � ψ Cp-q.e. inΩ, ψh → ψ Cp-q.e. inΩ,

thenKψh
converges toKψ in the sense of Mosco.

A necessary and sufficient condition for the convergence ofKψh
, expressed in terms of the convergence of

Cp-capacity of the level sets{x ∈ Ω: ψh(x) > t} has been given in [15].

Remark 4.5. It has been proved in [15] that ifKψh
converges toKψ in the sense of Mosco, then alsoKTi(ψh)

converges toKTi(ψ) in the sense of Mosco, for everyi > 0.
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We recall now some properties of the∗-weak and the weak convergence of measures inMb(Ω).

Definition 4.6. If µh, µ ∈Mb(Ω), we say thatµh converges toµ ∗-weakly inMb(Ω) if

lim
h→+∞

∫
Ω

udµh =
∫
Ω

udµ,

for everyu ∈ C0(Ω).

For nonnegative measures we have a characterization of the∗-weak convergence in terms of convergence
sets.

Proposition 4.7.Givenµh, µ ∈ M+
b (Ω), the following conditions are equivalent:

(1) µh converges toµ ∗-weakly inMb(Ω);
(2) µ(A) � lim infh→+∞ µh(A), for everyA open subset ofΩ , µ(K) � lim suph→+∞ µh(K), for everyK com-

pact subset ofΩ .

Concerning the weak convergence inMb(Ω), the following result shows that it is stronger than the∗-weak one.

Proposition 4.8.Givenµh,µ ∈Mb(Ω), the following conditions are equivalent:

(1) µh converges toµ weakly inMb(Ω);
(2) limh→+∞µh(B) = µ(B), for every Borel setB contained inΩ .

The proof of this result (see, e.g., Theorem 6.6 in [2]) relies on the Vitali–Hahn–Sacks Theorem (se
Theorem 6.4 in [2]), which is similar to the Banach–Steinhaus uniform boundedness theorem and gives
condition for the equiintegrability of a sequence of summable functions.

Theorem 4.9.Let ν be a measure inMb(Ω), let gh be a sequence inL1(Ω,ν) and setµh = ghν. Assume that
for every Borel setB ⊆ Ω , thelimh→+∞ µh(B) exists and is finite;thengh is equiintegrable.

In the last part of this section we give a weak notion of convergence in capacity, similar to that one con
in [10], and some properties related to it.

Definition 4.10.Let uj , u :Ω → R beCp-quasi Borel functions. We say thatuj converges tou weakly in capacity
if, for every measureµ ∈Mp,+

b,0 (Ω), uj converges tou in µ-measure, i.e.,

lim
j→+∞µ

({
x ∈ Ω:

∣∣uj (x) − u(x)
∣∣ > ε

}) = 0, (4.4)

for everyε > 0.

The following proposition (see Proposition 3.5 in [10]) shows the relationship between weak converg
W

1,p

0 (Ω) and weak convergence in capacity.

Proposition 4.11.Letuj , u ∈ W
1,p

0 (Ω) be such thatuj converges weakly tou in W
1,p

0 (Ω). Thenuj converges to
u weakly in capacity.
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Remark 4.12. Actually, Definition 4.10 is not equivalent to Definition 3.1 of [10], where the measuresµ are
positive elements ofW−1,p′

(Ω), hence positive Radon measures (not bounded), and the convergence inµ-measure
is only local. However, it is easy to check that (4.4) turns out to be equivalent to the condition consid
Definition 3.1 of [10], whenµ ∈ M+

b (Ω) ∩ W−1,p′
(Ω). On the other hand, for every measureµ ∈ Mp,+

b,0 (Ω)

there exists a nonnegative measureγ ∈ M+
b (Ω) ∩ W−1,p′

(Ω) and a nonnegative Borel measurable functiong ∈
L1(Ω,γ ) such thatµ(A) = (gγ )(A) for everyCp-quasi open subsetA of Ω (see Theorem 2.2 in [14]). Henc
nothing essential changes in the proof of Proposition 3.5 in [10], whenµ belongs toMp,+

b,0 (Ω).

5. Preliminary results

Actually, Theorem 3.6 can be improved in the following way.

Theorem 5.1.Letµh ∈ Mp

b,0(Ω) andFh ∈ W−1,p′
(Ω) be such that

µh ⇀ µ weakly inMb(Ω), (5.1)

Fh → F strongly inW−1,p′
(Ω); (5.2)

let uh be the entropy solutions of(3.1) relative toµh + Fh, and letu be the entropy solution of(3.1) relative to
µ + F . Then

lim
h→∞Tj (uh) = Tj (u) strongly inW

1,p

0 (Ω),

for everyj > 0.

Since the proof of Theorem 5.1 can be obtained by following the same scheme of the proof of Theorem
have to enter into details only when assumption (5.1), instead of (3.13), requires some modifications. As
of fact, it is enough to prove here the following lemma, by which we deduce the strong convergence inW

1,p

0 (Ω)

of Tj (uh) to Tj (u), exactly as in the proof of Theorem 3.6.

Lemma 5.2.Let µh,µ ∈ Mp

b,0(Ω) be such thatµh converges toµ weakly inMb(Ω). Let Φh,Φ ∈ W
1,p

0 (Ω) ∩
L∞(Ω) be such thatsuph ‖Φh‖L∞(Ω) is bounded andΦh converges toΦ weakly inW

1,p

0 (Ω). Then

lim
h→+∞

∫
Ω

Φh dµh =
∫
Ω

Φ dµ.

Proof. We define the measureν ∈Mp,+
b,0 (Ω) as

ν :=
∞∑

h=1

1

2h

|µh|
|µh|(Ω)

,

so that|µh| � ν. This implies thatµh = ghν, with gh ∈ L1(Ω,ν); on the other hand, thanks to Proposition 4.8,
have thatµh(B) tends toµ(B), for every Borel setB ⊆ Ω . Applying Theorem 4.9 we deduce that the sequencgh

is equiintegrable, and, in conclusion, it converges to a functiong weakly inL1(Ω,ν), with µ = gν.
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Now, we can prove that
∫
Ω

Φh dµh tends to
∫
Ω

Φ dµ, when Φh,Φ belong toW
1,p

0 (Ω) ∩ L∞(Ω), with

suph ‖Φh‖L∞(Ω) < +∞, andΦh converges toΦ weakly in W
1,p

0 (Ω). By Proposition 4.11, indeed, the conve
gence ofΦh to Φ is, in particular, inν-measure. At this point, it is easy to obtain that

lim
h→+∞

∫
Ω

Φh dµh = lim
h→∞

∫
Ω

Φhgh dν =
∫
Ω

Φg dν =
∫
Ω

Φ dµ. �

Proposition 5.3.Assume(3.3), (3.2), (3.4), and(3.5). Letµ ∈Mp

b,0(Ω), and letu be the entropy solution of(3.1).

Then, for everyz ∈ W
1,p

0 (Ω) the functionu − z belongs toT 1,p

0 (Ω); more precisely, for everyj > 0, we have:∥∥Tj (u − z)
∥∥p

W
1,p
0 (Ω)

� c(j + 1), (5.3)

where the constantc depends only on‖µ‖Mb(Ω), ‖z‖
W

1,p
0 (Ω)

, p, c3, and‖g‖L1(Ω).

Proof. Let us consider a sequenceµn ∈ W−1,p′
(Ω) ∩ Mb(Ω) such thatµn converges toµ strongly inMb(Ω).

Denoting the variational solution of the problem (3.1) relative toµn by un, we know thatun tends tou in the sense
of Theorem 3.6. Ifz ∈ W

1,p

0 (Ω), define the operatorB(v) = −div(a(x,∇v + ∇z) − a(x,∇z)), which satisfies
(3.3), (3.2), (3.4), and (3.5) with different coercitivity and growth parameters depending byc2, c3, k, g, p, andz.
Let vn be the solution of{

B(v) = µn − A(z) in Ω,

v = 0 on ∂Ω;
(5.4)

that is〈
B(vn),w

〉 = 〈
µn − A(z),w

〉
,

or, equivalently∫
Ω

a(x,∇vn + ∇z)∇w dx = 〈µn,w〉,

for everyw ∈ W
1,p

0 (Ω). By the uniqueness of the solution of (5.4), it follows thatun = vn + z, and, sincevn tends
to the entropy solutionv of the problem (5.4) relative toµ − Az (see Theorem 3.6) we obtain thatu = v + z.

At this point, the result follows by (3.8).�
Remark 5.4.By the previous proposition we deduce also that ifzn, z ∈ W

1,p

0 (Ω), with zn converging toz weakly

in W
1,p

0 (Ω), then, for everyj > 0, Tj (u − zn) converges toTj (u − z) weakly inW
1,p

0 (Ω), whereu is the entropy
solution of (3.1) relative toµ ∈ Mp

b,0(Ω).

6. Convergence results

The problem we deal with in this section regards the behaviour of the obstacle problems in the sense o
tion 3.8 under perturbations of the operatorA, of the right hand sideµ, and of the obstacleψ .

We consider a sequenceah of functions inL(c0, c1, α,β), a sequence of measuresρh ∈Mb(Ω) ∩ W−1,p′
(Ω),

and the variational solutionuAh
ρh

of{
Ah(u

Ah
ρh

) = ρh in Ω,

u
Ah ∈ W

1,p
(Ω).
ρh 0
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We assume that

sup
h

‖ρh‖Mb(Ω) < +∞ (6.1)

and that the functionψh satisfies:

ψh � uAh
ρh

Cp-q.e. inΩ. (6.2)

Moreover we suppose that

ψ � 0 Cp-q.e. inΩ. (6.3)

We can now state the main result of this section.

Theorem 6.1.Letah be a sequence inL(c0, c1, α,β), whichG-converges to a functiona, and letAh andA be the
operators associated toah anda, respectively. Let us assume(6.1), (6.2), and(6.3), withKψh

converging toKψ

in the sense of Mosco. Finally, considerµh, µ ∈ Mp

b,0(Ω), with µh converging toµ weakly inMb(Ω). Then the
solutionsuh andu of the obstacle problems OP(Ah,µh,ψh) and OP(A,µ,ψ), respectively, satisfy

Tj (uh) ⇀ Tj (u) weakly inW
1,p

0 (Ω), for everyj > 0, (6.4)

ah(x,∇uh) ⇀ a(x,∇u) weakly inLq(Ω)N , for everyq <
N

N − 1
, (6.5)∫

Ω

ah(x,∇uh)∇Tj (uh)dx →
∫
Ω

a(x,∇u)∇Tj (u)dx, for everyj > 0. (6.6)

Remark 6.2.By formal modifications we can prove Theorem 6.1 replacing (6.3) with (3.18) and

ψ � M Cp-q.e. inΩ,

whereM is a positive constant.

Proof of Theorem 6.1. To simplify the exposition, it is convenient to divide the proof into various steps.
Step 1. We will prove (6.4).
Proof of Step 1. Let us recall that the solutionuh of the obstacle problemOP(Ah,µh,ψh) is the entropy solution

of Eq. (4.1) relative toµ + λh, i.e., for everyϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω), uh satisfies:∫
Ω

ah(x,∇uh)∇Tj (uh − ϕ)dx =
∫
Ω

Tj (uh − ϕ)dµh +
∫
Ω

Tj (uh − ϕ)dλh, (6.7)

where the obstacle reactionλh ∈ Mp,+
b,0 (Ω) satisfies (3.19), i.e.

‖λh‖Mb(Ω) �
∥∥(µh − ρh)

−∥∥
Mb(Ω)

.

Combining the previous estimate with (6.1) and (3.8), we obtain that, for everyj > 0,∫
Ω

∣∣∇Tj (uh)
∣∣p dx � cj, (6.8)

where the constantc does not depend onj andh. Working as in the proof of Theorem 6.1 of [3] we have th
there exists a subsequence ofuh (still denoted byuh) and a functionu∗ ∈ T 1,p

0 (Ω) such thatuh converges tou∗

a.e. inΩ and, for everyj > 0, Tj (uh) converges toTj (u
∗) weakly inW

1,p

0 (Ω). Since alsoKTj (ψh) converges to

KTj (ψ) in the sense of Mosco (see Remark 4.5), by the weakly convergence inW
1,p

(Ω) of Tj (uh) to Tj (u
∗) we
0
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k
deduce thatTj (u
∗) � Tj (ψ) Cp-q.e. inΩ , for everyj > 0, so thatu∗ � ψ Cp-q.e. inΩ . Furthermore, by the wea

convergence inW1,p

0 (Ω) of Tj (uh) to Tj (u), we obtain that alsoTj (u
∗) satisfies (6.8), which implies (3.9) foru∗.

Let us consider a functionΦ ∈ W
1,p

0 (Ω), with Φ � ψ , and the solutionwh of the variational inequality
VI(Ah,A(Φ),ψh). By Theorem 3.1 of [16],wh satisfies:

wh ⇀ w weakly inW
1,p

0 (Ω),

ah(x,∇wh) ⇀ a(x,∇w) weakly inLp′
(Ω)N,〈

ah(x,∇wh),wh

〉 → 〈
a(x,∇w),w

〉
,

wherew is the solution ofVI(A,A(Φ),ψ); so thatw = Φ (see Characterization 1).
Moreover,wh satisfies∫

Ω

ah(x,∇wh)∇(wh − v)dx �
〈
A(Φ),wh − v

〉 = ∫
Ω

a(x,∇Φ)∇(wh − v), (6.9)

for everyv ∈ W
1,p

0 (Ω), with v � ψh. Now, using the monotonicity of the operatorAh, we can rewrite (6.7) as∫
Ω

ah(x,∇ϕ)∇Tj (uh − ϕ)dx �
∫
Ω

Tj (uh − ϕ)dµh +
∫
Ω

Tj (uh − ϕ)dλh, (6.10)

for everyϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω). We would like to usewh in (6.10), but, a priori, we do not know thatwh is a

bounded function. Let us note, nevertheless, that if a functionϕ is in W
1,p

0 (Ω), for everyi > 0, we can useTi(ϕ)

as function test in (6.10). Observe now that, lettingi tend to infinity,Ti(ϕ) converges toϕ strongly inW
1,p

0 (Ω), so

that, on one handah(x,∇Ti(ϕ)) tends toah(x,∇ϕ) strongly inLp′
(Ω)N , on the otherTj (uh − Ti(ϕ)) converges

to Tj (uh −ϕ) weakly inW
1,p

0 (Ω), as observed in Remark 5.4. Now we can rewrite (6.10) for everyϕ ∈ W
1,p

0 (Ω),
and, in particular, choosingwh as function test we obtain∫

Ω

ah(x,∇wh)∇Tj (uh − wh)dx �
∫
Ω

Tj (uh − wh)dµh +
∫
Ω

Tj (uh − wh)dλh

�
∫
Ω

Tj (uh − wh)dµh, (6.11)

where the last inequality follows by the complementarity system (3.21) and by the fact thatwh � ψh Cp-q.e. inΩ .
The choice of the functionv = vh := wh − Tj (wh − uh) as test in (6.9) is admissible and gives:∫

Ω

ah(x,∇wh)∇Tj (wh − uh)dx �
∫
Ω

a(x,∇Φ)∇Tj (wh − uh)dx, (6.12)

which, with (6.11), implies∫
Ω

a(x,∇Φ)∇Tj (uh − wh)dx �
∫
Ω

Tj (uh − wh)dµh. (6.13)

By the estimate (5.3), it is easy to prove thatTj (uh −wh) converges toTj (u−Φ) weakly inW
1,p

0 (Ω), and, thanks
to Lemma 5.2 we easily pass to the limit in (6.13). In conclusion, we obtain∫

Ω

a(x,∇Φ)∇Tj (u
∗ − Φ)dx �

∫
Ω

Tj (u
∗ − Φ)dµ, (6.14)

for everyΦ ∈ W
1,p

(Ω), Φ � ψ Cp-q.e. inΩ .
0
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Thanks to the next lemma, we have the following fact:∫
Ω

a(x,∇u∗)∇Tj (u
∗ − ϕ)dx �

∫
Ω

Tj (u
∗ − ϕ)dµ,

for everyϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω), ϕ � ψ Cp-q.e. inΩ . As observed in Remark 3.11, the previous formulat
characterizes uniquely the functionu∗. Thus, having denoted the solution ofOP(A,µ,ψ) by u, we haveu∗ = u;
this implies that the whole sequenceTj (uh) (and not only a subsequence) converge toTj (u).

Hence, to conclude, we have to prove the following lemma, which is inspired by Lemma 1.2 of [4]. W
here the proof for the sake of completeness.

Lemma 6.3.Assumeµ be inMp

b,0(Ω) andψ satisfy(6.3). Under hypotheses(3.2), (3.3), (3.4), and(3.5)a solution
u of 

u ∈ T 1,p

0 (Ω), u � ψ,∫
Ω

a(x,∇Φ)∇Tj (u − Φ)dx �
∫
Ω

Tj (u − Φ)dµ,

∀j > 0, ∀Φ ∈ W
1,p

0 (Ω), Φ � ψ,

(6.15)

satisfying(3.8), is also a solution of
u ∈ T 1,p

0 (Ω), u � ψ,∫
Ω

a(x,∇u)∇Tk(u − ϕ)dx �
∫
Ω

Tk(u − ϕ)dµ,

∀k > 0, ∀ϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω), ϕ � ψ.

(6.16)

The converse is also true.

Proof. Let u be a solution of (6.15) andϕ ∈ W
1,p

0 (Ω) ∩ L∞(Ω), ϕ � ψ . The choice ofΦ = tTi(u) + (1 − t)ϕ,
with i > 0 andt ∈ (0,1), in (6.15) is admissible and gives

Ii � Ji,

Ii = ∫
Ω

a(x, t∇Ti(u) + (1− t)∇ϕ)∇Tj (u − tTi(u) − (1− t)ϕ)dx,

Ji = ∫
Ω

Tj (u − tTi(u) − (1− t)ϕ)dµ.

(6.17)

Now,

Ii =
∫

{|u|�i}
a
(
x, t∇u + (1− t)∇ϕ

)∇Tj

(
(1− t)(u − ϕ)

)
dx

+
∫

{|u|>i}∩{|u−tTi (u)−(1−t)ϕ|�j}
a
(
x, (1− t)∇ϕ

)∇(
u − (1− t)ϕ

)
dx,

since∇Tj (u − tTi(u) − (1− t)ϕ) = 0 where|u − tTi(u) − (1− t)ϕ| > j . The set{|u| > i} ∩ {|u − tTi(u) − (1−
t)ϕ| � j} is empty if we choosei > ‖ϕ‖L∞(Ω) and 0< j � (1− t)(i − ‖ϕ‖L∞(Ω)); hence

Ii =
∫

{|u|�i}
a
(
x, t∇u + (1− t)∇ϕ

)∇Tj

(
(1− t)(u − ϕ)

)
dx.

Let us considerJi :



694 C. Leone / Ann. I. H. Poincaré – AN 22 (2005) 679–704

arks

,

at

the
Ji =
∫

{|u|�i}
Tj

(
(1− t)(u − ϕ)

)
dµ+

∫
{|u|>i}

Tj

(
u − tTi(u) − (1− t)ϕ

)
dµ

�
∫

{|u|�i}
Tj

(
(1− t)(u − ϕ)

)
dµ+ j |µ|({|u| > i

})
.

Now we pass to the limit asi tends to+∞ in (6.17); taking into account (3.9), we obtain, by the previous rem
aboutIi andJi that

I := lim
i→+∞ Ii =

∫
Ω

a
(
x, t∇u + (1− t)∇ϕ

)∇Tj

(
(1− t)(u − ϕ)

)
dx

� lim
i→∞Ji =

∫
Ω

Tj

(
(1− t)(u − ϕ)

)
dµ=: J,

for everyj > 0. Let us writeI as

I = (1− t)

∫
{(1−t)|u−ϕ|�j}

a
(
x, t∇u + (1− t)∇ϕ

)∇(u − ϕ)dx,

while

J = (1− t)

∫
{(1−t)|u−ϕ|�j}

(u − ϕ)dµ+
∫

{(1−t)(u−ϕ)>j}
j dµ+

∫
{(1−t)(u−ϕ)<−j}

(−j)dµ.

Let k > 0 andj such thatj = k(1− t), so thatI � J implies

(1− t)

∫
Ω

a
(
x, t∇u + (1− t)∇ϕ

)∇Tk(u − ϕ)dx � (1− t)

∫
Ω

Tk(u − ϕ)dµ.

Dividing by (1− t) and passing to the limit with respect tot → 1−, we obtain (6.16).
The converse is just the monotonicity of the operatorA. Let us note that, ifu solves (6.16), thenu satisfies (3.8)

since we can useϕ = 0 as test in (6.16) and use (3.3).�
Step 2.Denoting the obstacle reactions ofuh andu by λh andλ, respectively, we will prove that

lim
h→+∞

∫
Ω

Φh dλh =
∫
Ω

Φ dλ, (6.18)

for everyΦ ∈ W
1,q ′
0 (Ω), with q < N

N−1, and for everyΦh ∈ W
1,p

0 (Ω) ∩ L∞(Ω), with suph ‖Φh‖L∞(Ω) < +∞,

converging toΦ strongly inW
1,p

0 (Ω).
Proof of Step 2.For everyi > 0 and for everyt ∈ R, t �= 0, we consider the solutionvh of the variational

inequality VI(Ah,A(Ti(u) + tΦh),ψh + tΦh) and the obstacle reactionηh associated with it. Observing th
A(Ti(u)+ tΦh) converges toA(Ti(u)+ tΦ) strongly inW−1,p′

(Ω), and thatKψh+tΦh
converges toKψ+tΦ in the

sense of Mosco, we can apply Theorem 3.1 of [16] to deduce:

vh ⇀ v weakly inW
1,p

0 (Ω),

ηh ⇀ η weakly inW−1,p′
(Ω),

wherev is the solution ofVI(A,A(Ti(u) + tΦ),ψ + tΦ) andη is the obstacle reaction associated with it. On
other hand, thanks to (6.3), for everyi > 0, we have thatTi(u) � ψCp-q.e. inΩ , so thatv = Ti(u)+ tΦ andη = 0
(see Characterization 1).
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tional
Consider now, for everyl > 0 and for everyj > 0, the inequality∫
Ω

(
ah(x,∇uh) − ah

(
x,∇Tl(vh)

))∇Tj

(
uh − Tl(vh)

)
dx � 0,

which follows by the monotonicity ofah. If we use the entropy formulation ofuh in the previous inequality we
obtain∫

Ω

Tj

(
uh − Tl(vh)

)
dλh +

∫
Ω

Tj

(
uh − Tl(vh)

)
dµh �

∫
Ω

ah

(
x,∇Tl(vh)

)∇Tj

(
uh − Tl(vh)

)
dx; (6.19)

passing to the limit asl tends to+∞ thanks to Proposition 5.3 (see also Remark 5.4), and using the varia
formulation (3.15) satisfied byvh, we rewrite (6.19) as

Ih + II h � III h + IVh,

Ih = ∫
Ω

Tj (uh − vh)dλh,

II h = ∫
Ω

Tj (uh − vh)dµh,

III h = ∫
Ω

a(x,∇(Ti(u) + tΦh))∇Tj (uh − vh)dx,

IVh = 〈ηh,Tj (uh − vh)〉.

(6.20)

By the complementarity system (3.16), we have that

IVh =
∫
Ω

Tj (uh − ψh − tΦh)dηh �
∫
Ω

Tj (−tΦh)dηh = 〈
ηh,Tj (−Φh)

〉
,

which tends to 0 ash goes to+∞, i.e.

lim inf
h→+∞ IVh � 0. (6.21)

Moreover, by (5.3), it is easy to check thatTj (uh − vh) converges toTj (u − Ti(u) − tΦ) weakly inW
1,p

0 (Ω), so
that we can apply Lemma 5.2 to deduce that

lim
h→+∞ II h =

∫
Ω

Tj

(
u − Ti(u) − tΦ

)
dµ. (6.22)

Since, thanks to (2.1),a(x,∇(Ti(u) + tΦh)) converges toa(x,∇(Ti(u) + tΦ)) strongly inLp′
(Ω)N , we pass to

the limit also inIII h, obtaining

lim
h→+∞ III h =

∫
Ω

a
(
x,∇(

Ti(u) + tΦ
))∇Tj

(
u − Ti(u) − tΦ

)
dx. (6.23)

Combining (6.21), (6.22) and (6.23) we have

lim inf
h→+∞

∫
Ω

Tj (uh − vh)dλh +
∫
Ω

Tj

(
u − Ti(u) − tΦ

)
dµ

�
∫
Ω

a
(
x,∇(

Ti(u) + tΦ
))∇Tj

(
u − Ti(u) − tΦ

)
dx, (6.24)

which can be written also as
lim infh→+∞Ih − I i � II i ,

I i = ∫
Ω

Tj (u − Ti(u) − tΦ)dλ,

II i = ∫
(a(x,∇(T (u) + tΦ)) − a(x,∇u))∇T (u − T (u) − tΦ)dx,

(6.25)
Ω i j i
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using the entropy formulation satisfied byu. By the complementarity system (3.21), we have that

lim inf
h→+∞ Ih = lim inf

h→+∞

∫
Ω

Tj (ψh − vh)dλh;

on the other hand, sincevh � ψh + tΦh we obtain by the previous equality that

lim inf
h→+∞ Ih � lim inf

h→+∞

∫
Ω

Tj (−tΦh)dλh. (6.26)

On the other hand, thanks to (3.9) it is easy to check that

lim
i→+∞ I i =

∫
Ω

Tj (−tΦ)dλ. (6.27)

Finally, in II i we split the integral into the sets where|u| � i and where|u| > i, getting

II i =
∫

{|u|�i}

(
a
(
x,∇(u + tΦ)

) − a(x,∇u)
)∇Tj (−tΦ)dx

+
∫

{|u|>i}∩{|u−Ti(u)−tΦ|�j}

(
a
(
x,∇(tΦ)

) − a(x,∇u)
)∇(u − tΦ)dx,

since∇Tj (u − Ti(u) − tΦ) = 0 where|u − Ti(u) − tΦ| > j . Let us observe that{|u − Ti(u) − tΦ| � j} ⊆ {|u| �
i + j + |t |‖Φ‖L∞(Ω)}, so that, by the growth conditions assumed ona and by (3.10), it is easy to prove that

lim
i→+∞

∫
{|u|>i}∩{|u−Ti(u)−tΦ|�j}

(
a
(
x,∇(tΦ)

) − a(x,∇u)
)∇(u − tΦ)dx = 0, (6.28)

as well as

lim
i→+∞

∫
{|u|�i}

(
a
(
x,∇(u + tΦ)

) − a(x,∇u)
)∇Tj (−tΦ)dx

=
∫
Ω

(
a
(
x,∇(u + tΦ)

) − a(x,∇u)
)∇Tj (−tΦ)dx, (6.29)

sincea(x,∇(u + tΦ)) − a(x,∇u) ∈ Lq(Ω)N and, by hypothesis,Φ ∈ W
1,q ′
0 (Ω). Combining (6.26)–(6.28) an

(6.29) we have

lim inf
h→+∞

∫
Ω

Tj (−tΦh)dλh −
∫
Ω

Tj (−Φ)dλ�
∫
Ω

(
a
(
x,∇(u + tΦ)

) − a(x,∇u)
)∇Tj (−tΦ)dx,

and, forj � |t |(‖Φh‖L∞(Ω) ∨ ‖Φ‖L∞(Ω))

lim inf
h→+∞

∫
Ω

−tΦh dλh + t

∫
Ω

Φ dλ� −t

∫
Ω

(
a
(
x,∇(u + tΦ)

) − a(x,∇u)
)∇Φ dx.

At this point, dividing by|t | and passing to the limit with respect tot → 0, we obtain (6.18).
Step 3.We will prove (6.5).
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Proof of Step 3.We recall thatuh satisfies (3.11), i.e.∫
Ω

ah(x,∇uh)∇Φ dx =
∫
Ω

Φ dµh +
∫
Ω

Φ dλh, (6.30)

for every Φ ∈ W
1,q ′
0 (Ω), with 1 < q < N

N−1. We just observed thatW1,q ′
0 (Ω) ⊆ C( 
Ω), so that, thanks to

Lemma 5.2 and (6.18), we can pass to the limit ash goes to+∞ in the last two terms of (6.30), obtaining

lim
h→+∞

∫
Ω

ah(x,∇uh)∇Φ dx =
∫
Ω

Φ dµ+
∫
Ω

Φ dλ=
∫
Ω

a(x,∇u)∇Φ dx,

where the last equality follows by Eq. (3.11) satisfied byu. In other words, we proved that

−div
(
ah(x,∇uh)

)
⇀ −div

(
a
(
x,∇u)

)
weakly inW−1,q (Ω), for everyq <

N

N − 1
.

On the other hand,ah(x,∇uh) is equibounded (with respect toh) in theLq -norm, as observed in Remark 3.5. B
this fact we easily deduce that

ah(x,∇uh) ⇀ σ weakly inLq(Ω)N, (6.31)

where div(a(x,∇u) − σ) = 0. As we will see later, to prove (6.5), it is enough to show, by Minty’s trick, that

lim
h→+∞

∫
Ω

ah(x,∇uh)∇Φφ dx =
∫
Ω

a(x,∇u)∇Φφ dx, (6.32)

for everyΦ ∈ W
1,q ′
0 (Ω) and for everyφ ∈ C1( 
Ω).

With minor changes with respect to the proof of Step 2, we will prove (6.32). LetΦ ∈ W
1,q ′
0 (Ω) andt ∈ R, with

t �= 0; then the solutionvh of VI(Ah,A(Ti(u) + tΦ),ψh + tΦ) and the obstacle reactionηh associated with it are
such that

vh ⇀ Ti(u) + tΦ weakly inW
1,p

0 (Ω),

ah(x,∇vh) ⇀ a
(
x,∇(

Ti(u) + tΦ
))

weakly inLp′
(Ω)N,

ηh ⇀ 0 weakly inW−1,p′
(Ω),

sinceTi(u) + tΦ is the solution ofVI(A,A(Ti(u) + tΦ),ψ + tΦ). By the monotonicity assumption onah(x, ·)
we have, for everyl, j > 0∫

Ω

(
ah(x,∇uh) − ah

(
x,∇Tl(vh)

))∇Tj

(
uh − Tl(vh)

)
φ dx � 0,

whereφ ∈ C1( 
Ω), with φ � 0. For convenience we write the previous inequality in the form∫
Ω

(
ah(x,∇uh) − ah

(
x,∇Tl(vh)

))∇(
Tj

(
uh − Tl(vh)

)
φ
)
dx

�
∫ (

ah(x,∇uh) − ah

(
x,∇Tl(vh)

))∇φ Tj

(
uh − Tl(vh)

)
dx,
Ω
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which gives, using the entropy formulation (3.12) ofuh and lettingl tend to+∞, as in the proof of Step 2,

Ih + II h + III h � IVh + Vh,

Ih = ∫
Ω

Tj (uh − vh)φ dλh,

II h = ∫
Ω

Tj (uh − vh)φ dµh,

III h = − ∫
Ω

ah(x,∇uh)∇φ Tj (uh − vh)dx,

IVh = ∫
Ω

ah(x,∇vh)∇(Tj (uh − vh)φ)dx,

Vh = − ∫
Ω

ah(x,∇vh)∇φTj (uh − vh)dx.

The same tools used to deduce (6.26) give:

Ih �
∫
Ω

Tj (−tΦ)φ dλh;

choosingj � |t |‖Φ‖L∞(Ω) and using the formulation (3.11) satisfied byuh, we have:

Ih � −t

∫
Ω

ah(x,∇uh)∇(Φφ)dx + t

∫
Ω

Φφ dµh. (6.33)

Thanks to the variational formulation satisfied byvh we write IVh as

IVh =
∫
Ω

a
(
x,∇(

Ti(u) + tΦ
))∇(

Tj (uh − vh)φ
)
dx + 〈

ηh,Tj (uh − vh)φ
〉

and we obtain that

lim inf
h→+∞ IVh �

∫
Ω

a
(
x,∇(

Ti(u) + tΦ
))∇(

Tj

(
u − Ti(u) − tΦ

)
φ
)
dx, (6.34)

since we can work as in the proof of (6.21) and (6.23). Analogously, as we prove (6.22), we have also that

lim
h→+∞ II h =

∫
Ω

Tj

(
u − Ti(u) − tΦ

)
φ dµ. (6.35)

On the other hand, it is easy to check that

lim
h→+∞ III h = t lim

h→+∞

∫
Ω

ah(x,∇uh)∇φ Φ dx +
∫
Ω

σ∇φ
(−tΦ − Tj

(
u − Ti(u) − tΦ

))
dx, (6.36)

as well as

lim
h→+∞Vh = −

∫
Ω

a
(
x,∇(

Ti(u) + tΦ
))∇φ Tj

(
u − Ti(u) − tΦ

)
dx. (6.37)

Combining (6.33)–(6.36) and (6.37) we obtain

lim inf
h→+∞−t

∫
Ω

ah(x,∇uh)∇Φφ dx + t

∫
Ω

Φφ dµ+
∫
Ω

Tj

(
u − Ti(u) − tΦ

)
φ dµ

+
∫
Ω

σ∇φ
(−tΦ − Tj

(
u − Ti(u) − tΦ

))
dx

�
∫

a
(
x,∇(

Ti(u) + tΦ
))∇Tj

(
u − Ti(u) − tΦ

)
φ dx,
Ω
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]).
which gives, lettingi → +∞

lim inf
h→+∞−t

∫
Ω

ah(x,∇uh)∇Φφ dx � −t

∫
Ω

a
(
x,∇(u + tΦ)

)∇Φφ dx.

Finally, dividing by|t | and passing to the limit with respect tot → 0, we obtain (6.32).
Combining (6.32) and (6.31), we have∫

Ω

(
σ − a(x,∇u)

)∇Φφ dx = 0, (6.38)

for everyΦ ∈ W
1,q ′
0 (Ω), with q < N

N−1, and for everyφ ∈ C1( 
Ω).
Let ξ ∈ R

N , with ξ �= 0, and letζ ∈ C∞
c (Ω); then the choice ofΦ(x) = ξx ζ(x) in (6.38) is admissible, an

gives∫
Ω

(
σ − a(x,∇u)

)
ξζφ dx = 0,

sinceξx φ(x) ∈ C1( 
Ω). Now we letζ tend to 1, obtaining∫
Ω

(
σ − a(x,∇u)

)
ξφ dx = 0,

for everyφ ∈ C1( 
Ω), and, finally,(σ (x) − a(x,∇u(x)))ξ = 0, for everyξ ∈ R
N and for almost everyx ∈ Ω , so

that (6.5) is proved.
Step 4.We will prove the lower semicontinuity of the “energy”, that is∫

Ω

a(x,∇u)∇Tj (u)dx � lim inf
h→+∞

∫
Ω

ah(x,∇uh)∇Tj (uh)dx, (6.39)

for everyj > 0.
Proof of Step 4.To prove (6.39) we need an approximation result for theG-convergence (see Lemma 2.3 of [16

Lemma 6.4. Let ah be a sequence inL(c0, c1, α,β) G-converging to a functiona, and letAh and A be the
operators associated toah and a, respectively. Letv ∈ W

1,p

0 (Ω) ∩ L∞(Ω) and vh the solution of(4.1) relative

to A(v). Then there exist a decreasing sequenceεh converging to0 and a sequencewh ∈ W
1,p

0 (Ω) ∩ L∞(Ω) such
that

wh ⇀ v weakly inW
1,p

0 (Ω), (6.40)(
ah(x,∇wh) − ah(x,∇vh)

) → 0 strongly inLp′
(Ω)N, (6.41)∣∣wh(x) − v(x)

∣∣ � εh Cp-q.e. inΩ. (6.42)

Let v, wh ∈ W
1,p

0 (Ω) ∩ L∞(Ω) as in Lemma 6.4. By the monotonicity assumption onah(x, ·) we have, for
everyj > 0:∫ (

ah(x,∇uh) − ah(x,∇wh)
)∇Tj (uh − wh)dx � 0.
Ω
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on, we

e

We use the entropy formulation ofuh to obtain∫
Ω

Tj (uh − wh)dλh +
∫
Ω

Tj (uh − wh)dµh −
∫
Ω

ah(x,∇wh)∇Tj (uh − wh)dx � 0.

We rewrite the previous inequality as
Ih + II h + III h � 0,

Ih = ∫
Ω

Tj (uh − wh)dλh,

II h = ∫
Ω

Tj (uh − wh)dµh,

III h = − ∫
Ω

ah(x,∇wh)∇Tj (uh − wh)dx,

and the termIII h as

III h =
∫
Ω

(
ah(x,∇vh) − ah(x,∇wh)

)∇Tj (uh − wh)dx −
∫
Ω

ah(x,∇vh)∇Tj (uh − wh)dx.

By (5.3),Tj (uh −wh) is uniformly bounded (with respect toh) in W
1,p

0 (Ω), so thatTj (uh −wh) converges weakly

in W
1,p

0 (Ω) to Tj (u − v). Thanks to this fact and to (6.41), it is easy to pass to the limit in the first term ofIII h.

For the second one it is sufficient to use the definition ofvh and, again, the weak convergence inW
1,p

0 (Ω) of
Tj (uh − wh), so that

lim
h→+∞ III h = −

∫
Ω

a(x,∇v)∇Tj (u − v)dx. (6.43)

Analogously we have

lim
h→+∞ II h =

∫
Ω

Tj (u − v)dµ, (6.44)

since we can apply Lemma 5.2. Finally, thanks to (6.42) and by the lipschitzianity of the truncation functi
have:

lim inf
h→+∞ Ih = lim inf

h→+∞

∫
Ω

Tj (uh − v)dλh. (6.45)

Combining (6.43), (6.44), and (6.45) we obtain

lim inf
h→+∞

∫
Ω

Tj (uh − v)dλh +
∫
Ω

Tj (u − v)dµ�
∫
Ω

a(x,∇v)∇Tj (u − v)dx, (6.46)

for everyv ∈ W
1,p

0 (Ω) ∩ L∞(Ω).
Let t ∈ (0,1); for i > 0, we usev = tTi(u) as function test in (6.46). SincetTi(u) � tTi(ψ) Cp-q.e. inΩ and

sinceKtTi(ψh) converges toKtTi(ψ) in the sense of Mosco (see Remark 4.5), there existk ∈ N and a sequenc

zh converging totTi(u) strongly inW
1,p

0 (Ω) such thatzh ∈ KtTi(ψh), for everyh � k. We consider the function

Φh = Ti(zh) − tTi(u), which belongs toW1,p

0 (Ω) ∩ L∞(Ω) and tends to 0 strongly inW1,p

0 (Ω); so we can use
(6.18) and the lipschitzianity of the truncation function to deduce that

lim inf
h→+∞

∫
Tj

(
uh − tTi(u)

)
dλh = lim inf

h→+∞

∫
Tj

(
uh − Ti(zh)

)
dλh. (6.47)
Ω Ω
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Moreover, since, for everyh � k, Ti(zh) � tTi(ψh) Cp-q.e. inΩ , we estimate the right-hand side of (6.47) as

lim inf
h→+∞

∫
Ω

Tj

(
uh − Ti(zh)

)
dλh � lim inf

h→+∞

∫
Ω

Tj

(
uh − tTi(ψh)

)
dλh = lim inf

h→+∞

∫
Ω

Tj

(
uh − tTi(uh)

)
dλh,

where the last equality follows by the complementarity system (3.21). Finally, using the entropy formulationuh,
we get

lim inf
h→+∞

∫
Ω

Tj

(
uh − Ti(zh)

)
dλh

� lim inf
h→+∞

(∫
Ω

ah(x,∇uh)∇Tj

(
uh − tTi(uh)

)
dx −

∫
Ω

Tj

(
uh − tTi(uh)

)
dµh

)

= lim inf
h→+∞

∫
Ω

ah(x,∇uh)∇Tj

(
uh − tTi(uh)

)
dx −

∫
Ω

Tj

(
u − tTi(u)

)
dµ, (6.48)

sinceTj (uh − tTi(uh)) converges toTj (u − tTi(u)) weakly inW
1,p

0 (Ω) and we can apply Lemma 5.2.
Hence, using in (6.46)v = tTi(u) and combining (6.47) and (6.48), we obtain

lim inf
h→+∞

∫
Ω

ah(x,∇uh)∇Tj

(
uh − tTi(uh)

)
dx �

∫
Ω

a
(
x, t∇Ti(u)

)∇Tj

(
u − tTi(u)

)
dx. (6.49)

We denote
∫
Ω

ah(x,∇uh)∇Tj (uh − tTi(uh))dx by Jh, and we splitΩ into the sets where|uh| � i and where
|uh| > i, so that

Jh =
∫

{|uh|�i}
ah(x,∇uh)∇Tj

(
(1− t)(uh)

)
dx +

∫
{|uh|>i}∩{|uh−tTi (uh)|�j}

ah(x,∇uh)∇uh dx.

Observing that{|uh − tTi(uh)| � j} ⊆ {|uh| � j + t i}, if we choosej < (1− t)i, we have that{|uh| > i} ∩ {|uh −
tTi(uh)| � j} is empty, and

Jh =
∫

{|uh|�i}
ah(x,∇uh)∇Tj

(
(1− t)(uh)

)
dx �

∫
Ω

ah(x,∇uh)∇Tj

(
(1− t)(uh)

)
dx,

since the integrand is nonnegative. Analogously∫
Ω

a
(
x, t∇Ti(u)

)∇Tj

(
u − tTi(u)

)
dx =

∫
{|u|�i}

a
(
x, t∇Ti(u)

)∇Tj

(
(1− t)u

)
dx,

so that (6.49) becomes

lim inf
h→+∞

∫
Ω

ah(x,∇uh)∇Tj

(
(1− t)(uh)

)
dx �

∫
{|u|�i}

a
(
x, t∇Ti(u)

)∇Tj

(
(1− t)u

)
dx.

Letting i tend to+∞, we rewrite the previous inequality as

lim inf
h→+∞

∫
Ω

ah(x,∇uh)∇Tj

(
(1− t)(uh)

)
dx �

∫
Ω

a(x, t∇u)∇Tj

(
(1− t)u

)
dx

or, equivalently,

(1− t) lim inf
h→+∞

∫
ah(x,∇uh)∇uh dx � (1− t)

∫
a(x, t∇u)∇udx (6.50)
{(1−t)|uh|�j} {(1−t)|u|�j}
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for everyj > 0. Letn > 0 andj = (1− t)n; then we can rewrite (6.50) as

lim inf
h→+∞

∫
Ω

ah(x,∇uh)∇Tn(uh)dx �
∫
Ω

a(x, t∇u)∇Tn(u)dx.

Finally, lettingt tend to 1−, we obtain (6.39).
Step 5.We will prove (6.6).
Proof of Step 5. The proof is quite similar to that of Step 2, so we will often refer to it.
Let t > 0; then, for everyk > 0, we have thattTk(u) � tTk(ψ) Cp-q.e. in Ω . SinceKtTk(ψh) converges to

KtTk(ψ) in the sense of Mosco (see Remark 4.5), there existn ∈ N and a sequenceΦh converging totTk(u)

strongly in W
1,p

0 (Ω) such thatΦh ∈ KtTk(ψh) for every h � n. For i > 0 we consider the solutionvh of
VI(Ah,A(Ti(u) + tTk(u)),ψh + Φh) and the obstacle reactionηh associated with it; as in the proof of Step
we deduce by Theorem 3.1 of [16] that

vh ⇀ Ti(u) + tTk(u) weakly inW
1,p

0 (Ω),

ηh ⇀ 0 weakly inW−1,p′
(Ω),

sinceTi(u) + tTk(u) is the solution ofVI(A,A(Ti(u) + tTk(u)),ψ + tTk(u)). We have also, by (6.24), that

lim inf
h→+∞

∫
Ω

Tj (uh − vh)dλh +
∫
Ω

Tj

(
u − Ti(u) − tTk(u)

)
dµ

�
∫
Ω

a
(
x,∇(

Ti(u) + tTk(u)
))∇Tj

(
u − Ti(u) − tTk(u)

)
dx. (6.51)

On the other hand, by (6.26), we have that

lim inf
h→+∞

∫
Ω

Tj (uh − vh)dλh � lim inf
h→+∞

∫
Ω

Tj (−Φh)dλh � lim inf
h→+∞

∫
Ω

Tj

(−tTk(ψh)
)
dλh

= lim inf
h→+∞

∫
Ω

Tj

(−tTk(uh)
)
dλh, (6.52)

where the last inequalities follow, on one hand, by the fact thatΦh ∈ KtTk(ψh), for h large enough, on the other, b
the complementarity system (3.21). Thanks to (6.52) we rewrite (6.51) as

lim inf
h→+∞

∫
Ω

Tj

(−tTk(uh)
)
dλh +

∫
Ω

Tj

(
u − Ti(u) − tTk(u)

)
dµ

�
∫
Ω

a
(
x,∇(

Ti(u) + tTk(u)
))∇Tj

(
u − Ti(u) − tTk(u)

)
dx. (6.53)

Let us choosej � tk andi > k; if we split the integral in the right-hand side of (6.53) into the sets where|u| � i

and where|u| > i we obtain by (2.3):

−t

∫
{|u|�i}

a
(
x,∇(

u + tTk(u)
))∇Tk(u)dx = −t

∫
Ω

a
(
x,∇(

Tk(u)(1+ t)
))∇Tk(u)dx. (6.54)

As in the proof ofStep 2, we leti tend to+∞ in (6.53), so that, using (6.54), we easily get

−t lim sup
h→+∞

∫
Tk(uh)dλh − t

∫
Tk(u)dµ� −t

∫
a
(
x,∇(

Tk(u)(1+ t)
))∇Tk(u)dx,
Ω Ω Ω
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h

s

that
or, equivalently, using the entropy formulation ofuh

−t lim sup
h→+∞

(∫
Ω

ah(x,∇uh)∇Tk(uh)dx −
∫
Ω

Tk(uh)dµh

)
− t

∫
Ω

Tk(u)dµ

� −t

∫
Ω

a
(
x,∇(

Tk(u)(1+ t)
))∇Tk(u)dx, (6.55)

for everyk > 0. On the other hand, Lemma 5.2 implies that

lim
h→+∞

∫
Ω

Tk(uh)dµh =
∫
Ω

Tk(u)dµ,

so that (6.55) becomes

−t lim sup
h→+∞

∫
Ω

ah(x,∇uh)∇Tk(uh)dx � −t

∫
Ω

a
(
x,∇(

Tk(u)(1+ t)
))∇Tk(u)dx.

Finally, dividing byt and passing to the limit ast → 0+, we have, for everyk > 0

lim sup
h→+∞

∫
Ω

ah(x,∇uh)∇Tk(uh)dx �
∫
Ω

a(x,∇u)∇Tk(u)dx,

which, combined with (6.39) gives (6.6).

Remark 6.5. If we choose in Theorem 6.1 as obstaclesψh = ψ = −∞, we recover Theorem 3.2 of [4], whic
concerns the continuous dependence of the entropy solutions under perturbations of the operatorA.

Remark 6.6.Let us remark that we cannot prove Theorem 6.1 under the assumption thatµh converges toµ in the
∗-weak topology ofMb(Ω) (see Example 4.5 of [13]).

Corollary 6.7. Leta be inL(c0, c1, α,β) andA be the operator associated with it. Let us assume(6.1), (6.2) (with
Ah = A, for everyh > 0), and (6.3), withKψh

converging toKψ in the sense of Mosco. Finally, considerµh,
µ ∈ Mp

b,0(Ω), with µh converging toµ weakly inMb(Ω). Then the solutionsuh andu of the obstacle problem
OP(A,µh,ψh) and OP(A,µ,ψ), respectively, satisfy

Tj (uh) → Tj (u) strongly inW
1,p

0 (Ω), for everyj > 0. (6.56)

Proof. By Theorem 6.1 (withah = a, for everyh > 0) we have thatTj (uh) converges toTj (u) weakly inW
1,p

0 (Ω),
and ∫

Ω

a(x,∇uh)∇Tj (uh)dx →
∫
Ω

a(x,∇u)∇Tj (u)dx, for everyj > 0. (6.57)

On the other hand, if the functiona is fixed, working as in the proof of Theorem 6.1 of [3], it can be proved
∇uh converges to∇u almost everywhere inΩ . Sincea(x, ·) is a Carathéodory function, alsoa(x,∇Tj (uh)) tends
to a(x,∇Tj (u)) almost everywhere inΩ .

Moreover, thanks to (2.1),a(x,∇Tj (uh)) is uniformly (with respect toh) bounded inLp′
(Ω)N ; so we deduce

that

a
(
x,∇Tj (uh)

)
⇀ a

(
x,∇Tj (u)

)
weakly inLp′

(Ω)N . (6.58)
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Combining (6.57) and (6.58), we have:

lim
h→+∞

∫
Ω

(
a
(
x,∇Tj (uh)

) − a
(
x,∇Tj (u)

))∇(
Tj (uh) − Tj (u)

)
dx = 0,

which implies thatTj (uh) converges toTj (u) strongly inW
1,p

0 (Ω). �
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