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Abstract

We study the radial symmetry of minimizers to the Schrödinger–Poisson–Slater (S–P–S) energy:

inf
u∈H 1(R3)
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|x − y| dx dy − 1

p

∫
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|u|p dx

provided that 2 < p < 3 and ρ is small. The main result shows that minimizers are radially symmetric modulo suitable translation.
© 2012

Résumé

On montre la radialité des minimiseurs de l’énergie de Schrödinger–Poisson–Slater
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pourvu que 2 < p < 3 et ρ est petit.
© 2012

The following minimization problem associated to Schrödinger–Poisson–Slater (S–P–S) energy functional has
been extensively studied in the literature (see for instance [4–6,16] and all the references therein):

Iρ,p = inf
u∈H 1(R3)

‖u‖
L2(R3)

=ρ

Ep(u) (0.1)
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where

Ep(u) = 1

2

∫

R3

|∇u|2 + 1

4

∫

R3

∫

R3

|u(x)|2|u(y)|2
|x − y| dx dy − 1

p

∫

R3

|u|p dx.

The corresponding set of minimizers will be denoted since now on by Mρ,p . It has been proved in [16] (based on the
technique introduced in [6]) that Mρ,8/3 �= ∅ provided that 0 < ρ < ρ0 for a suitable ρ0 > 0 (i.e. under a smallness
assumption on the charge). In [5] it is proved that Mρ,p �= ∅ provided that ρ > 0 is small and 2 < p < 3. In [4] it is
treated the case 3 < p < 10

3 and ρ sufficiently large.
The main aim to look at the minimization problem (0.1) is to construct (following the original argument by [7])

orbitally stable standing wave solutions to the following evolution problem

i∂tψ + �ψ −
(

1

|x| ∗ |ψ |2
)

ψ + ψ |ψ |p−2 = 0 (t, x) ∈ R × R
3.

For the sake of completeness we recall that standing waves are solutions of the following type

ψ(t, x) = eiωtv(x)

for a suitable ω ∈ R and v(x) ∈ H 1(R3).
In this paper we study the radiality (up to translation) of the functions in Mρ,p provided that ρ > 0 is small enough

and 2 < p < 3.
There are different results on the symmetry of the minimizers. The basic result due to Gidas, Ni and Nirenberg [11]

implies the radial symmetry of the minimizers associated with the semilinear elliptic equation

�u + f (u) = 0,

provided suitable assumptions on the function f (u) are satisfied and the scalar function u is positive. As in the
previous result due to Serrin [17], the proof is based on the maximum principle and Hopf’s lemma.

The symmetry of the energy functional (even with constraint conditions) can not imply in general the radial sym-
metry of the minimizers. This phenomena was discovered and studied in the works [8–10] in the scalar case.

Different techniques have been developed in the literature to prove the radiality of minimizers to suitable varia-
tional problems. We quote some of them (see also all the references therein): [3] where it is proved a very general
radiality result for nonnegative critical points of suitable variational problems (however Hartree type nonlinearity is
not allowed), [13,15] where the case of nonlocal Hartree type nonlinearity is treated. However, as far as we can see,
those techniques do not work in our context since the potential energy in SPS is defocusing on the nonlocal term (the
Hartree nonlinearity) and focusing on the local term (the Lp norm).

To underline the difficulty notice that it is not obvious to answer to the following weaker question:

Is there at least a radially symmetric function belonging to Mρ,p?

A general tool that could be useful to provide an answer to the question above is the Schwartz rearrangement map
u → u∗. The following properties are well known (see [14]):

∥∥∇u∗∥∥
L2(R3)

� ‖∇u‖2
L2(R3)

;
∫

R3

∫

R3

|u(x)|2|u(y)|2
|x − y| dx dy �

∫

R3

∫

R3

|u∗(x)|2|u∗(y)|2
|x − y| dx dy;

∥∥u∗∥∥
Lq(R3)

= ‖u‖Lq(R3).

As a consequence there is a competition between the kinetic energy and the nonlocal energy which makes unclear
whether or not the set Mρ,p is invariant under the map u → u∗ (and hence it makes useless the rearrangement
technique to provide an answer to the question raised above).
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Next we state the main result of this paper.

Theorem 0.1. For every 2 < p < 3 there exists ρ0 = ρ0(p) > 0 such that

∀(v, ρ) ∈ Mρ,p × (0, ρ0) ∃τ ∈ R
3 such that v(x + τ) = v(|x| + τ) ∀x ∈ R

3.

Remark 0.1. Recall that in [5] it is proved that Mρ,p �= ∅ for 2 < p < 3 and ρ > 0 small.

Remark 0.2. Notice that in Theorem 0.1 the physically relevant case p = 8/3 is allowed.

Next we fix some notations.

Notation. We shall denote by Q(x) the unique function such that:

(1) Q ∈ H 1(R3);
(2) Q(x) is radially symmetric;
(3) Q(x) > 0 for every x ∈ R

3;
(4) ‖Q‖2

L2(R3)
= 1;

(5) Q(x) solves the following elliptic problem

−�Q + ω0Q = Q|Q|p−2 on R
3

for a suitable ω0 > 0 (which is unique).

(We recall that the existence and uniqueness of a function Q that satisfies the properties mentioned above follows by
combining the results in [7,11,12] provided that 2 < p < 10

3 .)
If Q(x) is the radial function, satisfying the above relations, then we introduce

G = {
Q(x + τ)

∣∣ τ ∈ R
3}

and for every τ ∈ R
3 we write Qτ = Q(x + τ).

TQ (resp. TQτ ) denotes the tangent space of the manifold G at the point Q (resp. Qτ ). We also denote by T ⊥
Qτ

the

intersection of H 1(R3) with the orthogonal space (w.r.t. the L2 scalar product) of TQτ .
Let M be a vector space then πM denotes the orthogonal projection, with respect to the L2(R3) scalar product, on

the vector space M .
H 1 is the usual Sobolev space endowed with the following Hilbert norm

‖u‖2
H 1 =

∫

R3

|∇u|2 dx + ω0

∫

R3

|u|2 dx,

where ω0 is the constant introduced above.
H 1

rad denotes the functions in H 1 that are radially symmetric.
Lp will denote the space Lp(R3).
In general

∫
. . . dx and

∫ ∫
. . . dx dy denote

∫
R3 . . . dx and

∫
R3

∫
R3 . . . dx dy.

Assume (H, (. , .)) is a Hilbert space and F : H → R is a differentiable functional,then ∇uF is the gradient of F
at the point u ∈ H.

Let (X,‖.‖) be a Banach space, then BX(x, r) denotes the ball of radius r > 0 centered in x ∈ X.
Let Φ be a differentiable map between two Banach spaces (X,‖.‖X) and (Y,‖.‖Y ) then dΦx ∈ L(X,Y ) denotes

the differential of Φ at the point x ∈ X.

1. An equivalent problem

By the rescaling uρ(x) = ρ
4

4−3(p−2) u(ρ
2(p−2)

4−3(p−2) x) it is easy to check that the minimization problem (0.1) is equiva-
lent to the following one:
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Jρ,p = inf
u∈H 1

‖u‖
L2 =1

1

2

∫
|∇u|2 dx + ρα(p)

∫ ∫ |u(x)|2|u(y)|2
|x − y| dx dy − 1

p

∫
|u|p dx

where α(p) = 8(3−p)
10−3p

. Notice that α(p) > 0 provided that 2 < p < 3. Motivated by this fact we introduce the following
minimization problem

Kρ,p = inf
u∈H 1

‖u‖
L2 =1

Eρ,p(u)

where

Eρ,p(u) = 1

2

∫
|∇u|2 dx + ρ

∫ ∫ |u(x)|2|u(y)|2
|x − y| dx dy − 1

p

∫
|u|p dx.

We also denote by Nρ,p the corresponding minimizers:

Nρ,p = {
v ∈ H 1

∣∣ Eρ,p(v) = Kρ,p

}
.

It is easy to prove that Theorem 0.1 is equivalent to the following proposition.

Proposition 1.1. For every 2 < p < 3 there exists ρ0 = ρ0(p) > 0 such that any function v ∈ Nρ,p is (up to transla-
tion) radially symmetric provided that 0 < ρ < ρ0.

The rest of the paper is devoted to the proof of Proposition 1.1.
In the sequel the function Q(x) and the constant ω0 > 0 are the ones defined in the introduction.
Next result will be useful in the sequel.

Proposition 1.2. Let 2 < p < 3 and vk ∈ Nρk,p where limk→∞ ρk = 0. Then up to subsequence there exists τk ∈ R
3

such that

vk(x + τk) → Q in H 1.

Proof. First step: Kρk,p → K0,p as k → ∞.
First notice that

K0,p � Kρk,p

due to the positivity of ρk . Hence it is sufficient to prove lim supk→∞ Kρk,p � K0,p . This fact follows from

Kρk,p � Eρk,p(Q) = Ep(Q) + ρk

∫ ∫ |Q(x)|2|Q(y)|2
|x − y| dx dy = K0,p + o(1).

Second step: vk converge to Q up to subsequence and translation.
By the previous step we deduce that {vk} is a minimizing sequence for K0,p . As a consequence of the results proved

in [7,11,12] we deduce that {vk} converge strongly (up to translation) to Q(x). �
In next result we get a qualitative information on the Lagrange multipliers associated to the constrained minimizers

belonging to Nρ,p when ρ > 0 is small enough.

Proposition 1.3. Let 2 < p < 3 be fixed. For every ε > 0 there exists ρ(ε) > 0 such that

sup
ω∈Aρ

|ω − ω0| < ε ∀0 < ρ < ρ(ε)

where

Aρ =
{
ω ∈ R

∣∣∣ −�v + ωv + ρ

(
|v|2 ∗ 1

|x|
)

v − v|v|p−2 = 0, v ∈ Nρ,p

}
.
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Proof. By looking at the equation satisfied by v ∈ Nρ,p we deduce

ω = ‖v‖p
Lp − ‖∇v‖2

L2 − ρ
∫ ∫ |v(x)|2|v(y)|2

|x−y| dx dy

‖v‖2
L2

.

The proof can be concluded since by Proposition 1.2 we get that the r.h.s. converges to

‖Q‖p
Lp − ‖∇Q‖2

L2

‖Q‖2
L2

= ω0

for ρ → 0. �
2. The implicit function argument

In this section we present some results strictly related to the implicit function theorem (see [1]).

Proposition 2.1. There exist ε0, ε1 > 0 such that

∀u ∈ BH 1(Q, ε0) ∃!τ(u) ∈ R
3, R(u) ∈ T ⊥

Qτ(u)
s.t.

max
{∥∥τ(u)

∥∥
R3,

∥∥R(u)
∥∥

H 1

}
< ε1 and u = Qτ(u) + R(u).

Moreover limu→Q ‖τ(u)‖R3 = limu→0 ‖R(u)‖H 1 = 0 and the nonlinear operators

P : BH 1(Q, ε0) → G,

R : BH 1(Q, ε0) → H 1

(where P(u) = Qτ(u) and R(u) is defined as above) are smooth.

Remark 2.1. Every radially symmetric function u ∈ H 1
rad can be written as u = Q + (u − Q) and moreover

u − Q ∈ T ⊥
Q (this follows by noticing that TQ = span{∂xi

Q | i = 1, . . . , n}). In particular Pu = Q for every u ∈ H 1
rad .

Remark 2.2. Notice that TQτ = {v(x + τ) | v ∈ TQ}. As a consequence it is easy to prove P(u(x + τ)) = P(u)(x + τ)

and hence (since P(Q) = Q) P(Qτ ) = Qτ .

Proof. It is sufficient to apply the implicit function theorem to the map

Φ : G × H 1 
 (Qτ ,h) → (
Qτ + h,

(
h,v1(x + τ)

)
,
(
h,v2(x + τ)

)
,
(
h,v3(x + τ)

)) ∈ H 1 × R
3

where span{v1, v2, v3} = TQ and ( , ) denotes the usual L2 scalar product.
Next we shall prove that

dΦ(Q,0) ∈ L
(
TQ × H 1,H 1 × R

3)
is invertible. By explicit computation we get

dΦ(Q,0) : TQ × H 1 
 (w, k) → (
w + k, (k, v1), (k, v2), (k, v3)

) ∈ H 1 × R
3

and hence:{
dΦ(Q,0)(−h,h)

∣∣ h ∈ TQ

} = {0} × R
3;{

dΦ(Q,0)(0, h)
∣∣ h ∈ T ⊥

Q

} = T ⊥
Q × {0};{

dΦ(Q,0)(h,0)
∣∣ h ∈ TQ

} = TQ × {0}.
As a consequence we deduce that dΦ(Q,0) is surjective.

Next we prove that dΦ(Q,0) is injective. Assume that (w, k) ∈ TQ × H 1 satisfies

dΦ(Q,0)(w, k) = (0,0) ∈ H 1 × R
3
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which in turn (by looking at the explicit structure of dΦ(Q,0)) is equivalent to

k ∈ T ⊥
Q and w = −k,

hence w ∈ T ⊥
Q . By combining this fact with the hypothesis w ∈ TQ we get w = 0 and also k = −w = 0. �

Proposition 2.2. There exists ε2 > 0 such that the equation

−�w + ωw + ρ

(
|w|2 ∗ 1

|x|
)

w − w|w|p−2 = 0

has a solution w(ρ,ω) ∈ H 1
rad for every (ρ,ω) ∈ (0, ε2) × (ω0 − ε2,ω0 + ε2). Moreover

lim
(ω,ρ)→(ω0,0)

w(ω,ρ) = Q in H 1.

Proof. It follows by an application of the implicit function theorem at the following operator:

Φ : R × R
+ × H 1

rad 
 (ω,ρ,u) → ∇uFρ,ω,p ∈ H 1
rad

where

Fρ,ω,p(u) = Eρ,p(u) + ω

2
‖u‖2

L2 .

Notice that ∇QF0,ω0,p = 0 and moreover

dΦ(0,ω0,Q)[h] = h + Kh ∀h ∈ H 1
rad (2.1)

where

(p − 1)−1K = (−� + ω0)
−1 ◦ |Q|p−2.

Due to the decay properties of the function Q(x) and the Rellich Compactness Theorem (see [2]) the operator H 1
rad 


v → |Q|p−2v ∈ L2
rad is compact. Moreover (−�+ω0)

−1 ∈ L(L2
rad,H

1
rad) and hence the operator K ∈ L(H 1

rad,H
1
rad)

is a compact operator. By combining this fact with (2.1) we deduce that dΦ(0,ω0,Q) ∈ L(H 1
rad,H

1
rad) is a Fredholm

operator with index zero (see [2]).
Moreover by the work [18] it is easy to deduce that

kerH 1
rad

dΦ(0,ω0,Q) = {
h ∈ H 1

rad

(
R

3) ∣∣ h + Kh = 0
} = {0}

and hence dΦ(0,ω0,Q) is invertible (since dΦ(0,ω0,Q) is injective and has Fredholm index zero). �
In the next proposition (and along its proof) the operators P(u), R(u) and the number ε0 > 0 are the ones in

Proposition 2.1.

Proposition 2.3. There exist ε3, ε4 > 0 such that:

∀(ω,ρ) ∈ (ω0 − ε3,ω0 + ε3) × (0, ε3) ∃!u = u(ρ,ω) ∈ H 1 s.t.∥∥u(ρ,ω) − Q
∥∥

H 1 < ε4, P (u) = Q and πT ⊥
Q

(∇uFρ,ω,p) = 0 (2.2)

where

Fρ,ω,p(u) = Eρ,p(u) + ω

2
‖u‖2

L2 . (2.3)

Proof. It is sufficient to apply the implicit function theorem to the map

Φ : R × R × BH 1(Q, ε0) 
 (ρ,ω,u) → (
πT ⊥(∇uFρ,ω,p),P (u)

) ∈ T ⊥
Q × G.
Q
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Hence we have to show that dΦ(0,ω0,Q) ∈ L(H 1, T ⊥
Q × TQ) is invertible. Recall that by Remark 2.2 we get P(Qτ ) =

Qτ and hence Φ(0,ω0,Qτ ) = (0,Qτ ) which in turn implies

dΦ(0,ω0,Q)[v] = (0, v) ∀v ∈ TQ. (2.4)

Arguing as in Proposition 2.2 we deduce that the operator

d(∇uFρ,ω,p)(0,ω0,Q) ∈ L
(
H 1,H 1) is a Fredholm operator of index zero in H 1. (2.5)

Moreover by the work [18] we get

TQ = kerd(∇uF )(0,ω0,Q) (2.6)

and by the self-adjointness (w.r.t. to the L2 scalar product) of the operator d(∇uFρ,ω,p)(0,ω0,Q) we get

d(∇uFρ,ω,p)(0,ω0,Q)

(
T ⊥

Q

) ⊂ T ⊥
Q . (2.7)

By combining (2.5), (2.6) and (2.7) we conclude that

dΦ(0,ω0,Q) ∈ L
(
T ⊥

Q ,T ⊥
Q

)
is invertible. (2.8)

By using (2.4) and (2.8) it is easy to deduce that dΦ(0,ω0,Q) ∈ L(H 1, T ⊥
Q × TQ) is invertible. �

3. Proof of Proposition 1.1

Recall that the operators P(u), R(u) are the ones introduced along Proposition 2.1.
Let v ∈ Nρ,p . Due to Proposition 1.2 for every ε > 0 there exists ρ1(ε) > 0 such that (up-to translation) v ∈

BH 1(Q, ε) provided that ρ < ρ1(ε). Moreover v solves the problem

−�v + ωv + ρ

(
|v|2 ∗ 1

|x|
)

v − v|v|p−2 = 0

or equivalently

∇v Fρ,ω,p = 0 (3.1)

(see (2.3) for definition of Fρ,ω,p) for a suitable ω such that |ω − ω0| < ε provided that ρ < ρ2(ε) (see Proposition
1.3). Notice that by Proposition 2.1 there exists δ(ε) > 0 such that we can write in a unique way (provided that
ε > 0 is small enough) v(x) = Qτ + r(x) with ‖r‖H 1 < δ and r ∈ T ⊥

Qτ
, and hence v(x − τ) = Q + r(x − τ) with

r(x − τ) ∈ T ⊥
Q . By combining this fact with (3.1) (recall the translation invariance of the functional Fρ,ω,p) we get

P
(
v(x − τ)

) = Q and πT ⊥
Q

(∇v(x−τ)Fρ,ω,p) = 0. (3.2)

On the other hand by combining Remark 2.1 with Proposition 2.2 we deduce that w(ρ,ω) ∈ H 1
rad (given in Propo-

sition 2.2) satisfies the same properties of v(x − τ) in (3.2). By the uniqueness property included in Proposition 2.3
(see (2.2)) we get v(x − τ) = w(ρ,ω) and hence v(x − τ) is radially symmetric.
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