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Proof of uniform validity
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Abstract

We revisit the asymptotic formulas originally derived in [D.J. Cedio-Fengya, S. Moskow, M.S. Vogelius, Identification of con-
ductivity imperfections of small diameter by boundary measurements. Continuous dependence and computational reconstruction,
Inverse Problems 14 (1998) 553–595; A. Friedman, M. Vogelius, Identification of small inhomogeneities of extreme conductivity
by boundary measurements: A theorem on continuous dependence, Arch. Ration. Mech. Anal. 105 (1989) 299–326]. These formu-
las concern the perturbation in the voltage potential caused by the presence of diametrically small conductivity inhomogeneities.
We significantly extend the validity of the previously derived formulas, by showing that they are asymptotically correct, uniformly
with respect to the conductivity of the inhomogeneities. We also extend the earlier formulas by allowing the conductivities of
the inhomogeneities to be completely arbitrary L∞, positive definite, symmetric matrix-valued functions. We briefly discuss the
relevance of the uniform asymptotic validity, and the admission of arbitrary anisotropically conducting inhomogeneities, as far as
applications of the perturbation formulas to “approximate cloaking” are concerned.
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1. Introduction

Asymptotic formulas that quantify the effect of small conductivity inhomogeneities on the voltage potential of an
electrical conductor have recently received quite a bit of attention, see for instance [1,4,5] and references therein. One
important application of such formulas has been the approximate solution of the electrical impedance tomography
problem, namely: “to determine the location and (some) geometric properties of the inhomogeneities from boundary
measurements of voltages and current fluxes” [3]. Another more recent application is the precise estimation of the
degree of near-invisibility associated with approximate cloaks obtained by so-called “mapping techniques”, see [9].
Let Ω be a connected, bounded, smooth domain in R

d , d = 2,3, let γ0 be a smooth background conductivity, and
let f ∈ H−1/2(∂Ω) be a prescribed normal boundary flux (with

∫
∂Ω

f dσ = 0). u0 denotes the background voltage
potential, i.e., the solution to

∇ · (γ0∇u0) = 0 in Ω, (γ0∇u0) · n = f on ∂Ω, (1.1)

say, with
∫
∂Ω

u0 dσ = 0. We could allow any finite number of (well separated) conductivity inhomogeneities in-
side Ω — but for simplicity let us assume there is only one (the principal effect of a finite number would simply be
the sum of the individual effects). This conductivity inhomogeneity has small diameter (say, of magnitude 0 < ρ � 1).
We shall denote the open set occupied by the inhomogeneity Dρ . The conductivity inside Dρ is given by the symmet-
ric, positive definite matrix-valued function γ1,ρ . We define γρ to be the conductivity

γρ =
{

γ0 in Ω \ Dρ,

γ1,ρ in Dρ.
(1.2)

uρ denotes the voltage potential corresponding to the conductivity distribution γρ , i.e., the solution to

∇ · (γρ∇uρ) = 0 in Ω, (γρ∇uρ) · n = f on ∂Ω, (1.3)

with
∫
∂Ω

uρ dσ = 0. Initially we shall just assume that Dρ is contained in a small ball, i.e., in a set of the form
x0 + ρB1, where x0 is a point in Ω , B1 is the unit ball, centered at the origin, and ρ is taken sufficiently small that
x0 + ρB1 � Ω . For simplicity let us assume Ω contains the origin, and that x0 = 0. By Bδ we shall denote the ball of
radius δ, centered at the origin. The first result in this paper (Theorem 1 in Section 2) asserts that, given any positive
s and δ

‖uρ − u0‖Hs(Ω\Bδ)
� Cρd‖f ‖H−1/2(∂Ω), (1.4)

with a constant C that is independent of γ1,ρ , ρ and f , but depends on Ω , δ, s, and the background conductivity γ0.
The novelty here is that the constant C is independent of γ1,ρ , the (ρ dependent) conductivity of the inhomogeneity.
If we only consider a conductivity γ1, that is isotropic and independent of ρ, and we do not insist that the constant C

be independent of γ1, then the estimate (1.4) follows immediately from the representation formula(s) proven in [4,5].
However, it is exactly the dependence of γ1,ρ on ρ, and the independence of the constant C of γ1.ρ that is important for
applications to cloaking. More precisely: to obtain meaningful estimates of the degree of near-invisibility associated
with certain approximate cloaks constructed by “mapping techniques” it is most convenient to have an estimate for
uρ − u0 that is uniform in γ1,ρ . For instance, in [9] one could have used the fact that C is independent of γ1,ρ to
give a much more direct proof of the near-invisibility estimate — as it were (without recognizing this uniformity) the
analysis in [9] relies on a somewhat indirect argument based on monotonicity and the validity of the estimate (1.4) in
the two degenerate isotropic cases, γ1 = 0 and γ1 = ∞.

Having proven the uniform estimate (1.4) we then return to consider the question of uniform validity of asymp-
totic formulas such as that derived in [5]. For that purpose we consider Dρ of the form Dρ = ρD � Ω , where D is
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a bounded, simply connected, smooth domain. For simplicity we take γ0 to be a constant positive definite symmet-
ric matrix, whereas we permit γ1,ρ to be an arbitrary positive definite symmetric matrix-valued L∞ function. The
representation formula from [5] asserts that for constant, isotropic γ0 and γ1 (ρ independent)

uρ(x) = u0(x) + ρd |D|∇yG(x,0) · (γ0 − γ1)M∇u0(0) + o
(
ρd

)
, (1.5)

where o(ρd)/ρd → 0 as ρ → 0. The function G(x,y) is a particular Green’s function (the so-called Neumann func-
tion) for the Laplacian on the domain Ω , namely the solution to

�xG(x, y) = −δ{x=y}, with
∂

∂nx

G(x, y) = − 1

|∂Ω| , (1.6)

normalized by
∫
∂Ω

G(x, y) dσx = 0. In order to calculate the matrix M let φk denote the solution to

∇ · (γ∇φk) = 0 in R
d , φk(z) − zk → 0 as |z| → ∞, (1.7)

with γ denoting the rescaled conductivity function

γ =
{

γ0 in R
d \ D,

γ1 in D.

The matrix M is given by

Mjk = 1

|D|
∫
D

∂φk

∂zj

dz.

In [5] it is shown that the matrix M (corresponding to constant isotropic γ0 and γ1) is symmetric and positive definite.
Furthermore, in this case M is a function of the single scalar variable c = γ1/γ0, and it is shown that (1 − γ1

γ0
)M =

(1 − c)M(c) has finite limits as c → 0 and c → ∞. These limits are exactly the symmetric, positive definite matrices
that appear in the asymptotic formulas for the two degenerate cases, γ1 = 0 and γ1 = ∞ (see [6]). The second term
in the right-hand side of (1.5) is therefore of order ρd uniformly in γ1 — it will also, uniformly in γ1, represent the
leading term of uρ − u0 provided the remainder term o(ρd) can be shown to have the property that o(ρd)/ρd → 0,
uniformly in γ1 as ρ → 0. This uniform smallness assertion (for variable, ρ dependent, anisotropic γ1,ρ ) is exactly
the content of Theorem 2 in Section 3.

It is well known that a formula similar to (1.5) (and a bound similar to (1.4)) holds for (subsequences of) ar-
bitrarily shaped, volumetrically small inhomogeneities, with ρd |D| replaced by |Dρ |, provided γ1,ρ stays bounded
and bounded away from zero (cf. [4]). However, for these results to be valid uniformly in γ1,ρ a condition of the
type Dρ = ρD (or Dρ ⊂ ρD) is absolutely essential. To see this consider Dρ in the form of a thin, “square” sheet
(−1,1)d−1 × (−ρ,ρ) (or a smoothed-out version of this). For a fixed ρ the solutions corresponding to a sequence of
conductivity problems with (isotropic) conductivities γ1 approaching +∞ will converge to a solution to the conduc-
tivity problem in Ω \ Dρ that is constant on ∂Dρ . It is therefore not very difficult to see that we may pick a sequence
ρn → 0 and a sequence of isotropic (constant) conductivities γ1,n → ∞ such that the corresponding sequence of solu-
tions to the conductivity problems approaches a function that solves ∇ · (γ0∇w0) = 0 in Ω \ ([−1,1]d−1 × {0}), and
is constant on [−1,1]d−1 × {0}. Since this limit generically is not γ0-harmonic in all of Ω , and thus not equal to u0,
it follows that the estimate (1.4), or a formula like (1.5) (with ρd |D| replaced by |Dρ |) cannot hold uniformly in γ1

for Dρ of the form Dρ = (−1,1)d−1 × (−ρ,ρ).
In Section 4 we show that the condition Dρ = ρD may be slightly relaxed without affecting the uniform validity

of the principal two terms of the asymptotic expansion of uρ . To be precise, Theorem 3 asserts that the result in
Theorem 2 still remains valid for domains Dρ that satisfy (1 − rρ)ρD ⊂ Dρ ⊂ (1 + rρ)ρD with rρ → 0 as ρ → 0.

We conclude the main part of this paper with a brief discussion of potential applications of our results to ap-
proximate cloaking. Appendix A of this paper contains a number of results concerning solvability, uniqueness and
representation formulas for exterior problems, that were crucial for the analysis in Section 3.
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2. A preliminary uniform estimate

In this section, γ0 denotes a smooth (say, C∞) symmetric, positive definite matrix-valued function, defined on Ω ,
and γ1,ρ denotes a symmetric (uniformly) positive definite matrix-valued L∞ function defined on Dρ . The conduc-
tivity γρ is given by (1.2). To simplify notation concerning we introduce

C∞+ (Ω) = (
C∞(Ω)

)d×d ∩ {
γ (x) symmetric, positive definite, minγ > 0

}
and

L∞+ (Dρ) = (
L∞(Dρ)

)d×d ∩ {
γ (x) symmetric, positive definite, ess infγ > 0

}
.

Here minγ signifies the largest real number m, such that ξ tγ (x)ξ � m|ξ |2 for all ξ ∈ R
d , and all x ∈ Ω , and ess infγ

denotes the supremum of the set of real numbers m for which ξ tγ (x)ξ � m|ξ |2 for all ξ ∈ R
d , and almost all x ∈ Dρ .

Let F be an element of L2(Ω), with support inside Ω \ Bδ , for some δ > 0, and let f be an element of H−1/2(∂Ω),
with

∫
Ω

F dx − ∫
∂Ω

f dσ = 0. Consider the standard weak solution, vρ ∈ H 1(Ω), to the boundary value problem

∇ · (γρ∇vρ) = F in Ω, (γρ∇vρ) · n = f on ∂Ω, (2.1)

normalized by
∫
∂Ω

vρ dσ = 0. Let v0 ∈ H 1(Ω) denote the solution to the corresponding problem with γρ replaced by
the background conductivity γ0,

∇ · (γ0∇v0) = F in Ω, (γ0∇v0) · n = f on ∂Ω, (2.2)

normalized by
∫
∂Ω

v0 dσ = 0. These two solutions are also the minimizers of the corresponding energies

Eρ(v) = 1

2

∫
Ω

〈γρ∇v,∇v〉dx +
∫
Ω

Fv dx −
∫

∂Ω

f v dσ

and

E0(v) = 1

2

∫
Ω

〈γ0∇v,∇v〉dx +
∫
Ω

Fv dx −
∫

∂Ω

f v dσ,

in H 1(Ω) ∩ {∫
∂Ω

v dσ = 0}. The smoothness of γ0 is needed to insure that v0 be smooth, and that all the “error”
norms are equivalent by elliptic regularity estimates. As a first result in this section we shall prove

Lemma 1. Suppose Dρ ⊂ BKρ for some positive constant K , independent of ρ. Let γρ be given by (1.2), with γ0 ∈
C∞+ (Ω) and γ1,ρ ∈ L∞+ (Dρ). For a fixed δ > 0, let F be an element of L2(Ω), with support inside Ω \ Bδ , and let
f be an element of H−1/2(∂Ω), with

∫
Ω

F dx − ∫
∂Ω

f dσ = 0. Let vρ and v0 denote the solutions to (2.1) and (2.2)
respectively, normalized by

∫
∂Ω

vρ dσ = ∫
∂Ω

v0 dσ = 0. There exist a constant ρ0, independent of γ1,ρ , F and f , and
a constant C, independent of γ1,ρ , ρ, F and f , such that∣∣Eρ(vρ) − E0(v0)

∣∣ � Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)
, for ρ < ρ0. (2.3)

The constants ρ0 and C depend on γ0, Ω , δ and K .

Proof. It obviously suffices to consider δ sufficiently small (say, that Bδ ⊂ Ω or even B2δ ⊂ Ω). Pick ρ0 < δ/2K so
that B2Kρ is contained in Bδ for ρ < ρ0. We divide the proof of the estimate (2.3) into two separate cases.

The case Eρ(vρ)��� E0(v0). In this case∣∣Eρ(vρ) − E0(v0)
∣∣ = Eρ(vρ) − E0(v0) � Eρ

(
v∗) − E0(v0) ∀v∗ ∈ H 1(Ω), (2.4)

and we proceed to construct an appropriate v∗. Let 0 � χρ � 1 denote a smooth cut-off function with

χρ ≡ 1 in BKρ, χρ ≡ 0 in Ω \ B2Kρ, and |∇χρ | � C
everywhere.
ρ
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Using this χρ we define

v∗ = χρ(x)v0(0) + (
1 − χρ(x)

)
v0(x).

Then

∇v∗ ≡ 0 in BKρ (which contains Dρ), ∇v∗ = ∇v0 ∀x ∈ Ω \ B2Kρ, (2.5)

and furthermore∣∣∇v∗(x)
∣∣2 = ∣∣∇χρ(x)

(
v0(0) − v0(x)

) + (
1 − χρ(x)

)∇v0(x)
∣∣2

� 2
(∣∣∇χρ(x)

∣∣2∣∣v0(0) − v0(x)
∣∣2 + ∣∣1 − χρ(x)

∣∣2∣∣∇v0(x)
∣∣2)

� 2
(
C‖∇v0‖2

C0(B2Kρ)
+ ‖∇v0‖2

C0(B2Kρ)

)
, (2.6)

for all x ∈ B2Kρ . The constant C is independent of ρ and γ1,ρ . We note that v∗(x) = v0(x) for x ∈ ∂Ω , and for
x ∈ Ω \ Bδ , and as a consequence of this and (2.5), (2.6),

2
(
Eρ

(
v∗) − E0(v0)

) =
∫
Ω

〈
γρ∇v∗,∇v∗〉dx −

∫
Ω

〈γ0∇v0,∇v0〉dx

=
∫

B2Kρ\BKρ

〈
γ0∇v∗,∇v∗〉dx −

∫
B2Kρ

〈γ0∇v0,∇v0〉dx

�
∫

B2Kρ\BKρ

〈
γ0∇v∗,∇v∗〉dx

� Cρd‖∇v0‖2
C0(B2Kρ)

� Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)
,

with C independent of ρ and γ1,ρ . This verifies (2.3) in case Eρ(uρ) > E0(v0).

The case Eρ(vρ) < E0(v0). In this case∣∣Eρ(vρ) − E0(v0)
∣∣ = −Eρ(vρ) + E0(v0), (2.7)

and to get an estimate of the type Cρd(‖F‖2
L2(Ω\Bδ)

+ ‖f ‖2
H−1/2(∂Ω)

) that is independent of γ1,ρ , we shall introduce

the dual variational principle. Let V denote the set

V = {
σ ∈ (

L2(Ω)
)d : ∇ · σ = F in Ω, σ · n = f on ∂Ω

}
.

Then it is well known that

Eρ(vρ) = −1

2

∫
Ω

〈γρ∇vρ,∇vρ〉dx

= max
σ∈V

−1

2

∫
Ω

〈
γ −1
ρ σ,σ

〉
dx

� −1

2

∫
Ω

〈
γ −1
ρ σ ∗, σ ∗〉dx ∀σ ∗ ∈ V. (2.8)

Since

E0(v0) = −1

2

∫
Ω

〈γ0∇v0,∇v0〉dx

it follows from (2.7) and (2.8) that
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∣∣Eρ(vρ) − E0(v0)
∣∣ � 1

2

∫
Ω

〈
γ −1
ρ σ ∗, σ ∗〉dx − 1

2

∫
Ω

〈γ0∇v0,∇v0〉dx, (2.9)

for any σ ∗ ∈ V . We proceed to construct σ ∗ ∈ V for which
∫
Ω

〈γ −1
ρ σ ∗, σ ∗〉dx is near

∫
Ω

〈γ0∇v0,∇v0〉dx. Let
Wρ denote the solution to

�Wρ = 0 in B2K \ BK,

∂Wρ

∂n
= 0 on ∂BK,

∂Wρ

∂n
= (

γ0∇v0(ρx)
) · n on ∂(B2K).

This problem has a solution, since
∫
∂(B2Kρ)

(γ0∇v0) · ndσ = 0. The solution is unique up to a constant, and it satisfies
the estimate

‖∇Wρ‖2
L2(B2K\BK)

� C‖∇v0‖2
C0(∂(B2Kρ))

� C
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)
.

It follows immediately by rescaling that wρ = ρWρ( x
ρ
) satisfies

�wρ = 0 in B2Kρ \ BKρ,

∂wρ

∂n
= 0 on ∂(BKρ),

∂wρ

∂n
= (γ0∇v0) · n on ∂(B2Kρ)

and

‖∇wρ‖2
L2(B2Kρ\BKρ)

� Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)
, (2.10)

with a constant C that is independent of ρ and γ1,ρ . We now define the field σ ∗ by the formula

σ ∗ =
⎧⎨
⎩

0 in BKρ,

∇wρ in B2Kρ \ BKρ,

γ0∇v0 in Ω \ B2Kρ.

This field is clearly in [L2(Ω)]d , and it satisfies ∇ · σ ∗ = F in Ω as well as σ ∗ · n = (γ0∇v0) · n = f on ∂Ω , i.e.,
σ ∗ is an element of V . By using σ ∗ as a test field in (2.9) we get

∣∣Eρ(vρ) − E0(v0)
∣∣ � 1

2

∫
Ω

〈
γ −1
ρ σ ∗, σ ∗〉dx − 1

2

∫
Ω

〈γ0∇v0,∇v0〉dx

= 1

2

∫
B2Kρ\BKρ

〈
γ −1

0 ∇wρ,∇wρ

〉
dx − 1

2

∫
B2Kρ

〈γ0∇v0,∇v0〉dx

�
∫

B2Kρ\BKρ

〈
γ −1

0 ∇wρ,∇wρ

〉
dx

� Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)
,

with C independent of ρ and the conductivity γ1,ρ of the inhomogeneity Dρ . For the last inequality we have used the
estimate (2.10). This verifies (2.3) in case Eρ(uρ) < E0(v0), and thus completes the proof of Lemma 1. �

Let F , f and γρ be as in the preceding lemma. We easily calculate that

−
∫

Fvρ dx +
∫

∂Ω

f vρ dσ =
∫
Ω

〈γρ∇vρ,∇vρ〉dx
Ω\Bδ
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= −
∫
Ω

〈γρ∇vρ,∇vρ〉dx − 2
∫
Ω

Fvρ dx + 2
∫

∂Ω

f vρ dσ

= −2Eρ(vρ),

and similarly

−
∫

Ω\Bδ

Fv0 dx +
∫

∂Ω

f v0 dσ =
∫
Ω

〈γ0∇v0,∇v0〉dx

= −
∫
Ω

〈γ0∇v0,∇v0〉dx − 2
∫
Ω

Fv0 dx + 2
∫

∂Ω

f v0 dσ

= −2E0(v0).

As a consequence∫
Ω\Bδ

F (vρ − v0) dx −
∫

∂Ω

f (vρ − v0) dσ = 2
(
Eρ(vρ) − E0(v0)

)
,

and so, due to Lemma 1∣∣∣∣
∫

Ω\Bδ

F (vρ − v0) dx −
∫

∂Ω

f (vρ − v0) dσ

∣∣∣∣ � Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)
, (2.11)

with C independent of ρ, F , f and γ1,ρ . If we define the bounded linear operator Aρ : (F,f ) → ((vρ − v0)|Ω\Bδ
,

−(vρ − v0)|∂Ω) from L2(Ω \ Bδ) × H−1/2(∂Ω) into L2(Ω \ Bδ) × H 1/2(∂Ω), then (2.11) simply asserts that∣∣〈Aρ(F,f ), (F,f )
〉∣∣ � Cρd

(‖F‖2
L2(Ω\Bδ)

+ ‖f ‖2
H−1/2(∂Ω)

)
,

where 〈·,·〉 denotes the natural duality between L2(Ω \Bδ)×H 1/2(∂Ω) and L2(Ω \Bδ)×H−1/2(∂Ω). We note that
Aρ is self-adjoint, and by “polarization” it now follows that

sup
|||(F,f )|||�1

sup
|||(G,g)|||�1

∣∣〈Aρ(F,f ), (G,g)
〉∣∣ � Cρd,

with |||(F,f )||| = (‖F‖2
L2(Ω\Bδ)

+ ‖f ‖2
H−1/2(∂Ω)

)1/2. In other words

(‖vρ − v0‖2
L2(Ω\Bδ)

+ ‖vρ − v0‖2
H 1/2(∂Ω)

)1/2 = sup
|||(G,g)|||�1

∣∣〈Aρ(F,f ), (G,g)
〉∣∣ � Cρd,

for all (F,f ) with ‖F‖2
L2(Ω\Bδ)

+ ‖f ‖2
H−1/2(∂Ω)

� 1, or

(‖vρ − v0‖2
L2(Ω\Bδ)

+ ‖vρ − v0‖2
H 1/2(∂Ω)

)1/2 � Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)1/2
,

with C independent of ρ, F , f and γ1,ρ . Since vρ − v0 solves the equation

∇ · (γ0∇(vρ − v0)
) = 0 in Ω \ Bδ, with

(
γ0∇(vρ − v0)

) · n = 0 on ∂Ω,

elliptic regularity theory implies that the above estimate also holds for the Sobolev norm (‖vρ − v0‖2
Hs(Ω\B2δ)

+
‖vρ − v0‖2

Hs(∂Ω))
1/2, i.e.,

(‖vρ − v0‖2
Hs(Ω\B2δ)

+ ‖vρ − v0‖2
Hs(∂Ω)

)1/2 � Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)1/2

� Cρd
(‖F‖2

L2(Ω\B2δ)
+ ‖f ‖2

H−1/2(∂Ω)

)1/2
,

for any s ∈ R+ and any F having support inside Ω \ B2δ . Replacing δ with δ/2 we have therefore established
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Theorem 1. Suppose Dρ ⊂ BKρ for some positive constant K , independent of ρ. Let γρ be given by (1.2), with
γ0 ∈ C∞+ (Ω) and γ1,ρ ∈ L∞+ (Dρ). For a fixed δ > 0, let F be an element of L2(Ω), with support inside Ω \Bδ , and let
f be an element of H−1/2(∂Ω), with

∫
Ω

F dx − ∫
∂Ω

f dσ = 0. Let vρ and v0 denote the solutions to (2.1) and (2.2)
respectively, normalized by

∫
∂Ω

vρ dσ = ∫
∂Ω

v0 dσ = 0. Given any s ∈ R+ there exist a constant ρ0, independent
of γ1,ρ , F and f , and a constant C, independent of γ1,ρ , ρ, F and f , such that(‖vρ − v0‖2

Hs(Ω\Bδ)
+ ‖vρ − v0‖2

Hs(∂Ω)

)1/2 � Cρd
(‖F‖2

L2(Ω\Bδ)
+ ‖f ‖2

H−1/2(∂Ω)

)1/2
,

for all ρ < ρ0. The constants ρ0 and C depend on γ0, Ω , δ and K .

Theorem 1 is of independent importance. However for the purpose of this paper it is two corollaries, both pertaining
to the special case F = 0, that are particularly relevant. The first corollary is of direct relevance to the estimation of
the effectivity of approximate cloaks, as briefly discussed in Section 5.

Corollary 1. Suppose Dρ ⊂ BKρ for some positive constant K , independent of ρ. Let γρ be given by (1.2), with
γ0 ∈ C∞+ (Ω) and γ1,ρ ∈ L∞+ (Dρ). Let f be an element of H−1/2(∂Ω), with

∫
∂Ω

f dσ = 0. Let uρ and u0 denote
the solutions to (1.3) and (1.1) respectively, normalized by

∫
∂Ω

uρ dσ = ∫
∂Ω

u0 dσ = 0. Given any s ∈ R+, and any
δ ∈ R+, there exist a constant ρ0, independent of γ1,ρ and f , and a constant C, independent of γ1,ρ , f , and ρ, such
that

‖uρ − u0‖Hs(Ω\Bδ)
+ ‖uρ − u0‖Hs(∂Ω) � Cρd‖f ‖H−1/2(∂Ω) ∀ρ < ρ0.

The second corollary, which shall prove essential for our analysis in Section 3.2, estimates the combined perturba-
tion caused by the small inhomogeneity and a change in the normal flux. In order to formulate this corollary we need
some additional notation. Let wρ be the solution to{∇ · (γρ∇wρ) = 0 in Ω,

(γρ∇wρ) · n = g on ∂Ω,
(2.12)

normalized by
∫
∂Ω

wρ dσ = 0. Here we assume that g is an element of H−1/2(∂Ω), with
∫
∂Ω

g dσ = 0. It follows
immediately that∫

Ω\Dρ

〈
γ0∇(wρ − uρ),∇(wρ − uρ)

〉
dx �

∫
∂Ω

(g − f )(wρ − uρ)dσ

� ‖g − f ‖H−1/2(∂Ω)‖wρ − uρ‖H 1/2(∂Ω)

� C‖g − f ‖H−1/2(∂Ω)‖wρ − uρ‖H 1(Ω\Bδ)
. (2.13)

Due to the fact that
∫
∂Ω

wρ dσ = ∫
∂Ω

uρ dσ = 0 we have

‖wρ − uρ‖H 1(Ω\Bδ)
� C

∥∥∇(wρ − uρ)
∥∥

L2(Ω\Bδ)
.

A combination of this with (2.13) immediately gives that there exist constants ρ0 and C such that

‖wρ − uρ‖H 1(Ω\Bδ)
� C‖g − f ‖H−1/2(∂Ω), for ρ < ρ0. (2.14)

The constants ρ0 and C are independent of γ1,ρ , f and g. If we decompose

wρ − u0 = (wρ − uρ) + (uρ − u0),

and combine Corollary 1 with (2.14) we obtain

Corollary 2. Suppose Dρ ⊂ BKρ for some positive constant K , independent of ρ. Let γρ be given by (1.2), with

γ0 ∈ C∞+ (Ω) and γ1,ρ ∈ L∞+ (Dρ). Let f,g ∈ H− 1
2 (∂Ω) with

∫
∂Ω

f dσ = ∫
∂Ω

g = 0, and let u0 and wρ in H 1(Ω)

denote the solutions to (1.1) and (2.12), normalized by
∫
∂Ω

u0 dσ = ∫
∂Ω

wρ dσ = 0. Given any δ > 0 there exist a
constant ρ0, independent of γ1,ρ , f and g, and a constant C, independent of γ1,ρ , f , g and ρ, such that

‖wρ − u0‖H 1(Ω\Bδ)
� C

(‖g − f ‖H−1/2(∂Ω) + ρd‖f ‖H−1/2(∂Ω)

)
,

for all ρ < ρ0.
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3. The leading order asymptotics when Dρ = ρD

We shall now consider the case when the inhomogeneity Dρ is of the form Dρ = ρD, for some bounded, simply
connected, smooth domain D ⊂ BK . We shall examine issues related to the principal term of the expression

1

ρd
(uρ − u0)

as ρ → 0. We briefly describe the structure of the expression

1

ρd
(uρ − u0), ρ → 0,

a structure that (for γ0 and γ1,ρ isotropic) is already well known, cf. [5]. What is not at all known, and what we shall
prove here is that for inhomogeneities that are dilatations of a fixed set D, we can describe the expression (uρ −u0)/ρ

d

by an explicit (bounded) formula that is asymptotically correct uniformly in γ1,ρ . As pointed out in the introduction
such a formula is not available for general Dρ . For simplicity we shall restrict attention to the case

γρ(x) =
{

γ0 if x ∈ Ω \ ρD,

γ1,ρ(x) if x ∈ ρD,

where γ0 is a constant, symmetric, positive definite matrix, and γ1,ρ is an arbitrary symmetric (uniformly) positive
definite matrix-valued function defined on ρD, in other words

γ1,ρ ∈ L∞+ (ρD) = (
L∞(ρD)

)d×d ∩ {
γ (x) symmetric, positive definite, ess infγ > 0

}
.

By a simple linear change of variables x′ = Lx, γρ changes (up to a constant scalar multiple) into LγρLT ◦ L−1,
D changes into L(D), and Ω into L(Ω). Since we can choose L such that Lγ0L

T = I we may thus, without loss of
generality, assume that γρ is of the form

γρ(x) =
{

I if x ∈ Ω \ ρD,

γ1,ρ(x) if x ∈ ρD,
(3.1)

where γ1,ρ is an arbitrary matrix-valued function in L∞+ (ρD). The novelty of the present results is the fact that γ1,ρ is
an arbitrary matrix valued function in L∞+ (ρD), and the fact that all the estimates and convergence (approximation)
statements are uniform with respect to γ1,ρ ∈ L∞+ (ρD).

Let γ ∗
ρ denote the rescaled coefficient

γ ∗
ρ (z) =

{
I if z ∈ R

d \ D,

γ1,ρ(ρz) if z ∈ D,

and let φk be the solution to

∇ · (γ ∗
ρ ∇φk

) = 0 in R
d , with φk(z) − zk → 0 as |z| → ∞. (3.2)

We note that φk(z) = ψk(z) + zk , where ψk satisfies⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

�ψk = 0 in R
d \ D,

∇ · (γ1,ρ(ρ·)∇ψk

) = −∇ · (γ1,ρ(ρ·)∇zk

)
inD,

∂ψk

∂n

∣∣∣∣
ext

− (
γ1,ρ(ρ·)∇ψk

) · n∣∣
int = (

γ1,ρ(ρ·)n)
k
− nk on ∂D,

[ψk] = 0 on ∂D,

(3.3)

and ψk(z) → 0 as |z| → ∞. Here [ψ] = ψ |ext − ψ |int denotes the jump of the function ψ across ∂D. It is easy to see
that the solution ψk (up to a constant, for d = 2) coincides with the unique solution to (3.3) in W 1(Rd), the existence
of which is guaranteed by Proposition 4 in Appendix A. We define the function Lρ :

Lρ(x) = ∇yΦ(x,0) ·
∫ (

I − γ1,ρ(ρz)
)∇φk(z) dz

∂

∂xk

u0(0), (3.4)
D
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and the function Wρ :⎧⎨
⎩

�Wρ = 0 in Ω,

∂Wρ

∂n
= −∂Lρ

∂n
on ∂Ω,

(3.5)

normalized by
∫
∂Ω

Wρ dσ = − ∫
∂Ω

Lρ dσ . Here Φ(x,y) is the free space fundamental solution for the Laplacian

Φ(x,y) =
{− 1

2π
ln |x − y| if d = 2,

1
4π |x−y| if d = 3.

We note that ψk , φk , Lρ and Wρ generically all depend on ρ; they would be independent of ρ if we only considered
γ1,ρ ∈ L∞+ (ρD) of the form γ1,ρ(x) = γ1(x/ρ) for a given fixed γ1 ∈ L∞+ (D) (for instance if we considered inho-
mogeneities ρD of fixed constant conductivity γ1). It is easy to see that the matrix

∫
D

(I − γ1,ρ(ρz))ij ∂jφk(z) dz is
symmetric.

In the case γ1,ρ is constant (but possibly dependent on ρ) we define the matrix

Mjk = 1

|D|
∫
D

∂φk

∂zj

dz. (3.6)

We note that M may depend on ρ, and that it is not necessarily symmetric (though (I − γ1,ρ)M is). Then

Lρ(x) = |D|(I − γ1,ρ)ijMjk

∂

∂xk

u0(0)
∂

∂yi

Φ(x,0),

and it is easy to see that

Lρ(x) + Wρ(x) = |D|(I − γ1,ρ)ijMjk

∂

∂xk

u0(0)
∂

∂yi

G(x,0), (3.7)

where G is the special Green’s function introduced in (1.6). Here and in the future we use the Einstein summation
convention, i.e., repeated indices (representing integers) in a single term implies summation from 1 to d .

Theorem 2. Suppose f is in H−1/2(∂Ω) with
∫
∂Ω

f dσ = 0, and γρ is given by (3.1) with γ1,ρ ∈ L∞+ (ρD). Let u0
and uρ denote the solutions to (1.1) and (1.3), normalized by

∫
∂Ω

u0 dσ = ∫
∂Ω

uρ dσ = 0. Let Lρ(x) and Wρ(x) be
given by (3.4) and (3.5). Then for any fixed δ > 0,

lim
ρ→0

∫
Ω\Bδ

∣∣∣∣ 1

ρd
∇(uρ − u0) − ∇Lρ − ∇Wρ

∣∣∣∣
2

dx = 0.

The limiting process is uniform in γ1,ρ ∈ L∞+ (ρD) and in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. That is, for any

ε > 0 and δ > 0, there exists a positive constant ρ0(ε, δ), such that∫
Ω\Bδ

∣∣∣∣ 1

ρd
∇[uρ − u0] − ∇Lρ − ∇Wρ

∣∣∣∣
2

dx < ε,

for all ρ < ρ0, all γ1,ρ ∈ L∞+ (ρD) and all f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. The term ∇Lρ + ∇Wρ is bounded

in L2(Ω \ Bδ), uniformly with respect to ρ, γ1,ρ ∈ L∞+ (ρD), and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}.

We may without loss of generality suppose that Bδ ⊂ Ω and that Kρ0 < δ/2. Then the function 1
ρd (uρ − u0) −

(Lρ + Wρ) is harmonic in Ω \ Bδ/2, with ∂
∂n

((uρ − u0) − (Lρ + Wρ)) = 0 on ∂Ω . A combination of standard elliptic
theory and the energy estimate of Theorem 2 therefore yields similar estimates in any Hs(Ω \Bδ) (or Hs(∂Ω)) norm,
as stated in the following corollary.
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Corollary 3. Suppose f is in H−1/2(∂Ω) with
∫
∂Ω

f dσ = 0, and γρ is given by (3.1) with γ1,ρ ∈ L∞+ (ρD). Let u0
and uρ denote the solutions to (1.1) and (1.3), normalized by

∫
∂Ω

u0 dσ = ∫
∂Ω

uρ dσ = 0. Let Lρ(x) and Wρ(x) be
given by (3.4) and (3.5), and normalized by

∫
∂Ω

(Lρ + Wρ)dσ = 0. Then for any fixed δ > 0, and any s ∈ R+∥∥uρ − u0 − ρd(Lρ + Wρ)
∥∥

Hs(Ω\Bδ)
= ρdo(1),

where the term o(1) tends to zero uniformly in γ1,ρ ∈ L∞+ (ρD) and in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0} as

ρ → 0. As a consequence we also have∥∥uρ − u0 − ρd(Lρ + Wρ)
∥∥

Hs(∂Ω)
= ρdo(1),

for any s ∈ R+. The term Lρ + Wρ is bounded in Hs(Ω \ Bδ) (and in Hs(∂Ω)) uniformly with respect to ρ, γ1,ρ ∈
L∞+ (ρD), and f ∈ {‖f ‖

H
− 1

2 (∂Ω)
� 1,

∫
∂Ω

f dσ = 0}.

As stated the terms Lρ and Wρ in general depend on ρ; Theorem 2 and Corollary 3 therefore do not assert the
existence of a limit of (uρ − u0)/ρ

d as ρ → 0. Due to the boundedness of the term Lρ + Wρ we may arrive at a limit
by extraction of a subsequence, much as was the case with the representation formulas in [4]. The boundedness of
the term Lρ + Wρ as stated in Theorem 2 and Corollary 3 is equivalent to the boundedness of the symmetric matrix∫
D

(I − γ1,ρ(ρz))ij
∂

∂zj
φk(z) dz as a function of ρ and γ1,ρ . The assumption that γ0 be constant (the identity, after

a linear change of variables) may also be relaxed. For smooth γ0 we may carry out a “freezing of the coefficient”-
argument, much like in [5]. The formulation of Theorem 2 and Corollary 3 would not change, but the identity matrix
appearing in the definition of γ ∗

ρ and in the formula (3.4) would be replaced by γ0(0), the first equation of (3.3) would

become ∇ · (γ0(0)∇ψk) = 0 in R
d \ D, and the transmission condition of (3.3) would be replaced by(

γ0(0)∇ψk

) · n∣∣
ext −

(
γ1,ρ(ρ·)∇ψk

) · n∣∣
int = (

γ1,ρ(ρ·)n)
k
− (

γ0(0)n
)
k
.

Furthermore Φ would be replaced by a Green’s function for the operator ∇ · (γ0∇·), and Wρ would satisfy ∇ ·
(γ0∇Wρ) = 0 in Ω , ∇Wρ · n = −∇Lρ · n on ∂Ω . As mentioned earlier, the terms Lρ and Wρ are independent
of ρ if γ1,ρ is of the form γ1,ρ(x) = γ1(x/ρ), with γ1 independent of ρ. In that case it would indeed be possible
to extend the results proven here to any order in ρ, in other words to prove that (for a single inhomogeneity of the
form ρD) one has an asymptotic expansion to any order (as already established in [1]) which is uniform in γ1 and
f ∈ {‖f ‖

H
− 1

2 (∂Ω)
� 1,

∫
∂Ω

f dσ = 0}.
Before proceeding with the proof of Theorem 2 we introduce some auxiliary functions. The function J is defined

as follows: if d = 3, then J is the W 1(R3 \ D) solution of⎧⎨
⎩

�J = 0 in R
3 \ D,

∂J

∂n
= 1 on ∂D,

if d = 2, then J = 0. The existence and uniqueness of J is assured by Proposition 3 in Appendix A. The function
Ĥ1,ρ is the W 1(Rd \ D) solution of⎧⎨

⎩
�Ĥ1,ρ = 0 in R

d \ D,

Ĥ1,ρ(x) = 1

ρ

(
u0(ρx) − u0(0)

)
on ∂D,

for d = 2 as well as d = 3. The existence and uniqueness of Ĥ1,ρ is assured by Proposition 2 in Appendix A. The
function Ĥ1 is the W 1(Rd \ D) solution of{

�Ĥ1 = 0 in R
d \ D,

Ĥ1(x) = ∇u0(0) · x on ∂D,

for d = 2 as well as d = 3. The existence and uniqueness of Ĥ1 is again assured by Proposition 2 in Appendix A.
Since (u0(ρx) − u0(0))/ρ → ∇u0(0) · x in H 1/2(∂D) as ρ → 0, the estimate (A.1) from Proposition 2 gives that

Ĥ1,ρ → Ĥ1 in W 1(
R

d \ D
)

as ρ → 0. (3.8)
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We also define

λρ = 1

|D|
∫

∂D

∂Ĥ1,ρ

∂n
dσ and λ0 = 1

|D|
∫

∂D

∂Ĥ1

∂n
dσ. (3.9)

Due to the convergence (3.8) and the fact that both Ĥ1,ρ and Ĥ1 are harmonic in R
d \ D it follows that

∂Ĥ1,ρ

∂n
→ ∂Ĥ1

∂n
in H− 1

2 (∂D), (3.10)

and therefore, in particular

λρ → λ0 as ρ → 0. (3.11)

The convergences in (3.8), (3.10) and (3.11) are uniform in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}, since all the

involved quantities only depend on values of u0 near x = 0. Finally we define u1,ρ ∈ H 1(Ω \ ρD) to be the unique
solution to⎧⎪⎪⎨

⎪⎪⎩
�u1,ρ = 0 in Ω \ ρD,

∂u1,ρ

∂n
= f on ∂Ω,

u1,ρ = u0(0) + ρλρJ (·/ρ) on ∂ρD.

(3.12)

In order to study the behavior of 1
ρd ∇(uρ − u0) as required for the proof of Theorem 2 we divide the function

1
ρd (uρ − u0) into two terms:

1

ρd
(uρ − u0) = 1

ρd
w1,ρ + 1

ρd
w2,ρ, (3.13)

with

w1,ρ = u1,ρ − u0 (3.14)

and

w2,ρ = uρ − u1,ρ . (3.15)

In the following two sections we shall study the behavior of 1
ρd w1,ρ and 1

ρd w2,ρ .

3.1. A uniform estimate for the first remainder term

The function w1,ρ = u1,ρ − u0 ∈ H 1(Ω \ ρD) satisfies⎧⎪⎪⎨
⎪⎪⎩

�w1,ρ = 0 in Ω \ ρD,

∂w1,ρ

∂n
= 0 on ∂Ω,

w1,ρ = ψ1,ρ := u0(0) − u0(·) + ρλρJ (·/ρ) on ∂(ρD).

We define

H1,ρ = −Ĥ1,ρ + λρJ ∈ W 1(
R

d \ D
)

and

H1 = −Ĥ1 + λ0J ∈ W 1(
R

d \ D
)
.

The function H1,ρ satisfies
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⎧⎨
⎩

�H1,ρ = 0 in R
d \ D,

H1,ρ(x) = 1

ρ
ψ1,ρ(ρx) on ∂D,

and due to the convergence results (3.8), (3.10), and (3.11) it follows that

H1,ρ → H1 in W 1(
R

d \ D
)
, and

∂

∂n
H1,ρ → ∂

∂n
H1 in H−1/2(∂D), (3.16)

as ρ → 0. This convergence is uniform in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. Applying Proposition 2 we get

H1,ρ(x) =
∫

∂D

∂

∂ny

Φ(x, y)H1,ρ(y) dσy −
∫

∂D

Φ(x, y)
∂

∂n
H1,ρ(y) dσy + Cρ

for some constant Cρ . We note that, due to the particular choice of λρ (and (A.2) for d = 2)∫
∂D

∂

∂n
H1,ρ dσ = 0.

Let ΛD denote the Neumann to Dirichlet map associated with the Laplacian on D. In other words: for any φ ∈
H−1/2(∂D) with

∫
∂D

φ dσ = 0, set ΛD(φ) = w|∂D ∈ H 1/2(∂D), where w is the solution to

�w = 0 in D,
∂

∂n
w = φ on ∂D,

∫
∂D

w dσ = 0.

With the use of Green’s formula and this notation the above representation formula for H1,ρ may be rewritten

H1,ρ(x) =
∫

∂D

∂

∂ny

Φ(x, y)

[
H1,ρ(y) − ΛD

(
∂

∂n
H1,ρ

)
(y)

]
dσy + Cρ,

for x ∈ R
d \ D. The rescaled function

v1,ρ(x) = ρH1,ρ(x/ρ), (3.17)

may then be represented as

v1,ρ(x) = ρ

∫
∂D

∂

∂ny

Φ(x/ρ, y)

[
H1,ρ(y) − ΛD

(
∂

∂n
H1,ρ

)
(y)

]
dσy + ρCρ

= ρd

∫
∂D

∂

∂ny

Φ(x,ρy)

[
H1,ρ(y) − ΛD

(
∂

∂n
H1,ρ

)
(y)

]
dσy + ρCρ.

Due to the convergence result (3.16) and the continuity of the operator ΛD from H−1/2 to H 1/2 it follows that

H1,ρ − ΛD

(
∂

∂n
H1,ρ

)
→ H1 − ΛD

(
∂

∂n
H1

)
in H 1/2(∂D).

Thus

lim
ρ→0

∫
Ω\Bδ

∣∣∣∣ 1

ρd
∇v1,ρ − ∇L1

∣∣∣∣
2

dx = 0, (3.18)

for any fixed δ > 0, and

lim
1
d

∂v1,ρ = ∂L1
, in H−1/2(∂Ω), (3.19)
ρ→0 ρ ∂n ∂n
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where

L1(x) := ∇yΦ(x,0) ·
∫

∂D

(
H1 − ΛD

(
∂

∂n
H1

))
ny dσy, x ∈ Ω \ {0}.

The convergence is uniform in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. In order to complete the analysis of the

behavior of 1
ρd w1,ρ it only remains to examine

W1,ρ := 1

ρd
(w1,ρ − v1,ρ). (3.20)

For that purpose we shall make use of the following lemma.

Lemma 1. Suppose fρ ∈ H− 1
2 (∂Ω) and f0 ∈ H− 1

2 (∂Ω) with
∫
∂Ω

fρ = ∫
∂Ω

f0 = 0, and suppose fρ → f0 in

H− 1
2 (∂Ω) as ρ → 0. Let wρ and w0 denote solutions to⎧⎪⎪⎨

⎪⎪⎩
�wρ = 0 in Ω \ ρD,

∂wρ

∂n
= fρ on ∂Ω,

wρ = 0 on ∂ρD,

and

⎧⎨
⎩

�w0 = 0 in Ω,

∂w0

∂n
= f0 on ∂Ω,

respectively. Then

lim
ρ→0

∫
Ω\ρD

|∇wρ − ∇w0|2 dx = 0.

The convergence is uniform in the sense that given any ε > 0 there exists τ(ε) > 0 such that for any f0 ∈
{‖f ‖

H
− 1

2 (∂Ω)
� 1,

∫
∂Ω

f dσ = 0},

ρ < τ(ε), and fρ ∈ H−1/2(∂Ω), ‖fρ − f0‖H−1/2(∂Ω) < τ(ε)

implies∫
Ω\ρD

|∇wρ − ∇w0|2 dx < ε.

Proof. Standard coercivity arguments (in this case, direct integration by parts) gives that

‖∇wρ‖L2(Ω\ρD) � C‖fρ‖H−1/2(∂Ω).

Let Ef (w) denote the energy

1

2

∫
Ω

|∇w|2 dx −
∫

∂Ω

f w dσ.

We extend wρ to all of Ω by setting it to zero on ρD. For simplicity we also call this H 1(Ω) extension wρ . It is well
known that wρ is the minimizer of Efρ (·) in H 1(Ω) ∩ {w: w ≡ 0 on ρD}, and that w0 is the minimizer of Ef0(·) in
H 1(Ω). A simple calculation gives∫

Ω

∣∣∇(wρ − w0)
∣∣2

dx = 2
[
Efρ (wρ) − Ef0(w0)

] + 2
∫

∂Ω

(fρ − f0)wρ dσ

� 2
[
Efρ (wρ) − Ef0(w0)

] + C‖fρ − f0‖H−1/2(∂Ω)‖∇wρ‖L2(Ω)

� 2
[
Efρ

(
w∗) − Ef0(w0)

] + C‖fρ − f0‖H−1/2(∂Ω)‖fρ‖H−1/2(∂Ω), (3.21)
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for any w∗ ∈ H 1(Ω) ∩ {w: w ≡ 0 on ρD}. We proceed to construct an appropriate test function w∗. For simplicity
assume B1 is compactly contained in Ω and suppose ρD ⊂ BKρ , with Kρ < 1. Define

χρ(x) =
⎧⎨
⎩

0 if |x| < Kρ,

1 − log |x|
log(Kρ)

if Kρ < |x| < 1,

1 if 1 < |x|,
and set w̃ρ = χρw0 ∈ H 1(Ω) ∩ {w: w ≡ 0 on ρD}. Then∫

Kρ<|x|<1

∣∣∇(w̃ρ − w0)
∣∣2

dx = 1

(log(Kρ))2

∫
Kρ<|x|<1

∣∣∇(
log |x|w0

)∣∣2
dx

� C

(log(Kρ))2

(
sup
x∈B1

∣∣w0(x)
∣∣2

∫
Kρ<|x|<1

1

|x|2 dx

+ sup
x∈B1

∣∣∇w0(x)
∣∣2

∫
Kρ<|x|<1

(
log |x|)2

dx

)

� C

(log(Kρ))2

(
sup
x∈B1

∣∣w0(x)
∣∣2 + sup

x∈B1

∣∣∇w0(x)
∣∣2

)∣∣log(ρ)
∣∣

→ 0 as ρ → 0. (3.22)

The convergence is uniform on {‖f0‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f0 dσ = 0}. We also have

∫
Ω

∣∣∇(w̃ρ − w0)
∣∣2

dx =
∫

|x|<Kρ

|∇w0|2 dx +
∫

Kρ<|x|<1

∣∣∇(w̃ρ − w0)
∣∣2

dx

�
∫

Kρ<|x|<1

∣∣∇(w̃ρ − w0)
∣∣2

dx + Cρd sup
x∈B1

∣∣∇w0(x)
∣∣2

,

and by combination with (3.22) we therefore get∥∥∇(w̃ρ − w0)
∥∥

L2(Ω)
→ 0 as ρ → 0.

The convergence is uniform on {‖f0‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f0 dσ = 0}. Since

∣∣‖∇w̃ρ‖L2(Ω) − ‖∇w0‖L2(Ω)

∣∣ �
∥∥∇(w̃ρ − w0)

∥∥
L2(Ω)

,

it follows that ‖∇w̃ρ‖L2(Ω) is bounded uniformly in ρ and in f0 ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}, and so

∣∣‖∇w̃ρ‖2
L2(Ω)

− ‖∇w0‖2
L2(Ω)

∣∣ = ∣∣‖∇w̃ρ‖L2(Ω) − ‖∇w0‖L2(Ω)

∣∣(‖∇w̃ρ‖L2(Ω) + ‖∇w0‖L2(Ω)

)
�

∥∥∇(w̃ρ − w0)
∥∥

L2(Ω)

(‖∇w̃ρ‖L2(Ω) + ‖∇w0‖L2(Ω)

)
→ 0 as ρ → 0,

uniformly on {‖f0‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f0 dσ = 0}. Due to the fact that w̃ρ = w0 on ∂Ω we have the estimate

2
[
Efρ (w̃ρ) − Ef0(w0)

] = ‖∇w̃ρ‖2
L2(Ω)

− ‖∇w0‖2
L2(Ω)

+
∫

∂Ω

(f0 − fρ)w0

� ‖∇w̃ρ‖2
L2(Ω)

− ‖∇w0‖2
L2(Ω)

+ C‖fρ − f0‖H−1/2(∂Ω)‖f0‖H−1/2(∂Ω). (3.23)

From 3.21 (with w∗ = w̃ρ ) and (3.23) we now conclude that
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∫
Ω

∣∣∇(wρ − w0)
∣∣2

dx �
[
Efρ (w̃ρ) − Ef0(w0)

] + C‖fρ − f0‖H−1/2(∂Ω)‖fρ‖H−1/2(∂Ω)

� 1

2

(‖∇w̃ρ‖2
L2(Ω)

− ‖∇w0‖2
L2(Ω)

)
+ C‖fρ − f0‖H−1/2(∂Ω)

(‖fρ‖H−1/2(∂Ω) + ‖f0‖H−1/2(∂Ω)

)
→ 0 as ρ → 0.

Since the term ‖∇w̃ρ‖2
L2(Ω)

−‖∇w0‖2
L2(Ω)

converges uniformly with respect to f0 ∈ {‖f ‖
H

− 1
2 (∂Ω)

�1,
∫
∂Ω

f dσ =0}
this last convergence is clearly uniform in the sense asserted in this lemma. �

We now return to the estimation of W1,ρ := 1
ρd (w1,ρ − v1,ρ). This function is the unique solution to

⎧⎪⎪⎨
⎪⎪⎩

�W1,ρ = 0 in Ω \ ρD,

∂W1,ρ

∂n
= − 1

ρd

∂v1,ρ

∂n
(x) on ∂Ω,

W1,ρ = 0 on ∂ρD.

Let W1 denote a solution to{
�W1 = 0 in Ω,

∂W1

∂n
= −∂L1

∂n
on ∂Ω.

According to (3.19) 1
ρd

∂v1,ρ

∂n
converges to ∂L1

∂n
in H−1/2(∂Ω), uniformly with respect to f ∈ {‖f ‖

H
− 1

2 (∂Ω)
� 1,∫

∂Ω
f dσ = 0}, and so from Lemma 1 it follows that

lim
ρ→0

∫
Ω\ρD

|∇W1,ρ − ∇W1|2 dx = 0. (3.24)

The limit is uniform in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. A combination of (3.18) with (3.24) now yields

( ∫
Ω\Bδ

∣∣∣∣ 1

ρd
∇w1,ρ − ∇L1 − ∇W1

∣∣∣∣
2

dx

)1/2

�
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇(w1,ρ − v1,ρ) − ∇W1

∣∣∣∣
2

dx

)1/2

+
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇v1,ρ − ∇L1

∣∣∣∣
2

dx

)1/2

=
( ∫

Ω\Bδ

|∇W1,ρ − ∇W1|2 dx

)1/2

+
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇v1,ρ − ∇L1

∣∣∣∣
2

dx

)1/2

→ 0 as ρ → 0, (3.25)

uniformly on {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. Since all the involved functions are independent of γ1,ρ it follows

immediately that the limit is also uniform with respect to γ1,ρ ∈ L∞+ (ρD). This completes the study of the behavior
of the first remainder term 1

ρd w1,ρ as ρ → 0.

3.2. A uniform estimate for the second remainder term

It remains to examine the behavior of the term the 1
ρd w2,ρ = 1

ρd (uρ − u1,ρ) on Ω \ Bδ . For that purpose it will
be convenient to extend the function u1,ρ to all of Ω by setting it equal to the constant u0(0) on ρD. From (1.3)
and (3.12) it now follows that w2,ρ is a solution to
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∇ · (γ1,ρ∇w2,ρ) = 0 in ρD,

�w2,ρ = 0 in Ω \ ρD,

∂w2,ρ

∂n
= 0 on ∂Ω,

∂w2,ρ

∂n

∣∣∣∣
ext

− (γ1,ρ∇w2,ρ) · n∣∣
int = −∂u1,ρ

∂n

∣∣∣∣
ext

on ∂ρD,

[w2,ρ] = −ρλρJ (·/ρ) on ∂ρD.

For brevity we shall use the notation ψ2,ρ := − ∂u1,ρ

∂n
|ext on ∂ρD. Since ψ2,ρ ∈ H− 1

2 (∂ρD),
∫
∂ρD

ψ2,ρ = 0, and λρJ ∈
H

1
2 (∂D), Proposition 4 guarantees the existence of H2,ρ ∈ W 1(Rd \ D) × H 1(D), a solution to⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∇ · (γ1,ρ(ρ·)∇H2,ρ

) = 0 in D,

�H2,ρ = 0 in R
d \ D,

∂H2,ρ

∂n

∣∣∣∣
ext

− (
γ1,ρ(ρ·)∇H2,ρ

) · n∣∣
int = ψ2,ρ(ρ·) on ∂D,

[H2,ρ] = −λρJ on ∂D.

This solution is unique for d = 3, and it is unique modulo a constant for d = 2. Moreover, H2,ρ may be represented as

H2,ρ(x) =
∫

∂D

∂

∂ny

Φ(x, y)H2,ρ

∣∣∣∣
ext

dσy −
∫

∂D

Φ(x, y)
∂H2,ρ

∂n
(y)

∣∣∣∣
ext

dσy + Cρ.

The rescaled function, v2,ρ = ρH2,ρ(x/ρ), may then be represented as

v2,ρ(x) = ρ

∫
∂D

∂

∂ny

Φ(x/ρ, y)H2,ρ

∣∣∣∣
ext

dσy − ρ

∫
∂D

Φ(x/ρ, y)
∂H2,ρ

∂n
(y)

∣∣∣∣
ext

dσy + ρCρ

= ρd

∫
∂D

(
∂

∂ny

Φ

)
(x,ρy)H2,ρ

∣∣∣∣
ext

dσy − ρd−1
∫

∂D

Φ(x,ρy)
∂H2,ρ

∂n
(y)

∣∣∣∣
ext

dσy + ρCρ. (3.26)

For the last identity we have (at least in the case d = 2) used that∫
∂D

∂H2,ρ

∂n

∣∣∣∣
ext

dσ = 0, (3.27)

which in turn (for d = 2 as well as d = 3) follows from the fact that∫
∂ρD

ψ2,ρ = −
∫

∂ρD

∂u1,ρ

∂n

∣∣∣∣
ext

= 0 and
∫

∂D

(
γ1,ρ(ρ·)∇H2,ρ

) · n∣∣
int = 0.

Using (3.27) once more we may rewrite (3.26) as

v2,ρ(x) = ρd

∫
∂D

(
∂

∂ny

Φ

)
(x,ρy)H2,ρ

∣∣∣∣
ext

dσy

− ρd−1
∫

∂D

(
Φ(x,ρy) − Φ(x,0)

)∂H2,ρ

∂n
(y)

∣∣∣∣
ext

dσy + ρCρ. (3.28)

We now study the asymptotic behavior of H2,ρ |ext and
∂H2,ρ

∂n
|ext on ∂D. To this end the definitions of w1,ρ and W1,ρ ,

(3.14) and (3.20) respectively, yield that

u1,ρ = u0 + w1,ρ = u0 + ρdW1,ρ + v1,ρ in Ω \ ρD. (3.29)
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Since v1,ρ(x) = ρH1,ρ(x/ρ) (see (3.17))

∂v1,ρ

∂n
(x) =

(
∂H1,ρ

∂n

)
(x/ρ),

and so(
∂v1,ρ

∂n

)
(ρx) = ∂H1,ρ

∂n
(x), (3.30)

for x ∈ ∂D. We may without loss of generality suppose ρ is sufficiently small that B2Kρ ⊂ Ω . From (3.24)

lim
ρ→0

∫
B2Kρ\ρD

|∇W1,ρ − ∇W1|2 dx = 0,

which implies that

lim
ρ→0

( ∫
B2Kρ\ρD

|∇W1,ρ |2 dx −
∫

B2Kρ\ρD

|∇W1|2 dx

)
= 0.

In particular∫
B2Kρ\ρD

|∇W1,ρ |2 dx → 0 as ρ → 0.

The rescaled function

W̃1,ρ(x) = W1,ρ(ρx)

satisfies �W̃1,ρ = 0 in B2K \ D, W̃1,ρ = 0 on ∂D,

ρd−2
∫

B2K\D
|∇W̃1,ρ |2 dx =

∫
B2Kρ\ρD

|∇W1,ρ |2 dx → 0 as ρ → 0

and

∂W̃1,ρ

∂n
(x) = ρ

(
∂W1,ρ

∂n

)
(ρx) on ∂D.

Therefore

ρd

∥∥∥∥
(

∂W1,ρ

∂n

)
(ρx)

∥∥∥∥
2

H
− 1

2 (∂D)

= ρd−2
∥∥∥∥∂W̃1,ρ

∂n

∥∥∥∥
2

H
− 1

2 (∂D)

� Cρd−2‖∇W̃1,ρ‖2
L2(B2K\D)

→ 0,

as ρ → 0. The convergence is uniform with respect to f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}, and since W1,ρ is

independent of γ1,ρ , this convergence is also uniform in γ1,ρ ∈ L∞+ (ρD). It immediately follows (after multiplication
by ρd ) that

lim
ρ→0

∥∥∥∥ρd

(
∂W1,ρ

∂n

)
(ρ·)

∥∥∥∥
H

− 1
2 (∂D)

= 0. (3.31)

By a combination of (3.29), (3.30), (3.31), and (3.16)

lim
ρ→0

ψ2,ρ(ρx) = − lim
ρ→0

(
∂u1,ρ

∂n

∣∣∣∣
ext

)
(ρx)

= − lim
ρ→0

∇u0(ρx) · n − lim
ρ→0

∂H1,ρ

∂n
(x)

= −∇u0(0) · n − ∂H1
(x), (3.32)
∂n
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for x ∈ ∂D; the convergence takes place in H−1/2(∂D) and is uniform in γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,∫
∂Ω

f dσ = 0}. Let H̃2,ρ ∈ W 1(Rd \ D) × H 1(D) denote the solution to⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∇ · (γ1,ρ(ρ·)∇H̃2,ρ

) = 0 in D,

�H̃2,ρ = 0 in R
d \ D,

∂H̃2,ρ

∂n

∣∣∣∣
ext

− (
γ1,ρ(ρ·)∇H̃2,ρ

) · n∣∣
int = −∇u0(0) · n − ∂H1

∂n
on ∂D,

[H̃2,ρ] = −λ0J on ∂D.

(3.33)

We note that∫
∂D

(
−∇u0(0) · n − ∂H1

∂n

)
dσ = lim

ρ→0
ρ−d+1

∫
∂ρD

ψ2,ρ dσ = 0,

and so the existence of H̃2,ρ is guaranteed by Proposition 4. H̃2,ρ is unique for d = 3, and it is unique modulo a
constant for d = 2. We note that H̃2,ρ is independent of ρ if γ1,ρ(x) is of the form γ1,ρ(x) = γ1(x/ρ). Proposition 4
also yields that∫

Rd\D
|∇H̃2,ρ |2 dx is bounded

independently of ρ, γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}, and in combination with (3.32) and

(3.11) it guarantees that∫
Rd\D

∣∣∇(H2,ρ − H̃2,ρ)
∣∣2

dx � C

(∥∥∥∥ψ2,ρ(ρ·) + ∇u0(0) · n + ∂H1

∂n

∥∥∥∥
H−1/2(∂Ω)

+ |λρ − λ0|
)

→ 0 as ρ → 0.

Here the constant C is independent of γ1,ρ , and so the convergence is uniform in γ1,ρ ∈ L∞+ (ρD) and f ∈
{‖f ‖

H
− 1

2 (∂Ω)
� 1,

∫
∂Ω

f dσ = 0}. In particular we get that

H2,ρ |ext − H̃2,ρ |ext → 0 in H 1/2(∂D), and

∂H2,ρ

∂n

∣∣∣∣
ext

− ∂H̃2,ρ

∂n

∣∣∣∣
ext

→ 0 in H−1/2(∂D),

uniformly in γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}, with H2,ρ |ext, H̃2,ρ |ext and ∂
∂n

H2,ρ |ext,

∂
∂n

H̃2,ρ |ext uniformly bounded in H 1/2(∂D) and H−1/2(∂D) respectively. The H 1/2 convergence and the bounded-

ness of the functions H2,ρ |ext, H̃2,ρ |ext should be interpreted modulo constants. From (3.28) it now follows that

lim
ρ→0

∫
Ω\Bδ

∣∣∣∣ 1

ρd
∇v2,ρ − ∇L2,ρ

∣∣∣∣
2

dx = 0, (3.34)

where L2,ρ denotes the function

L2,ρ(x) = ∇yΦ(x,0) ·
∫

∂D

(
−∂H̃2,ρ

∂n
(y)

∣∣∣∣
ext

y + H̃2,ρ(y)
∣∣
extny

)
dσy ∀x ∈ Ω \ {0}.

As a consequence of (3.34) and the fact that v2,ρ and L2,ρ are both harmonic in Ω \ Bδ

lim
ρ→0

∥∥∥∥ 1

ρd

∂v2,ρ

∂n
− ∂L2,ρ

∂n

∥∥∥∥ − 1
= 0. (3.35)
H 2 (∂Ω)
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The convergence is uniform in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0} and γ1,ρ ∈ L∞+ (ρD). We now consider W2,ρ =
1
ρd (w2,ρ − v2,ρ); this is a solution to

⎧⎨
⎩

∇ · (γρW2,ρ) = 0 in Ω,

∂W2,ρ

∂n
= − 1

ρd

∂v2,ρ

∂n
on ∂Ω.

(3.36)

Problem (3.36) has a solution since, due to (3.27),∫
∂Ω

∂v2,ρ

∂n
dσ =

∫
∂ρD

∂v2,ρ

∂n

∣∣∣∣
ext

dσ = ρd−1
∫

∂D

∂H2,ρ

∂n

∣∣∣∣
ext

dσ = 0.

W2,ρ is unique modulo a constant. A combination of (3.35) and Corollary 2, the latter with − 1
ρd

∂
∂n

v2,ρ and − ∂
∂n

L2,ρ

in place of g and f , yields that

lim
ρ→0

∫
Ω\Bδ

|∇W2,ρ − ∇W̃2,ρ |2 dx = 0, (3.37)

uniformly with respect to γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. Here W̃2,ρ is a solution to

⎧⎨
⎩

�W̃2,ρ = 0 in Ω,

∂W̃2,ρ

∂n
= −∂L2,ρ

∂n
on ∂Ω.

In order to obtain (3.37) from a combination of (3.35) and Corollary 2 we have also used that
∂L2,ρ

∂n
is bounded in

H−1/2(∂Ω), uniformly in ρ, γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. The convergence state-

ments (3.34) and (3.37) now imply

( ∫
Ω\Bδ

∣∣∣∣ 1

ρd
∇w2,ρ − ∇L2,ρ − ∇W̃2,ρ

∣∣∣∣
2

dx

)1/2

�
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇(w2,ρ − v2,ρ) − ∇W̃2,ρ

∣∣∣∣
2

dx

)1/2

+
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇v2,ρ − ∇L2,ρ

∣∣∣∣
2

dx

)1/2

=
( ∫

Ω\Bδ

|∇W2,ρ − ∇W̃2,ρ |2 dx

)1/2

+
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇v2,ρ − ∇L2,ρ

∣∣∣∣
2

dx

)1/2

→ 0 as ρ → 0, (3.38)

uniformly in γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}. This completes the study of the asymptotic

behavior of the second remainder term 1
ρd w2,ρ as ρ → 0.

3.3. Proof of the main theorem

It follows directly from the decomposition (3.13) and the estimates (3.25) and (3.38) in the two preceding sections
that ( ∫ ∣∣∣∣ 1

ρd
∇(uρ − u0) − ∇(L1 + L2,ρ + W1 + W̃2,ρ)

∣∣∣∣
2

dx

)1/2
Ω\Bδ
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�
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇w1,ρ − ∇(L1 + W1)

∣∣∣∣
2

dx

)1/2

+
( ∫

Ω\Bδ

∣∣∣∣ 1

ρd
∇w2,ρ − ∇(L2,ρ + W̃2,ρ)

∣∣∣∣
2

dx

)1/2

→ 0 as ρ → 0. (3.39)

As a consequence of this and the fact that
∫
∂Ω

uρ dσ = ∫
∂Ω

u0 dσ = 0 we also get that∥∥∥∥ 1

ρd
(uρ − u0) − (L1 + L2,ρ + W1 + W̃2,ρ + C)

∥∥∥∥
H 1(Ω\Bδ)

→ 0 as ρ → 0,

with the constant C given by

C = − 1

|∂Ω|
∫

∂Ω

(L1 + L2,ρ + W1 + W̃2,ρ) dσ.

Note that C generically depends on ρ. Since the function 1
ρd (uρ − u0) − (L1 + L2,ρ + W1 + W̃2,ρ + C) is harmonic

near ∂Ω , and since its normal derivative vanishes on ∂Ω , it follows by local elliptic regularity theory that all norms
tend to zero, i.e.,∥∥∥∥ 1

ρd
(uρ − u0) − (L1 + L2,ρ + W1 + W̃2,ρ + C)

∥∥∥∥
Hs(Ω\Bδ)

→ 0 as ρ → 0,

for any real positive s. Just as in (3.39) the convergence is uniform in γ1,ρ ∈ L∞+ (ρD) and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,∫
∂Ω

f dσ = 0}. From continuity of the trace operator (supposing δ is sufficiently small) it follows that∥∥∥∥ 1

ρd
(uρ − u0) − (L1 + L2,ρ + W1 + W̃2,ρ + C)

∥∥∥∥
Hs(∂Ω)

→ 0 as ρ → 0,

for any real positive number s, in the same uniform sense as above. Let Lρ denote the term Lρ = L1 + L2,ρ and let
Wρ = W1 + W̃2,ρ + C. Then

Lρ(x) = ∇yΦ(x,0) ·
( ∫

∂D

(
H1 − ΛD

(
∂

∂n
H1

))
ndσ +

∫
∂D

(
−∂H̃2,ρ

∂n
(z)

∣∣∣∣
ext

z + H̃2,ρ(z)
∣∣
extnz

)
dσz

)
,

and Wρ is the harmonic function in Ω , uniquely determined by the boundary conditions

∂

∂n
(Wρ + Lρ) = 0 on ∂Ω, and

∫
∂Ω

(Wρ + Lρ)dσ = 0.

There are several ways to deduce the L2(Ω \Bδ) boundedness of ∇(Lρ +Wρ). On the one hand it follows from (3.39)
and the boundedness of (uρ − u0)/ρ

d asserted in Theorem 1; on the other hand, it also follows immediately from the
formulas for Lρ and Wρ , and the boundedness of H1 and that of H̃2,ρ , stated just before (3.34) in the previous section.
In order to prove our main theorem, Theorem 2, it thus only remains to verify that

∫
∂D

(
H1 − ΛD

(
∂

∂n
H1

))
ndσ +

∫
∂D

(
−∂H̃2,ρ

∂n
(z)

∣∣∣∣
ext

z + H̃2,ρ(z)
∣∣
extnz

)
dσz

=
∫
D

(
I − γ1,ρ(ρz)

)∇φk(z) dz
∂

∂xk

u0(0), (3.40)

where φk is the function defined by (3.2). In the following lemma we collect a number of identities that will be useful
in order to establish this relationship.
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Lemma 2. With notation as above,∫
∂D

∂H̃2,ρ

∂n
(z)

∣∣∣∣
ext

z dσz =
∫
D

γ1,ρ(ρ·)∇H̃2,ρ dz −
∫

∂D

(
∇u0(0) · nz + ∂H1

∂n

)
z dσz, (3.41)

∫
∂D

H̃2,ρ(z)
∣∣
extnz dσz =

∫
D

∇H̃2,ρ dz − λ0

∫
∂D

Jndσ, (3.42)

and ∫
∂D

(
H1 − ΛD

(
∂

∂n
H1

))
ndσ = −

∫
D

∇u0(0) · nzz dσz + λ0

∫
∂D

Jndσ −
∫

∂D

∂H1

∂n
(z)z dσz. (3.43)

Proof. From (3.33), one has

∫
∂D

∂H̃2,ρ

∂n
(z)

∣∣∣∣
ext

z dσz =
∫

∂D

(
γ1(ρ·)∇H̃2,ρ

) · nz

∣∣
intz dσz −

∫
∂D

(
∇u0(0) · nz + ∂H1

∂n

)
z dσz.

Integration by parts and use of (3.33) yields∫
∂D

(
γ1,ρ(ρ·)∇H̃2,ρ

) · nz

∣∣
intz dσz =

∫
D

∇ · (γ1,ρ(ρ·)∇H̃2,ρ

)
z dz +

∫
D

γ1,ρ(ρ·)∇H̃2,ρ dz

=
∫
D

γ1,ρ(ρ·)∇H̃2,ρ dz.

Thus it follows that∫
∂D

∂H̃2,ρ

∂n
(z)

∣∣∣∣
ext

z dσz =
∫
D

γ1,ρ(ρ·)∇H̃2,ρ dz −
∫

∂D

(
∇u0(0) · nz + ∂H1

∂n

)
z dσz,

as stated in (3.41). From (3.33) one has∫
∂D

H̃2,ρ(z)
∣∣
extnz dσz =

∫
∂D

H̃2,ρ(z)
∣∣
int

∂z

∂nz

dσz − λ0

∫
∂D

Jnz dσz.

At the same time∫
∂D

H̃2,ρ(z)
∣∣
int

∂z

∂nz

dσz =
∫
D

H̃2,ρ�zdz +
∫
D

∇H̃2,ρ dz =
∫
D

∇H̃2,ρ dz,

and so∫
∂D

H̃2,ρ(z)
∣∣
extnz dσz =

∫
D

∇H̃2,ρ dz − λ0

∫
∂D

Jnz dσz.

In order to complete the proof of this lemma it only remains to verify (3.43). To that end we let w denote the solution
to

�w = 0 in D,
∂

∂n
w = ∂

∂n
H1 on ∂D,

∫
∂D

w dσ = 0.

With this notation ΛD( ∂ H1) = w|∂D , and thus

∂n
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∫
∂D

(
H1 − ΛD

(
∂

∂n
H1

))
ndσ = −

∫
∂D

Ĥ1ndσ + λ0

∫
∂D

Jndσ −
∫

∂D

w(z)
∂

∂nz

z dσz

= −
∫

∂D

∇u0(0) · znz dσz + λ0

∫
∂D

Jndσ −
∫

∂D

∂

∂n
w(z)z dσz

= −
∫

∂D

∇u0(0) · nzz dσz + λ0

∫
∂D

Jndσ −
∫

∂D

∂H1

∂n
(z)z dσz,

which is exactly (3.43). �
Now the final step of the proof of Theorem 2. As a direct consequence of Lemma 2∫

∂D

(
H1 − ΛD

(
∂

∂n
H1

))
ndσ +

∫
∂D

(
−∂H̃2,ρ

∂n
(z)

∣∣∣∣
ext

z + H̃2,ρ(z)
∣∣
extnz

)
dσz

=
∫
D

(
I − γ1,ρ(ρz)

)∇H̃2,ρ(z) dz. (3.44)

Furthermore, the function ψk(z)
∂u0
∂xk

(0) (with ψk defined by (3.3)) may, up to a constant, be expressed compactly in

terms of the functions H1 and H̃2,ρ

ψk(z)
∂u0

∂xk

(0) + constant =
{

H1(z) + H̃2,ρ(z), z ∈ R
d \ D,

−∇u0(0) · z + H̃2,ρ(z), z ∈ D.

In terms of φk(z) = ψk(z) + zk the second equation asserts that

∇φk(z)
∂u0

∂xk

(0) = ∇
(

ψk(z)
∂u0

∂xk

(0) + ∇u0(0) · z
)

= ∇H̃2,ρ(z), for z ∈ D,

and therefore∫
D

(
I − γ1,ρ(ρz)

)∇φk(z) dz
∂

∂xk

u0(0) =
∫
D

(
I − γ1,ρ(ρz)

)∇H̃2,ρ(z) dz.

A combination of the last identity and (3.44) leads to (3.40), and this completes the proof of Theorem 2.

4. Other inhomogeneities Dρ

In this section we prove an analogue of Theorem 2 for inhomogeneities that are not exactly of the form ρD, but
close. As already pointed out in the introduction a result like Theorem 2 cannot hold for volumetrically small Dρ of
arbitrary shape. We suppose the open set Dρ contains the origin, and that there exists a smooth, bounded domain D,
star-shaped with respect to the origin, and such that

(1 − rρ)ρD ⊂ Dρ ⊂ (1 + rρ)ρD, (4.1)

with rρ > 0, and rρ → 0 as ρ → 0. Let γρ be defined as in (3.1), but suppose furthermore γ1,ρ is constant and
isotropic, i.e.,

γρ =
{

I in Ω \ Dρ,

cI in Dρ,
(4.2)

for some scalar constant c > 0. You may think of c as varying with ρ, but for simplicity of notation we call it c, as
opposed to cρ . If EDρ (v) denotes the energy expression

EDρ (v) = 1

2

∫
〈γρ∇v,∇v〉dx −

∫
f v dσ,
Ω ∂Ω
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then

E(1−rρ)ρD(v) � EDρ (v) � E(1+rρ)ρD(v) ∀v ∈ H 1(Ω), (4.3)

for c � 1, and

E(1+rρ)ρD(v) � EDρ (v) � E(1−rρ)ρD(v) ∀v ∈ H 1(Ω), (4.4)

for 0 < c < 1. Let uρ denote the solution to

∇ · (γρ∇uρ) = 0 in Ω,
∂uρ

∂n
= f on ∂Ω,

with
∫
∂Ω

uρ dσ = 0, and let u
(±)
ρ denote the solutions to the same problem, when Dρ in the definition of γρ is

replaced by (1 ± rρ)ρD. The function uρ is the minimizer of EDρ (v) in H 1(Ω) ∩ {∫
∂Ω

v dσ = 0}, and u
(±)
ρ are the

H 1(Ω) ∩ {∫
∂Ω

v dσ = 0} minimizers of E(1±rρ)ρD(v), respectively. From (4.3) and (4.4) we conclude that

E(1−rρ)ρD

(
u(−)

ρ

)
� EDρ (uρ) � E(1+rρ)ρD

(
u(+)

ρ

)
,

for c � 1, and

E(1+rρ)ρD

(
u(+)

ρ

)
� EDρ (uρ) � E(1−rρ)ρD

(
u(−)

ρ

)
,

for 0 < c < 1. As a consequence∣∣EDρ (uρ) − E(1−rρ)ρD

(
u(−)

ρ

)∣∣ �
∣∣E(1+rρ)ρD

(
u(+)

ρ

) − E(1−rρ)ρD

(
u(−)

ρ

)∣∣, (4.5)

for any c > 0. It is well know that

2EDρ (uρ) = −
∫

∂Ω

f uρ dσ, (4.6)

and similarly

2E(1±rρ)ρD

(
u(±)

ρ

) = −
∫

∂Ω

f u(±)
ρ dσ. (4.7)

From Theorem 2 (or rather, Corollary 3) and the formula (3.7) we have the following asymptotic information about
u

(−)
ρ − u0 and u

(+)
ρ − u

(−)
ρ

1

ρd

(
u(−)

ρ − u0
)
(x) = (1 − rρ)d |D|∇yG(x,0) · (1 − c)M∇u0(0) + o(1)(x)

= |D|∇yG(x,0) · (1 − c)M∇u0(0) + o(1)(x), (4.8)

and
1

ρd

(
u(+)

ρ − u(−)
ρ

)
(x) = (1 + rρ)d |D|∇yG(x,0) · (1 − c)M∇u0(0)

− (1 − rρ)d |D|∇yG(x,0) · (1 − c)M∇u0(0) + o(1)(x)

= O(rρ)(x) + o(1)(x) = o(1)(x), (4.9)

where o(1)(·) represents a term that tends to zero in any Hs(∂Ω) norm, uniformly with respect to c > 0 and f ∈
{‖f ‖

H
− 1

2 (∂Ω)
� 1,

∫
∂Ω

f dσ = 0} as ρ → 0. In the second identities of (4.8) and (4.9) we have used the uniform

boundedness of (1 − c)M = (1 − c)M(c) (see the discussion following Corollary 3). It follows immediately by a
combination of (4.5), (4.7), and (4.9) that∣∣EDρ (uρ) − E(1−rρ)ρD

(
u(−)

ρ

)∣∣ �
∣∣E(1+rρ)ρD

(
u(+)

ρ

) − E(1−rρ)ρD

(
u(−)

ρ

)∣∣
= 1

2

∣∣∣∣
∫

∂Ω

f
(
u(+)

ρ − u(−)
ρ

)
dσ

∣∣∣∣
= ρdo(1),
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where the term o(1) tends to zero, uniformly with respect to c > 0 and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0} as

ρ → 0. A subsequent application of (4.6) and (4.7) yields∣∣∣∣
∫

∂Ω

f
(
uρ − u(−)

ρ

)
dσ

∣∣∣∣ = 2
∣∣EDρ (uρ) − E(1−rρ)ρD

(
u(−)

ρ

)∣∣ = ρdo(1).

Due to the linear dependence of uρ and u
(−)
ρ on f we thus obtain∣∣∣∣

∫
∂Ω

f
(
uρ − u(−)

ρ

)
dσ

∣∣∣∣ � ρdo(1)‖f ‖2
H−1/2(∂Ω)

∀f ∈ H− 1
2 ∩

{ ∫
∂Ω

f dσ = 0

}
,

where the term o(1) tends to zero, uniformly with respect to c > 0 and f as ρ → 0. Since the operator f → (uρ −
u

(−)
ρ )|∂Ω is self-adjoint, a standard polarization argument (as in the proof of Theorem 1) now gives∣∣∣∣

∫
∂Ω

g
(
uρ − u(−)

ρ

)
dσ

∣∣∣∣ � ρdo(1)‖f ‖H−1/2(∂Ω)‖g‖H−1/2(∂Ω),

for all f,g ∈ H− 1
2 ∩ {∫

∂Ω
f dσ = 0}. Maximization over g ∈ {‖g‖

H
− 1

2 (∂Ω)
� 1,

∫
∂Ω

g dσ = 0} yields

∥∥uρ − u(−)
ρ

∥∥
H

1
2 (∂Ω)

= ρdo(1),

where o(1) tends to zero, uniformly with respect to c > 0 and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0} as ρ → 0. By a

combination with (4.8) we finally arrive at the asymptotic representation

1

ρd
(uρ − u0)(x) = Lρ + Wρ + o(1)(x) = |D|∇yG(x,0) · (1 − c)M∇u0(0) + o(1)(x), (4.10)

where the term o(1) tends to zero in H 1/2(∂Ω), uniformly in c > 0 and f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0} as

ρ → 0. If we had included a term of the form
∫
Ω

Fv dx in the energy (as in Section 2) then we would immediately
have shown that the o(1) term also converges uniformly to zero in the norm H 1(Ω \ Bδ). Standard elliptic estimates
now instantly (as in Section 2) shows that the o(1) term actually converges uniformly to zero in any norm Hs(Ω \Bδ)

(or Hs(∂Ω)). In summary we have therefore established the following theorem.

Theorem 3. Suppose f is in H−1/2(∂Ω) with
∫
∂Ω

f dσ = 0, and suppose γρ is given by (4.2), with the bounded, open
set Dρ satisfying (4.1). Let u0 and uρ be the solutions to (1.1) and (1.3), normalized by

∫
∂Ω

u0 dσ = ∫
∂Ω

uρ dσ = 0.
Let Lρ(x) and Wρ(x) be given by (3.4) and (3.5). Then for any fixed δ > 0 and s ∈ R+

lim
ρ→0

∥∥∥∥ 1

ρd
(uρ − u0) − (Lρ + Wρ)

∥∥∥∥
Hs(Ω\Bδ)

= 0,

and as a consequence

lim
ρ→0

∥∥∥∥ 1

ρd
(uρ − u0) − (Lρ + Wρ)

∥∥∥∥
Hs(∂Ω)

= 0,

for any s ∈ R+. Moreover, these limiting processes are uniform in c > 0 and in f ∈ {‖f ‖
H

− 1
2 (∂Ω)

� 1,
∫
∂Ω

f dσ = 0}.

5. Some remarks on cloaking

The main idea behind “cloaking by mapping” is that the Neumann to Dirichlet data map (or the Dirichlet to
Neumann data map) of a domain is appropriately invariant under mappings that preserve points on the boundary. To
be quite precise: if Ψ is a continuous, piecewise smooth mapping that maps Ω injectively onto Ω , and with Ψ (x) = x

for all x ∈ ∂Ω , then the conductivities
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γ > 0 and Ψ∗γ = DΨ γDΨ t

|detDΨ | ◦ Ψ −1 > 0 (5.1)

have the same Neumann to Dirichlet data map. What this means is that to any observer outside Ω , γ and Ψ∗γ will
look like the same conductivity. This of course does not contradict well-known uniqueness results for the isotropic
conductivity in terms of a given Dirichlet to Neumann map [2,10,12,15], rather these uniqueness results may be
interpreted as saying that the only Ψ , with Ψ |∂Ω = id, for which γ and Ψ∗γ are simultaneously positive and isotropic
is Ψ = id on all of Ω . In the context of the conductivity problem the “push forward” construction (5.1) was introduced
in [11], and originated from a discussion with L. Tartar.

In order to create a region inside Ω that is perfectly cloaked one selects a Ψ that opens up a single point to this finite
sized region, as first discussed in [7,8] and later in [14]. Roughly speaking any conductivity, put inside the perfectly
cloaked region, in the corresponding “pulled back” formulation “lives” at a point, and is thus invisible as far as the
solution to the boundary value problem is concerned. A rigorous treatment of this phenomenon involves a discussion
of what are appropriate (physical) solutions to elliptic problems with degenerate coefficients, since the conductivity
cloak Ψ∗γ becomes very degenerate when a point is opened up to a finite sized region. Such a rigorous discussion is
found in [7] and [9]. To introduce regions that are approximately cloaked — by means of non-degenerate cloaks —
a natural procedure is now to “blow up” a very small region to a finite sized region. To answer the question, of exactly
how good the approximate cloaking is, one must estimate the effect of a small inhomogeneity of completely arbitrary
conductivity on the Neumann to Dirichlet data map. For more details about such estimates of the level of approximate
cloaking associated with piecewise smooth mappings we refer to [9]. In that paper the authors used a monotonicity
argument and information about the effect of small inhomogeneities of extreme (isotropic) conductivities, derived
in [6]. The analysis could have been simplified if the estimate of Corollary 1 had been available. This corollary is also
particularly well suited to the case, when the small domains are not exactly dilatations of a fixed domain, as happens
when we consider approximately cloaked regions that are not balls. The results contained in Theorems 2 and 3 about
the two principal terms of the asymptotic expansion of uρ also have potential applications to approximate cloaks.
These applications concern estimates of the level of approximate cloaking as well as questions of design. The result of
Theorem 2 allows the identification of the exact level of cloaking associated with a particular object (the conductivity
of which is the appropriate “push-forward” of γ1,ρ ). Since the asymptotic is uniform in γ1,ρ , the principal terms could
very efficiently be used to find the asymptotically most/least visible object for a given background field ∇u0(0) (and
the circular approximate cloak construction). Alternatively it could be used to determine the worst/best background
field to identify a particular object that someone is attempting to cloak. Theorem 3 is of interest when it comes to ap-
proximate cloaks that are not of circular shape. A particular construction of such cloaks (by composition of mappings)
is discussed in [9]. In that case the small inhomogeneity (that is mapped to the finite sized approximately cloaked re-
gion) is of the form F(ρB1) for some smooth map F . For simplicity let us assume F(0) = 0. Then we have exactly
(by performing a Taylor expansion of F around 0) that (1 −Cρ)ρDF(0)B1 ⊂ F(ρB1) ⊂ (1 +Cρ)ρDF(0)B1, where
C depends on bounds of the second derivatives of F . We are thus exactly in the situation covered by Theorem 3,
the domain D being the ellipsoid DF(0)B1. For a given background field ∇u0(0) (or for a given family of back-
ground fields) the very precise information about the magnitude of the effect of the small inhomogeneity, described
in Theorem 3, may be used to determine the best/worst ellipsoid from the point of view of approximate cloaking of
a uniformly conducting object.
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Appendix A. Auxiliary results for exterior domains

In this appendix we present some results concerning the solution of exterior problems that were used extensively
in Sections 3.1 and 3.2. We first introduce some convenient notation. Let U be a connected, smooth open region of R

d

(d = 2,3) with a bounded complement (this includes U = R
d ). The space W 1(U) is defined as follows

W 1(U) =
{
u ∈ L1

loc(U):
u(x)√

2
∈ L2(U) and ∇u ∈ L2(U)

}
,

ln(2 + |x|) 1 + |x|
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for d = 2, and

W 1(U) =
{
u ∈ L1

loc(U):
u(x)√

1 + |x|2 ∈ L2(U) and ∇u ∈ L2(U)

}
,

for d = 3. This definition is taken from [13, page 59]. We recall the following result (see e.g. [13, Section 2.5.4]).

Proposition 1. W 1(U) is a Hilbert space with the scalar product

〈u,v〉W 1 =
∫
U

(
∇u · ∇v + u(x)v(x)

ln2(2 + |x|)(1 + |x|2)
)

dx, for d = 2

and

〈u,v〉W 1 =
∫
U

(
∇u · ∇v + u(x)v(x)

1 + |x|2
)

dx, for d = 3.

For d = 3 we may omit the zero’th order term, i.e., an equivalent scalar product on W 1(U) is given by

〈u,v〉W 1 =
∫
U

∇u · ∇v dx, for d = 3.

Remark 1. For d = 2 we cannot omit the zero’th order term and still obtain an equivalent scalar product, for the
simple reason that constants lie in the set W 1(U). On the other hand if N(·) is a continuous linear functional on
W 1(U) with the property that:

c constant and N(c) = 0 ⇒ c = 0,

then the scalar product 〈u,v〉W 1 = ∫
U

∇u · ∇v dx is equivalent to the scalar product 〈u,v〉W 1 = ∫
U

(∇u · ∇v +
u(x)v(x)

ln2(2+|x|)(1+|x|2)
) dx on the closed, co-dimension 1 subspace

W 1
N(U) = W 1(U) ∩ {

u: N(u) = 0
}
,

see Theorem 2.5.13 of [13].

In the following we shall always assume that D is a smooth, bounded, simply connected domain in R
d (d = 2,3).

We note that as a consequence U = R
d \ D has only one connected component.

Proposition 2. Suppose g ∈ H
1
2 (∂D). There exists a unique solution V ∈ W 1(Rd \ D) to{−�V = 0 in R

d \ D,

V = g on ∂D.

This solution satisfies

‖V ‖W 1(Rd\D) � C‖g‖
H

1
2 (∂D)

. (A.1)

Additionally, in the case d = 2,∫
∂D

∂V

∂n
dσ = 0. (A.2)

For both d = 2 and d = 3 V has the representation

V (x) =
∫

∂D

∂

∂ny

Φ(x, y)V dσy −
∫

∂D

Φ(x, y)
∂V

∂ny

dσy + CV , x ∈ R
d \ D,

where CV is a constant,
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Φ(x,y) =
{− 1

2π
ln |x − y| if d = 2,

1
4π |x−y| if d = 3,

and ny denotes the exterior unit normal vector to D at y ∈ ∂D. The constant CV is equal to 0 in the case d = 3.

Proof. We first consider the case d = 3. The arguments leading to existence and uniqueness of V are standard, and
so is the estimate (A.1) for V . Since V ∈ W 1(Rd \ D) one has

lim
r→∞

∫
B2r\Br

(
|∇V |2 + |V |2

|x|2
)

dx = 0.

On the other hand, for each r (sufficiently large) there exists R ∈ (r,2r) such that

r

∫
∂BR

(
|∇V |2 + |V |2

|R|2
)

dσ =
∫

B2r\Br

(
|∇V |2 + |V |2

|x|2
)

dx.

Therefore, there exists a sequence Rk such that limk→∞ Rk = ∞ and

lim
k→∞Rk

∫
∂BRk

(
|∇V |2 + |V |2

|Rk|2
)

dσ = 0. (A.3)

Given any x ∈ R
d \ D, Green’s identity gives

V (x) =
∫

∂D

(
∂

∂ny

Φ(x, y)V (y) − Φ(x,y)
∂V

∂ny

(y)

)
dσy

+
∫

∂BRk

(
Φ(x,y)

∂V

∂ny

(y) − ∂

∂ny

Φ(x, y)V (y)

)
dσy. (A.4)

Here ny denotes the normal vector directed into the exterior of BRk
or D at the point y ∈ ∂BRk

or y ∈ ∂D. The second
term in this formula satisfies the estimate∣∣∣∣

∫
∂BRk

(
Φ(x,y)

∂V

∂ny

(y) − ∂

∂ny

Φ(x, y)V (y)

)
dσy

∣∣∣∣ � Cx

∫
∂BRk

( |∇V |
Rk

+ |V |
R2

k

)
dσ.

An application of Hölder’s inequality yields

∣∣∣∣
∫

∂BRk

(
Φ(x,y)

∂V

∂ny

(y) − ∂

∂ny

Φ(x, y)V (y)

)
dσy

∣∣∣∣ � Cx

(( ∫
∂BRk

|∇V |2 dσ

) 1
2 +

( ∫
∂BRk

|V |2
R2

k

dσ

) 1
2
)

.

Letting k tend to infinity, and using (A.3), we get

lim
k→∞

∣∣∣∣
∫

∂BRk

(
Φ(x,y)

∂V

∂ny

(y) − ∂

∂ny

Φ(x, y)V (y)

)
dσy

∣∣∣∣ = 0.

By inserting this into (A.4) we finally obtain

V (x) =
∫

∂D

(
∂

∂ny

Φ(x, y)V (y) − Φ(x,y)
∂V

∂ny

(y)

)
dσy,

as desired.
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We now turn to the case d = 2. The arguments leading to existence and uniqueness of V are standard, and so is
the estimate (A.1) for V . Since V ∈ W 1(R2 \ D) we may analogously to (A.3) in this case prove that there exists a
sequence Rk → ∞ as k → ∞, such that

lim
k→∞Rk

∫
∂BRk

(
|∇V |2 + |V |2

ln2 Rk|Rk|2
)

dσ = 0,

or equivalently

lim
k→∞Rk

∫
∂BRk

|∇V |2 dσ = 0 and (A.5)

lim
k→∞Rk

∫
∂BRk

|V |2
ln2 Rk|Rk|2

dσ = 0. (A.6)

The identity (A.2) follows from (A.5) if we let k tend to ∞ in the estimate

∣∣∣∣
∫

∂D

∂V

∂n
dσ

∣∣∣∣ =
∣∣∣∣

∫
∂BRk

∂V

∂n
dσ

∣∣∣∣ � (2πRk)
1
2

∣∣∣∣
∫

∂BRk

∣∣∣∣∂V

∂n

∣∣∣∣
2

dσ

∣∣∣∣
1
2

.

For r1 < r2 sufficiently large (that D ⊂ Br1 ) Green’s identity applied to the annulus Br2 \ Br1 gives∫
∂Br1

(
∂

∂ny

Φ(0, y)V (y) − Φ(0, y)
∂V

∂ny

(y)

)
dσy =

∫
∂Br2

(
∂

∂ny

Φ(0, y)V (y) − Φ(0, y)
∂V

∂ny

(y)

)
dσy.

Since
∫
∂Br

∂V
∂n

dσ = ∫
∂D

∂V
∂n

dσ = 0 (as just proven above) and since ∂
∂ny

Φ(0, y) and Φ(0, y) are both constant on ∂Br ,

with ∂
∂ny

Φ(0, y) = − 1
2πr

, it now follows that

1

2πr1

∫
∂Br1

V (y)dσy = 1

2πr2

∫
∂Br2

V (y)dσy,

for r1 and r2 sufficiently large. Thus the expression

CV =
∫

∂Br

(
Φ(0, y)

∂V

∂ny

(y) − ∂

∂ny

Φ(0, y)V (y)

)
dσy

= − 1

2π
log r

∫
∂Br

∂V

∂ny

(y) dσy + 1

2πr

∫
∂Br

V (y) dσy

= 1

2πr

∫
∂Br

V (y) dσy

does indeed define a constant, independent of r , for r sufficiently large. It follows directly from Green’s identity
(see (A.4)) that

V (x) − CV −
∫

∂D

(
∂

∂ny

Φ(x, y)V (y) − Φ(x,y)
∂V

∂ny

(y)

)
dσy

=
∫

∂BR

((
Φ(x,y) − Φ(0, y)

) ∂V

∂ny

(y) − ∂

∂ny

(
Φ(x,y) − Φ(0, y)

)
V (y)

)
dσy. (A.7)
k
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Since ∣∣Φ(x,y) − Φ(0, y)
∣∣ = 1

2π

∣∣∣∣log

∣∣∣∣ x

|y| − y

|y|
∣∣∣∣
∣∣∣∣ � Cx

1

|y|
and ∣∣∣∣ ∂

∂ny

(
Φ(x,y) − Φ(0, y)

)∣∣∣∣ = 1

2π

∣∣∣∣ |y| − x · y/|y|
|y − x|2 − |y|

|y|2
∣∣∣∣ � Cx

1

|y|2
on ∂BRk

, we easily estimate∣∣∣∣
∫

∂BRk

((
Φ(x,y) − Φ(0, y)

) ∂V

∂ny

(y) − ∂

∂ny

(
Φ(x,y) − Φ(0, y)

)
V (y)

)
dσy

∣∣∣∣
� Cx

∫
∂BRk

( |∇V |
Rk

+ |V |
R2

k

)
dσ

� Cx

(
1√
Rk

( ∫
∂BRk

|∇V |2 dσ

)1/2

+ lnRk√
Rk

( ∫
∂BRk

|V |2
ln2 RkR

2
k

dσ

)1/2)

→ 0 as k → ∞. (A.8)

Here we have used (A.5)–(A.6) to obtain the final convergence. Insertion of (A.8) into (A.7) shows that

V (x) =
∫

∂D

(
∂

∂ny

Φ(x, y)V (y) − Φ(x,y)
∂V

∂ny

(y)

)
dσy + CV ,

exactly as desired. This completes the proof of Proposition 2. �
Remark 2. Even though we shall not use it in this paper, we note that a simple argument shows that

CV = lim
R→∞

1

2πR

∫
∂BR

V (y)dσy = lim|x|→∞V (x), for d = 2.

There is an analogue of Proposition 2 for the exterior Neumann problem. In this paper we shall only use this result
in the case d = 3. Its proof is entirely similar to the proof of Proposition 2, and is left to the reader.

Proposition 3. Suppose d = 3 and g ∈ H− 1
2 (∂D). There exists a unique solution V ∈ W 1(R3 \ D) to⎧⎨

⎩
−�V = 0 in R

3 \ D,

∂V

∂n
= g on ∂D.

This solution satisfies

‖V ‖W 1(R3\D) � C‖g‖
H

− 1
2 (∂D)

.

Moreover,

V (x) =
∫

∂D

∂

∂ny

Φ(x, y)V dσy −
∫

∂D

Φ(x, y)
∂V

∂ny

dσy, x ∈ R
3 \ D,

where

Φ(x,y) = 1

4π |x − y| ,
and ny denotes the exterior unit normal vector to D at y ∈ ∂D.
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For v ∈ C1(Rd \ D) × C1(D) we define

[v] = v|ext − v|int on ∂D.

We note that this difference has a continuous extension to W 1(Rd \ D) × H 1(D). We use the notation (H 1(D))∗ for
the dual of H 1(D), and given f ∈ (H 1(D))∗ the action of f on the function 1 is denoted by

∫
D

f dx.

Proposition 4. Let γ be an element of

L∞+ (D) = (
L∞(D)

)d×d ∩ {
γ (x) symmetric, positive definite, ess infγ > 0

}
,

and suppose f ∈ (H 1(D))∗, g ∈ H− 1
2 (∂D), h ∈ H

1
2 (∂D). In dimension d = 2 suppose additionally

∫
D

f dx +∫
∂D

g dσ = 0. There exists a solution V ∈ W 1(Rd \ D) × H 1(D) to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∇ · (γ∇V ) = f in D,

�V = 0 in R
d \ D,

∂V

∂n

∣∣∣∣
ext

− (γ∇V ) · n∣∣
int = g on ∂D,

[V ] = h on ∂D.

In dimension d = 3 this solution is unique. In dimension d = 2 the solution is unique modulo an additive constant —
we may make it unique by imposing the condition

∫
∂D

V dx = 0. Moreover,

V (x) =
∫

∂D

∂

∂ny

Φ(x, y)V

∣∣∣∣
ext

dσy −
∫

∂D

Φ(x, y)
∂V

∂ny

∣∣∣∣
ext

dσy + CV , (A.9)

x ∈ R
d \ D, where CV is a constant,

Φ(x,y) =
{− 1

2π
ln |x − y| if d = 2,

1
4π |x−y| if d = 3,

and ny denotes the exterior unit normal vector to D at y ∈ ∂D. The constant CV is equal to 0 in the case d = 3. The
solution V depends linearly and continuously on the data f , g and h. In the particular case when f = 0 it satisfies
the estimate

‖∇V ‖L2(Rd\D) + ∥∥γ 1/2∇V
∥∥

L2(D)
� C

(‖g‖
H

− 1
2 (∂D)

+ ‖h‖
H

1
2 (∂D)

)
, (A.10)

with a constant C that is independent of γ (and of g and h).

Proof. A standard variational argument yields the uniqueness of V (modulo a constant in the case d = 2). We pro-
ceed to verify the existence. Applying the Lax–Milgram Lemma and Proposition 2 we may select W̃ = (W̃1, W̃2) ∈
W 1(Rd \ D) × H 1(D) by first requiring that⎧⎪⎨

⎪⎩
∇ · (γ∇W̃2) = f in D,

(γ∇W̃2) · n = 1

|∂D|
∫
D

f dx on ∂D,

and secondly requiring that{
�W̃1 = 0 in R

d \ D,

W̃1 = h + W̃2 on ∂D.

We notice that if f = 0 then we may select W̃2 = 0 and, according to Proposition 2, W̃1 therefore satisfies the estimate

‖W̃1‖W 1(Rd\D) � C‖h‖ 1 .

H 2 (∂D)
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In combination with the fact that W̃1 is harmonic in R
d \ D, this yields∥∥∥∥∂W̃1

∂n

∥∥∥∥
H−1/2(D)

� C‖h‖
H

1
2 (∂D)

when f = 0, (A.11)

with a constant C that is independent of γ . For d = 2 we have, according to Proposition 2, that
∫
∂D

∂W̃1
∂n

dσ = 0. We

now decompose the function V as V = Ṽ + W̃ where Ṽ ∈ W 1(Rd \ D) × H 1(D) is a solution to⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∇ · (γ∇Ṽ ) = 0 in D,

�Ṽ = 0 in R
d \ D,

∂Ṽ

∂n

∣∣∣∣
ext

− (γ∇Ṽ ) · n∣∣
int = g − ∂W̃1

∂n
+ 1

|∂D|
∫
D

f dx on ∂D,

[V ] = 0 on ∂D.

The existence of such a Ṽ is again a classical consequence of the Lax–Milgram Lemma. It is also easy to see that
Ṽ satisfies the estimate

‖∇Ṽ ‖L2(Rd\D) + ∥∥γ 1/2∇Ṽ
∥∥

L2(D)
� C

∥∥∥∥g − ∂W̃1

∂n
+ 1

|∂D|
∫

f dx

∥∥∥∥
H

− 1
2 (∂D)

,

with C independent of γ . In the particular case when f = 0 (and thus W̃2 = 0) we get by a combination of this
with (A.11)

‖∇V ‖L2(Rd\D) + ∥∥γ 1/2∇V
∥∥

L2(D)
� C

(∥∥∥∥g − ∂W̃1

∂n

∥∥∥∥
H

− 1
2 (∂D)

+ ‖h‖
H

1
2 (∂D)

)

� C
(‖g‖

H
− 1

2 (∂D)
+ ‖h‖

H
1
2 (∂D)

)
,

as stated in (A.10). Finally, the representation formula (A.9) is an immediate consequence of the analogous formula
from Proposition 2. �
Remark 3. Just as in Proposition 2 the constant CV may easily be shown to have the form

CV = lim
R→∞

1

2πR

∫
∂BR

V (y)dσy = lim|x|→∞V (x),

for d = 2.

References

[1] H. Ammari, H. Kang, Reconstruction of Small Inhomogeneities from Boundary Measurements, Lecture Notes in Math., vol. 1846, Springer-
Verlag, 2004.

[2] K. Astala, L. Päivärinta, Calderón’s inverse conductivity problem in the plane, Ann. of Math. 163 (2006) 265–299.
[3] M. Brühl, M. Hanke, M.S. Vogelius, A direct impedance tomography algorithm for locating small inhomogeneities, Numer. Math. 93 (2003)

635–654.
[4] Y. Capdeboscq, M.S. Vogelius, A general representation formula for boundary voltage perturbations caused by internal conductivity inhomo-

geneities of low volume fraction, Math. Model. Numer. Anal. 37 (2003) 159–173.
[5] D.J. Cedio-Fengya, S. Moskow, M.S. Vogelius, Identification of conductivity imperfections of small diameter by boundary measurements.

Continuous dependence and computational reconstruction, Inverse Problems 14 (1998) 553–595.
[6] A. Friedman, M. Vogelius, Identification of small inhomogeneities of extreme conductivity by boundary measurements: A theorem on contin-

uous dependence, Arch. Ration. Mech. Anal. 105 (1989) 299–326.
[7] A. Greenleaf, M. Lassas, G. Uhlmann, On nonuniqueness for Calderon’s inverse problem, Math. Res. Lett. 10 (2003) 685–693.
[8] A. Greenleaf, M. Lassas, G. Uhlmann, Anisotropic conductivities that cannot be detected by EIT, Physiological Meas. 24 (2003) 413–419.
[9] R.V. Kohn, H. Shen, M.S. Vogelius, M.I. Weinstein, Cloaking via change of variables in Electrical Impedance Tomography, Inverse Prob-

lems 24 (2008) 015016 (21 pp).
[10] R.V. Kohn, M. Vogelius, Determining conductivity by boundary measurements II. Interior results, Comm. Pure Appl. Math. 38 (1985) 643–

667.



H.-M. Nguyen, M.S. Vogelius / Ann. I. H. Poincaré – AN 26 (2009) 2283–2315 2315
[11] R.V. Kohn, M. Vogelius, Relaxation of a variational method for impedance computed tomography, Comm. Pure Appl. Math. 40 (1987)
745–777.

[12] A.I. Nachman, Global uniqueness for a two-dimensional inverse boundary value problem, Ann. of Math. 143 (1996) 71–96.
[13] J.-C. Nedelec, Acoustic and Electromagnetic Equations, Appl. Math. Sci., vol. 144, Springer-Verlag, 2001.
[14] J.B. Pendry, D. Schurig, D.R. Smith, Controlling electromagnetic fields, Science 312 (2006) 1780–1782.
[15] J. Sylvester, G. Uhlmann, A global uniqueness theorem for an inverse boundary value problem, Ann. of Math. 125 (1987) 153–169.


	A representation formula for the voltage perturbations caused by diametrically small conductivity inhomogeneities. Proof of uniform validity
	Introduction
	A preliminary uniform estimate
	The leading order asymptotics when Drho=rhoD
	A uniform estimate for the first remainder term
	A uniform estimate for the second remainder term
	Proof of the main theorem

	Other inhomogeneities Drho
	Some remarks on cloaking
	Acknowledgements
	Auxiliary results for exterior domains
	References


