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ABSTRACT. – Consider the elliptic problem

�u− V (x)u+ up = 0 in R
n, (1)

with 1< p < n+2
n−2, n � 2, and 0� V (x) ∈ L∞, which may decay to 0 at infinity. We prove that

if V is radial and satisfies

a1

1+ |x|b � V (x)� a2 and 0� b <
2(n− 1)(p− 1)

p + 3
,

then (1) admits a (ground state) positive solution. We do not use traditional variational methods
and the result relies on the study of global solutions of the parabolic problem

�u− V (x)u+ up − ∂tu= 0 in R
n × (0,∞), u(x,0)= u0(x). (2)

Indeed, we will show that, under suitable conditions onV (not necessarily radial), (2) admits
global positive solutions and that whenV and u0 are radial some global solutions haveω-
limit sets containing a positive equilibrium. The method also covers nonlinearities more general
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thanup, in which case the standard variational method may be hard to apply.

RÉSUMÉ. – Nous considérons le problème elliptique

�u− V (x)u+ up = 0 dansRn, (1)

avec 1< p < n+2
n−2, n � 2, et 0� V (x) ∈ L∞, V (x) pouvant tendre vers 0 à l’infini. Nous

prouvons que siV est radial et satisfait

a1

1+ |x|b � V (x)� a2 et 0� b <
2(n− 1)(p− 1)

p + 3
,

alors (1) admet une solution positive (état fondamental). Nous n’utilisons pas les méthodes
variationnelles traditionnelles : le résultat repose sur l’étude des solutions globales du problème
parabolique

�u− V (x)u+ up − ∂tu= 0 dansRn × (0,∞), u(x,0)= u0(x). (2)

En effet, nous montrons que, sous des conditions appropriées surV (non nécessairement radial),
(2) admet des solutions globales positives et que, lorsqueV et u0 sont radiales, l’ensembleω-
limite de certaines solutions globales contient un état d’équilibre positif. La méthode s’applique
également à des non-linéarités plus générales queup, pour lesquelles la méthode variationnelle
classique pourrait être difficilement applicable. 2002 Éditions scientifiques et médicales
Elsevier SAS

1. Introduction

We are concerned with the existence of positive solutions to the elliptic equation

�u− V (x)u+ up = 0 in R
n, (1.1)

and with the asymptotic behavior of global positive solutions to the corresponding
parabolic equation

{
�u− V (x)u+ up − ∂tu= 0 in R

n × (0,∞),
u(x,0) = u0(x),

(1.2)

wheren is a positive integer and 1<p < pS = n+2
n−2 (pS = ∞ if n� 2). In what follows,

unless otherwise stated, we will assume thatV = V (x) is a locally Hölder continuous,
nonnegative and bounded function.

Problems such as (1.1) and (1.2) arise from diverse fields such as mathematical
physics, differential geometry and biology, etc. Consequently these problems have
played a central role in nonlinear analysis over the past few decades.

Eq. (1.1) with 1< p < pS exhibits a rich history. WhenV ≡ 1, it is well known
that (1.1) has a so-called ground state solution, meaning a positive solution decaying
exponentially to zero near infinity. In [20] and [3,4], P.L. Lions and H. Berestycki
and P.L. Lions obtained existence of nontrivial solutions to (1.1) whenV is a suitable
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perturbation of a positive constant near infinity. Their approach is the by now famous
concentration-compactness principle, which is variational in nature. Related results are
also obtained in [8] and [24]. Subsequently many authors have taken up the study of the
problem and produced numerous interesting results.

Despite the intensity of research, one natural question concerning (1.1) has not been
addressed so far, even whenV is a radial function, i.e.

When does(1.1) have a ground state solution when the mass termV = V (x) decays
to zero near infinity?

This question is interesting and important for a number reasons. It is well known that
the concentration-compactness principle requires thatV = V (x) converges to a positive
constant near infinity. Also, the role played by the mass termV is very delicate. In a
recent paper [33], one of us shows that ifV decays faster than the negative square of
the distance, then (1.2) and hence (1.1) does not have any global positive solution when
1< p < 1 + 2

n
, thus producing a similar situation as in the caseV ≡ 0 (see [11,18,7]).

So it is natural to investigate the case whenV decays slower.
The main result of this paper (Theorem 1.1) implies that for 1< p < pS , n � 2, V

radial, and under suitable conditions onV , (1.1) does admit a ground state. Indeed, we
will show that, under suitable conditions onV (not necessarily radial), the parabolic
problem (1.2) admits global positive solutions, even if 1< p < 1+ 2

n
, and that whenV

andu0 are radial some global solutions haveω-limit sets containing a positive solution
of (1.1).

Such an approach was used in [23] (see [23, Theorem A(iii)], and also [5]) in
case when the spatial domain is bounded. However the generalization to the case of
unbounded spatial domain is not obvious. First, since natural candidates are solutions
lying on the boundary of the domain of attraction of 0, one must show thatu ≡ 0 is
stable in a suitable topology. This is not straightforward because, due to the decay of
V , the linear termV u is not strongly coercive. Next, due to the lack of compactness,
it is not clear if theω-limit set (in the same topology) is non-empty. To overcome
these difficulties, we need to work in adapted weightedL∞ spaces and to use suitable
comparison arguments and energy estimates, together with a priori bounds on global
solutions to (1.2).

To state our main results, it will be convenient to introduce the following.

Notation. – The norm inLq := Lq(Rn), 1� q � ∞, is denoted by‖.‖q , and the norm
in H 1 :=H 1(Rn)=W 1,2(Rn) by ‖.‖H1. For eachk � 0, we define the weighted space

L∞
k = {

v ∈L∞; sup
x∈Rn

|x|k|v(x)|<∞}
.

L∞
k is a Banach space for the norm‖v‖∞,k = sup

x∈Rn

(1 + |x|k)|v(x)|. We also define the

closed subspace

L∞
k,0 = {

v ∈L∞
k ; lim|x|→∞ |x|kv(x) = 0

}
.

Recall that, by standard theory, for allu0 ∈ L∞, the Cauchy problem (1.2) has a
unique, maximal in time, classical solutionu= u(x, t). The solution at timet belongs to
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L∞ and will be denoted byu(t;u0) or S(t)u0, or simplyu(t) if no confusion arises. Ifu
is of mixed sign, thenup is understood as|u|p−1u. Moreover,u0 � 0 impliesu� 0. We
denote byT = T (u0) ∈ (0,∞] the maximal existence time ofu(.;u0). If T (u0) < ∞,
then limt→T (u0) ‖u(t)‖∞ = ∞.

If T (u0) = ∞, for eachk � 0, we denote byωk(u0) theω-limit set of u with respect
to theL∞

k topology, i.e.

ωk(u0)= {
v ∈L∞

k ; ∃tj → ∞, u(tj )→ v in L∞
k

}
.

We have the following result.

THEOREM 1.1. –Assumep > 1 and V = V (x) is locally Hölder continuous,
nonnegative and bounded.

(a) (L∞
k,0-stability ofu≡ 0.) SupposeV (x) � a/(1+ |x|b) with b ∈ [0,2), a > 0, and

let k = b/(p − 1). Then there existδ > 0 andC � 1 such that for allu0 ∈ L∞
k satisfying

‖u0‖∞,k � δ, the corresponding solutionu of problem(1.2) is global in time and satisfies

sup
t�0

‖u(t)‖∞,k � C‖u0‖∞,k .

Moreover if in additionu0 ∈ L∞
k,0, then

lim
t→∞‖u(t)‖∞,k = 0. (1.3)

(b) (Uniform a priori estimate for global solutions.)Supposep < pS, u0 ∈ L∞ ∩H 1

andu0 � 0. Assume that the corresponding solutionu of (1.2) is global. Thenu satisfies
the estimate

sup
t�0

‖u(t)‖∞ �C(‖u0‖H1 + ‖u0‖∞),

whereC(s) is bounded fors bounded.
(c) (ω-limit sets containing positive equilibria.)AssumeV = V (|x|) is radially

symmetric,p < pS and

a1

1+ |x|b � V (x)� a2, n� 2, 0� b <
2(n− 1)(p − 1)

p+ 3
, (1.4)

with a1, a2 > 0. Let k = b/(p − 1) and let φ ∈ L∞
k,0 ∩ H 1, with φ � 0, φ radially

symmetric,φ �≡ 0. There existsλ > 0 such thatT (λφ) = ∞ and ωk(λφ) contains a
positive equilibrium of(1.2).

Concerning problem (1.1), our result is the following theorem, whose existence part
is an immediate consequence of part (c) of Theorem 1.1.

THEOREM 1.2. –Assume1< p < pS andV = V (x) is a radially symmetric, locally
Hölder continuous function. Assume that

a1

1+ |x|b � V (x)� a2, n� 2, 0� b <
2(n− 1)(p − 1)

p+ 3
, (1.5)
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with a1, a2 > 0. Then(1.1)has a global positive solutionu. Moreover,u is radial and, if
n� 3, u satisfies

u(x)� c1 exp
(−c2|x|(2−b)/2)

for somec1, c2 > 0.

Remarks1.1. – (a) Note that the upper bound forb in Theorem 1.1(c) increases to 2
asp goes topS (or to∞ if n= 2). On the other hand, whenb > 2 and 0 �V (x)� a

1+|x|b ,
a > 0, Corollary 1.2 in [33] shows that all positive solutions to (1.2) blow up in finite
time. Thus in some sense the range forV in Theorem 1.1 is sharp.

(b) The method employed in this paper gives in particular a unified approach to the
existence of ground states when the mass is bounded between two positive constants.
Theorem 1.2 seems to contain all the known results in the radial case for Eq. (1.1).
In particular it gives a different proof of the classical result that�u − u + up = 0
has a ground state solution. By Theorem 11.1 in [16], whenV is a decreasing radial
function, the concentrated compactness method does not apply directly. However such
kind of V poses no problem to our method. In addition, we do not require thatV

converges at infinity or has a local minimum. The conclusion of Theorem 1.2 can
probably be obtained by a variational method. However besides the intrinsic interest
of Theorem 1.1 for the parabolic problem, the dynamical proof provides an interesting
alternative approach to the existence of ground states.

Another advantage of this approach is that it covers more general nonlinearities
f (x,u) as indicated in Remark 4.1 at the end of Section 4 (see the examples in
Remark 4.1(f)). In this case, the traditional variational method may be hard to apply.

(c) All the conclusions of Theorem 1.1 remain true if, in Eq. (1.2),R
n is replaced by

the exterior domain# = R
n \ BR = {x ∈ R

n: |x| > R} for someR > 0, and (1.2) is
complemented by the Dirichlet boundary conditionsu= 0 on∂#× (0,∞).

The conclusions of Theorem 1.2 remain true if, in Eq. (1.1),R
n is replaced by

the exterior domain# = R
n \ BR = {x ∈ R

n: |x| > R} for someR > 0, and (1.1)
is complemented by the Dirichlet boundary conditionsu|∂# = 0. Related problems in
exterior domains forV ≡ 1 have been considered in, e.g., [1].

(d) At this time we do not know whether the conclusion of Theorem 1.2 still holds if
V is not radial.

Remark1.2. – In the paper [8], Ding and Ni obtained important existence results on
the related equation�u − u + Qup = 0. For instance, they show that this equation
possesses a radial solution if 0� Q(x) = Q(|x|) � C|x|σ with σ < (p − 1)(n − 1)/2
and 1< p < pS . We mention that the situation for (1.2) is quite different from the case
in [8]. For example, we have shown thatV cannot decay “too fast” near infinity for (1.2)
to have any positive solution. In contrast there is no such restriction forQ.

In the more restricted range 1< p < 1 + 2
n
, we show that global solutions of (1.2)

satisfy some stronger a priori estimates. In particular, we have auniversal bound, i.e.
independent of initial data, away fromt = 0.

THEOREM 1.3. – Assume1< p < 1+ 2
n

andV = V (x) is locally Hölder continuous,
nonnegative and bounded.
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(a) (Universal bounds for global solutions.)SupposeV ∈ L∞ and let u be a
nonnegative global solution to(1.2). For any T > 0, there exists a universal constant
C = C(V,T ), independent ofu0, such thatu(x, t) �C for all x and t � T .

(b) (Spatial decay of global solutions.)Suppose0 � V (x) � a

1+|x|b with b ∈ [0,2),
a > 0. Assume alsou0 is supported in the ballBR0(0) for someR0 > 0. Let u be a
nonnegative global solution to(1.2). There exists a constantC depending onR0 but
otherwise independent ofu0 such that

u(x, t) � C

1+ |x|b/(p−1)
,

for all x such that|x| � 2R0 and all t > 0.

Remarks1.3. – (a) We point out that in Theorem 1.1(c), the whole trajectory
{u(t); t � t0 > 0} need not be precompact (unlike in the case of bounded spatial
domains, ifu is a bounded solution of (1.2)). However, we have been able to prove
(see Proposition 3.1) that at leastsome subsequence{u(tn)} with tn → ∞ is precompact
in L∞

k for appropriate values ofk.
(b) For Eq. (1.2) in bounded domains with homogeneous Dirichlet boundary

conditions andV ≡ 0, a universal bound, such as in Theorem 1.3(a), was proved in [10]
for global positive solutions when(n− 1)p < n+ 1. This result was extended top < pS

whenn� 3 in [25]. Here the method of proof is different from both [10] and [25].
(c) The stability result of Theorem 1.1(a) is reminiscent of some results concerning

Eq. (1.2) forV ≡ 0 in other function spaces. Namely, forp > 1 + 2
n

andqc = n(p −
1)/2, initial data which are small inLqc yield global solutions (see [31]). Moreover,
these solutions are bounded and decay to 0 inLqc (see [27]). This is related to the
fact that Eq. (1.2) forV ≡ 0 is invariant under the self-similar rescalinguα(x, t) :=
α2/(p−1)u(αx,α2t) and that theLqc norm is preserved by this rescaling. Similar results
are known for other equations, e.g. Navier–Stokes (see [15]) and nonlinear Schrödinger
equations (see [6]). The phenomenon observed in Theorem 1.1(a) seems different in
nature since forV �≡ 0, Eq. (1.2) does not admit the self-similar invariance unless
V = C|x|−2.

(d) Some results on convergence of solutions of (1.2) to a ground state forV ≡ 1 and
different nonlinearities (typically,up − uq with 1< q < p � n/(n − 2)) can be found
in [9]. The method there is different from ours. In particular the proof uses theexistence
of the ground state and its uniqueness (up to translation).

(e) One can show thatu ≡ 0 is an isolated solution of (1.1) inL∞
k for k = b/(p − 1)

andV as in Theorem 1.1(a). (This follows easily from the maximum principle.)

The rest of the paper is organized as follows. In Sections 2 and 3, we establish
preliminary results which will play a crucial role in the proof of Theorems 1.1 and
1.2. In Section 2, we prove some estimates concerning the linear part of Eq. (1.2),
namely estimates on the semigroup et (�−V ) acting on the spacesL∞

k . These estimates,
which may be of some independent interest, rely on the construction of suitable
supersolutions, also used later in the proof of Theorem 1.1(a). In Section 3, we derive a
key compactness property in the spaceL∞

k along some subsequence for global solutions
of (1.2), which is based on an energy argument from [26]. We also give some continuous
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dependence properties of solutions in that space. Section 4 is then devoted to the proof of
Theorems 1.2 and 1.1, and of Proposition 1.1. Finally, Theorem 1.3 on universal bounds
is proved in Section 5.

The main results of this paper have been announced in [28].

2. Linear estimates

We denote by et (�−V ) the semigroup (onL∞) associated with the linear part of
Eq. (1.2),

ut −�u+ V (x)u= 0 in R
n × (0,∞). (2.1)

Namely, for allφ ∈ L∞, u(x, t) = (et (�−V )φ)(x) denotes the unique solution of (2.1)
with initial dataφ.

PROPOSITION 2.1. –SupposeV (x) � a
1+|x|b with b ∈ [0,2), a > 0 and letk � 0.

(a)There existsC � 1 such that for allφ ∈L∞
k ,

∥∥et (�−V )φ
∥∥∞,k

� C‖φ‖∞,k, t � 0. (2.2)

(b) For all φ ∈ L∞
k,0, it holds

lim
t→∞

∥∥et (�−V )φ
∥∥∞,k

= 0.

Proof of Proposition 2.1. –(a) ForA> 0, put

U(x)= (
A+ |x|2)−k/2

. (2.3)

A straightforward calculation shows that

�U = − k

(A+ |x|2)(k/2)+1
+ k(k + 2)|x|2
(A+ |x|2)(k/2)+2

− (n− 1)k

(A+ |x|2)(k/2)+1

� k(k + 2− n)

(A+ |x|2)(k/2)+1
= k(k + 2− n)

A+ |x|2 U. (2.4)

ForA=A(a, b, k) large enough, we have

k(k + 2− n)
(
1+ |x|b)� a|x|2 +C1(a, b, k)� a

(
A+ |x|2),

hence

�U � a

1+ |x|b U � V (x)U in R
n.

It thus follows from the maximum principle that et (�−V )U �U . Since, for allφ ∈L∞
k ,

|φ(x)| � ‖φ‖∞,k

1+ |x|k �C2(A, k)‖φ‖∞,kU(x),

we deduce, using the maximum principle again, that
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∣∣et (�−V )φ
∣∣�C2(A, k)‖φ‖∞,ke

t (�−V )U �C2(A, k)‖φ‖∞,kU

� C3(A, k)‖φ‖∞,k

1+ |x|k , t � 0.

Estimate (2.2) is proved.
(b) First assume thatφ ∈ L∞

m for somem> k. We claim that for allε > 0,

∥∥et (�−V )φ
∥∥∞,k

� Cεt
−m−k

2 +ε‖φ‖∞,m, t > 0. (2.5)

If 1 + |x| � t1/2, then by (2.2), we have

∣∣et (�−V )φ
∣∣(x) � C‖φ‖∞,m

1+ |x|m � C‖φ‖∞,mt
−m−k

2

(1+ |x|k) . (2.6)

On the other hand, note that for anyq > n/m, we have‖φ‖q � Cq‖φ‖∞,m. Therefore, if
1+ |x| � t1/2, then

∣∣et (�−V )φ
∣∣(x) �

∣∣et�φ∣∣(x)� C‖φ‖q t−n/2q � Cq‖φ‖∞,mt
− (n/q)−k

2

1+ |x|k . (2.7)

The claim follows by combining (2.6) and (2.7), sincen/q can be made arbitrarily close
tom.

Now, sinceL∞
m is dense inL∞

k,0 (consider the sequenceφj (x) := φ(x)1{|x|<j}, j =
1,2, . . .), the property follows from (2.5) and (2.2).✷

Remark2.1. – An alternate proof of Proposition 2.1 can be deduced from the
estimates of Schrödinger heat kernels obtained in [32].

3. Energy and compactness properties

To begin with, let us recall some well-known facts related to the existence of an energy
functional for Eq. (1.2).

For u0 ∈ L∞ ∩ H 1 it is well known thatu ∈ C([0, T (u0));H 1) and that the energy
E(t), defined as

E(t)= 1

2

∫
Rn

|∇u|2 dx + 1

2

∫
Rn

V u2 dx − 1

p + 1

∫
Rn

up+1dx

satisfies the identity

E(0)−E(t)=
t∫

0

∫
Rn

|ut (x, s)|2 dx ds.

We will use the following two classical lemmas.
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LEMMA 3.1. –Let u0 ∈ L∞ ∩H 1. If T (u0) = ∞, thenE(t) � 0 for all t � 0, hence
in particular

∞∫
0

∫
|ut (x, s)|2 dx ds �E(0)� C‖u0‖2

H1.

Proof. –This is a consequence of the classical concavity argument of Levine
(see [17]). ✷

LEMMA 3.2. –Letu0 ∈ L∞ ∩H 1. If T (u0)= ∞, then for eachk � 0 theω-limit set
ωk(u0) consists of equilibria(i.e., of solutions of(1.1)).

Proof. –Assumeu(tj ) → v in L∞
k and fix t > 0. By continuous dependence of

solutions of (1.2) over initial data inL∞, it follows thatu(t + tj ) → S(t)v in L∞. For
eachR > 0, we have

∫
|x|<R

|u(x, t + tj )− u(x, tj )|2dx �C(R)

t+tj∫
tj

∫
|x|<R

|ut(x, s)|2 dx ds

�C(R)

∞∫
tj

∫
Rn

|ut (x, s)|2 dx ds.

Since the RHS goes to 0 asj → ∞ in view of Lemma 3.1, we deduce that

∫
|x|<R

|(S(t)v)(x)− v(x)|2 dx = 0,

henceS(t)v ≡ v for all t > 0, which means thatv is an equilibrium. ✷
The following compactness property is an essential ingredient to the proof of

Theorem 1.2(c) and Theorem 1.1.

PROPOSITION 3.1. –Letu0 ∈L∞ ∩H 1 and assume thatT (u0)= ∞.
(a)Then there existstj → ∞ such that

‖u(tj )‖p+1 + ‖∇u(tj )‖2 + ∥∥V 1/2u(tj )
∥∥

2 � C(‖u0‖H1), j = 1,2, . . . .

(b) Assume in addition thatn� 2 andp < pS , thatV andu0 are radially symmetric
and thatV satisfies

V (x)� a

1+ |x|b with b ∈ [0,2) anda > 0. (3.1)

Let k satisfy0 � k < n−1
2 − b

4 . Then the sequenceu(tj + τ) is precompact inL∞
k for

someτ > 0. In particular,ωk(u0) �= ∅.

Proof. –(a) We use an energy argument from [26, Theorem 2] (given there forV ≡ 0).
Let f (t)≡ ∫

Rn u
2(x, t) dx, then by Lemma 3.1,
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f (t)− f (0)= 2

t∫
0

∫
Rn

uus � 2

( t∫
0

∫
Rn

u2
s dx ds

)1/2( t∫
0

∫
Rn

u2dx ds

)1/2

� 2E(0)1/2
( t∫

0

f (s) ds

)1/2

.

This easily implies

f (t)� C
(
E(0)

)(
f (0)+ t

)
�C(‖u0‖H1)(t + 1), t � 0.

Multiplying both sides of(1.2) by u and integrating, we obtain, forT > 0,

T∫
0

∫
Rn

up+1(x, t) dx dt =
T∫

0

∫
Rn

(|∇u(x, t)|2 + V (x)u2(x, t)
)
dx dt

+ 1

2

∫
Rn

(
u2(x, T )− u2(x,0)

)
dx

= 2

T∫
0

E(t) dt + 2

p+ 1

T∫
0

∫
Rn

up+1(x, t) dx dt + 1

2

(
f (T )− f (0)

)
.

Hence

1

T

T∫
0

∫
Rn

up+1(x, t) dx dt � p+ 1

p− 1

(
f (T )− f (0)

2T
+ 2

T

T∫
0

E(t) dt

)

� p+ 1

p− 1

(
f (T )

2T
+ 2E(0)

)
�C(‖u0‖H1), T � 1.

In particular, for each integerj � 1, there existstj ∈ [j,2j ] such that
∫

Rn u
p+1(x, tj ) dx

� 2C(‖u0‖H1). Since E(tj ) � E(0), we also have
∫

Rn(|∇u|2 + V u2)(x, tj ) dx

�C ′(‖u0‖H1). The conclusion follows.
(b) Sincep + 1> n(p− 1)/2 by assumption, it follows from well-known smoothing

properties of semilinear heat equations (see [29,30]) that for allK > 0, there exist
τ = τ(K) > 0 andM(K) > 0 such that for allt � 0, ‖u(t)‖p+1 �K implies

‖u(t + s)‖p+1 � 2K, 0� s � τ and ‖u(t + τ)‖W1,q �M(K),

for p + 1 � q � ∞, where‖.‖W1,q denotes the norm in the Sobolev spaceW 1,q =
W 1,q(Rn). From part (a) and the fact thatE(t) �E(0), we then obtain

‖∇u(tj + τ)‖2 + ∥∥V 1/2u(tj + τ)
∥∥

2 + ‖u(tj + τ)‖W1,q � C(‖u0‖H1), (3.2)

for p + 1 � q � ∞ andj = 1,2, . . . .
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Now, lettingr = |x| and using the fact thatu(., t) is radial and limr→∞ u(r, t) = 0, we
have

u2(x, t)=
∞∫
r

2u∂ρu(ρ, t) dρ = 2

∞∫
r

(
ρ(n−1)/2∂ρu

)(
ρ(n−1−b)/2u

)
ρ−(n−1−(b/2)) dρ.

Sinceγ := n− 1− (b/2) > 0, we get

u2(x, t) � 2r−γ

( ∞∫
r

(∂ρu)
2ρn−1 dρ

)1/2( ∞∫
r

u2ρn−1−b dρ

)1/2

.

On the other hand, (3.1) implies that

∞∫
r

u2(ρ, t)ρn−1−b ds � C

∫
Rn

V (x)u2(x, t) dx, r � 1.

It follows that

|u(x, t)| �C‖∇u(t)‖1/2
2

∥∥V 1/2u(t)
∥∥1/2

2 r−γ /2, r � 1. (3.3)

Since 0� k < γ/2 by assumption, (3.2) and (3.3) imply that the sequence{u(tj + τ)} is
precompact inL∞

k . ✷
We end this section with an auxiliary lemma concerning persistence and continuous

dependence of local solutions of (1.2) inL∞
k , which will be useful in the proof of

Theorem 1.2(b) and (c).

LEMMA 3.3. –SupposeV (x) is a locally Hölder continuous and bounded function
(not necessarily nonnegative). Letk � 0 and assumeu0 ∈L∞

k .
(a)For all 0< τ < T (u0), it holds

sup
t∈[0,τ ]

‖u(t)‖∞,k <∞. (3.4)

(b) For all 0 < τ < T (u0), if u0 ∈ L∞
k and ‖u0 − u0‖∞,k is sufficiently small, then

T (u0) > τ , and we have

sup
t∈[0,τ ]

‖u(t;u0)− u(t;u0)‖∞,k → 0, as‖u0 − u0‖∞,k → 0.

Proof. –(a) We may assumeu0 � 0 and u� 0 without loss of generality. Since
τ < T (u0), we haveM := supt∈[0,τ ] ‖u(t)‖∞ <∞. PuttingK = ‖V ‖∞, we observe that
u satisfies

ut − (�− 1)u= up + u− V (x)u�
(
Mp−1 + 1+K

)
u in R

n × (0, τ ].
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Lettingα =Mp−1 + 1+K andz(x, t) = e−αtu(x, t), we obtain

zt − (�− 1)z � 0 in R
n × (0, τ ],

so thatz(x, t) � et (�−1)u0 in R
n× (0, τ ] by the maximum principle. It then follows from

Proposition 2.1(a) (applied withV ≡ 1), that

‖u(t)‖∞,k � Ceατ‖u0‖∞,k, 0� t � τ,

which proves (3.4).
(b) Letu(t)= u(t;u0), u(t)= u(t;u0), w(t)= u(t)− u(t) and

M = sup
t∈[0,τ ]

‖u(t)‖∞.

By continuous dependence inL∞, which is well known, if‖u0 − u0‖∞ is sufficiently
small, thenT (u0) > τ and supt∈[0,τ ] ‖u(t)‖∞ �M + 1. Sincew satisfies

wt − (�− 1)w = up − up +w − V (x)w = a(x, t)w in R
n × (0, τ ],

with |a(x, t)| � p(M + 1)p−1 + K + 1, a calculation similar to that in part (a) with
α = p(M + 1)p−1 +K + 1 shows that

‖w(t)‖∞,k � Ceατ‖u0 − u0‖∞,k, 0 � t � τ,

and the conclusion follows. ✷
4. Proof of Theorems 1.1 and 1.2

Proof of Theorem 1.1, part (a). –In view of the comparison principle, we can assume
u� 0 without loss of generality.

Let U be defined by (2.3). Fork = b/(p − 1) andA=A(a, b) > 0 large enough, we
have

V (x) � k(k + 2− n)

A+ |x|2 + a1/2

(A+ |x|2)k(p−1)/2

hence, by (2.4),

−(�− V )U � a1/2

(A+ |x|2)k(p−1)/2
U.

LettingW = εU with ε = (a1/2)1/(p−1), it follows that

−(�− V )W �Wp in R
n.

The comparison principle thus implies that if|u0| � W , then|u(x, t)| �W(x) for all x
and allt < T (u0). Therefore, if‖u0‖∞,k � δ < δ0 sufficiently small, we deduce that

sup
t∈[0,T (u0))

‖u(t)‖∞,k � C ′‖u0‖∞,k <∞,
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hence in particularT (u0)= ∞. The first part follows.
Now, sinceb = k(p− 1), we have, for allx ∈ R

n andt > 0,

ut −�u+ 1

2
V u= up − 1

2
V u�

(
C ′′δp−1

1+ |x|k(p−1)
− a1/2

1+ |x|b
)
u� 0,

providedδ < min(δ0, (a1/(2C ′′))1/(p−1)). It follows from the maximum principle that
0 � u(t) � et (�− 1

2V )u0. If in addition u0 ∈ L∞
k,0, Proposition 2.1(b) then implies that

(1.3) holds.

Proof of Theorem 1.1, part (b). –The proof is based on rescaling and is modeled
after [13] (where the caseV ≡ 0 was considered for Eq. (1.2) in a bounded domain).
First, by standard local theory, there existsτ = τ(‖u0‖∞) > 0 such that

‖u(t;u0)‖∞ � ‖u0‖∞ + 1, 0� t � τ. (4.1)

We argue by contradiction and assume that there exist a sequenceuj of global solutions
andsj � 0 such that

‖uj (0)‖H1 + ‖uj (0)‖∞ � C and sup
t∈[0,sj ]

‖uj (t)‖∞ → ∞. (4.2)

Choose(xj , tj ) ∈ R
n × [0, sj ] such that

Mj := uj(xj , tj )� 1

2
sup

t∈[0,sj ]
‖uj (t)‖∞.

By (4.1), we may assumetj � τ . We putλj = M
−(p−1)/2
j → 0 and rescaleuj about the

point (xj , tj ) as follows:

vj (y, s) = λ
2/(p−1)
j uj

(
xj + λjy, tj + λ2

j s
)
, (y, s) ∈Qj := R

n × [−λ−2
j tj ,0

]
.

The functionvj satisfies

∂svj −�yvj = v
p
j − λ2

jV (xj + λjy)vj in Qj

and

vj (0,0)= 1, 0� vj � 2 inQj.

By using interiorLq parabolic estimates (see [19, Theorem 7.13]), standard imbedding
and a diagonal procedure, it follows that (some subsequence of)vj converges, uniformly
on compact subsets ofQ= R

n × (−∞,0], to a (bounded) solutionv � 0 of

∂sv −�yv = vp in Q,

such thatv(0,0) = 1. On the other hand, for eachm > 0, using Lemma 3.1 and (4.2),
for all j large enough,
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0∫
−m

∫
|y|<m

(∂svj )
2dy ds � λ

2(p+1)/(p−1)−n
j

tj∫
tj−mλ2

j

∫
Rn

(∂tuj )
2dx dt

�Cλ
2(p+1)/(p−1)−n
j ‖uj (0)‖2

H1 � Cλ
2(p+1)/(p−1)−n
j .

Since 2(p + 1)/(p − 1) − n > 0 by assumption, the RHS goes to 0 asj → ∞. It
follows that for allQ′ ⊂⊂ Q, ‖∂sv‖L2(Q′) � lim inf j ‖∂svj‖L2(Q′) = 0, hence∂sv ≡ 0.
Therefore−�yv = vp in R

n, with v � 0, v(0) = 1, which contradicts a Liouville
theorem from [12]. The conclusion follows.

Proof of Theorem 1.1, part (c). –Define

D0 = {
u0 ∈ L∞

k,0; T (u0)= ∞ andu(t;u0)→ 0 inL∞
k ast → ∞}

.

By Theorem 1.2(a), it follows thatD0 contains an open neighborhoodW of 0 in L∞
k,0

and that

D0 = {
u0 ∈L∞

k,0; T (u0)= ∞ and 0∈ ωk(u0)
}
. (4.3)

We claim thatD0 is open inL∞
k,0. Indeed, ifu0 ∈ D0, there existst > 0 such that

u(t;u0) ∈W . But by continuous dependence of solutions of (1.2) inL∞
k (Lemma 3.3(b)),

if ‖u0 −u0‖∞,k is sufficiently small, thenu(t;u0) ∈W ⊂D0, so thatu0 ∈D0. The claim
follows.

Let now

λ∗ = sup
{
λ > 0; λφ ∈D0

}
.

We have just seen thatλφ ∈ D0 when λ > 0 is small, and it is well known that
T (λφ) <∞ if λ is large. Therefore, 0< λ∗ <∞.

Let λj ↑ λ∗ with λjφ ∈D0. By Theorem 1.2(b), we have

sup
t�0

‖u(t;λjφ)‖∞ �C
(
λj (‖φ‖H1 + ‖φ‖∞)

)
�C, j = 1,2, . . . .

Since by continuous dependence inL∞, we have, for eacht ∈ [0, T (λ∗φ)),

‖u(t;λ∗φ)‖∞ = lim
j

‖u(t;λjφ)‖∞ �C,

it follows thatT (λ∗φ)= ∞.
On the other hand, by the openness ofD0, λ∗φ /∈ D0, and (4.3) thus implies that 0/∈

ωk(λ
∗φ). The assumption (1.4) implies thatk = b

p−1 <
n−1

2 − b
4. Therefore,ωk(λ

∗φ) �= ∅
by Proposition 3.1(b) and we deduce from Lemma 3.2 thatωk(λ

∗φ) contains a nontrivial
nonnegative equilibriumv. The strong maximum principle finally implies thatv > 0 in
R
n. The proof is complete. ✷
Proof of Theorem 1.2. –The existence of a radial positive equilibriumv follows from

Theorem 1.1 part (c). Then estimates (3.2) and (3.3) imply thatu satisfies

v(x) � C0

1+ |x|γ /2 , γ = n− 1− (b/2).
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SinceV � a1
1+|x|b andγ /2> b/(p − 1), there existsR0 > 0 such that

V (x)

2
v(x)− vp(x)= v(x)

(
V (x)

2
− vp−1(x)

)

� v(x)

(
a1

2(1+ |x|b) −C
C
p−1
0

1+ |x|γ (p−1)/2

)
> 0

when|x| � R0. Thereforev satisfies

�v(x)− V (x)v(x)/2 � 0, |x| � R0; v(x) � C > 0, |x| =R0.

Let u0(x) = 91(0, x), where91 is the Green’s function of the operator�− V/2. Since
bothv and91 vanish near infinity, by the maximum principle, there existsc0 > 0 such
thatu(x) � c0u0(x) when|x| � R0. SinceV/2� a1

2(1+|x|b) , by [22] or Corollary 1 in [32],
under the assumptions in the theorem, there exist positive constantsc1, c2 such that, for
all x, y andα = (2− b)/2,

91(x, y) � c1e−c2[|x−y|/(1+|x|b/2)]αe−c2[|x−y|/(1+|y|b/2)]α C

|x − y|n−2
.

Takingy = 0 in the above inequality, we have

v(x) � c091(x,0) �Cc0 exp
(−c2|x|(2−b)/2). ✷

We close the section by a remark indicating some extension of Theorems 1.1 and
1.2 covering broader nonlinearities. We omit the proof since it is a straightforward
generalization of the current one.

Remarks4.1. – Letf = f (x,u) beC1 in u and locally Hölder continuous inx.
(a) The result of Theorem 1.1(a) still holds ifup is replaced byf (x,u) satisfying

|f (x,u)| � C|u|p for smallu.
(b) If up is replaced byf (x,u) satisfying(2+ ε)F (x,u)� uf (u) for u > 0, x ∈ R

n,
whereF(x,u) = ∫ u

0 f (x, s) ds and ε > 0, then Proposition 3.1(a) remains valid with
‖u(tj )‖p+1 replaced by‖u(tj )f (., u(tj ))‖1.

(c) Proposition 3.1(b) continues to hold ifup is replaced byf (x,u) = f (|x|, u) such
that| ∂f

∂u
(x, u)| �C(1+ |u|r−1), 1< r < pS . The main change in the proof is that one no

longer knows that‖u(tj )‖p+1 �K . Instead, one can show that

‖u(tj )‖m �K (4.4)

for somem > n(p − 1)/2. If n � 3, (4.4) withm = 2n/(n − 2) > n(p − 1)/2 follows
from ‖∇u(tj )‖2 � C (Proposition 3.1(a)) and the Sobolev inequality. Ifn = 2, we first
use (3.3) fort = tj , r = 1 and ‖V 1/2u(tj )‖2 + ‖∇u(tj )‖2 � C, along with the Poincaré
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and Sobolev inequalities, to deduce that‖u(tj )‖Lm(B1(0)) � Cm, 2 � m< ∞. Applying
(3.3) again, we then get (4.4) for all sufficiently largem<∞.

(d) Theorem 1.1(b) is valid whenup is replaced byf (x,u). Heref (x,u) satisfies
f (x,0) � 0, the conditions in (b) and either of the assumptions below.

(i) lim u→∞ f (x,u)

ur
=K > 0 uniformly inx ∈ R

n, with 1< r < pS ;
(ii) f (x,u) �C1u

r −C2, u > 0, with 1< r � n/(n− 2)+, C1,C2 > 0.
In case (ii) one substitutes to the Liouville Theorem in [12] a Liouville Theorem in

[2], which is valid for the elliptic inequality�u + up � 0 (see Theorem 2.2 in [2] for
n� 3 and the proof of Theorem 2.1 forn� 2).

(e) Theorems 1.1(c) and 1.2 hold whenup is replaced byf (x,u) = f (|x|, u)
satisfying the assumptions in (a), (b), (c) and (d).

(f) Here are some examples off (|x|, u) for which Theorems 1.1(c) and 1.2 hold.
The functionsa = a(|x|) andh= h(|x|) are assumed to be bounded and locally Hölder
continuous. Also, recall thatp is the number which appears in assumptions (1.4), (1.5)
(note that the behaviors off at bothu→ 0 andu→ ∞ are important).

f (x,u)= up − h(|x|)uq, with 1< q < p < pS, h� 0;

f (x,u)= a(|x|)up − h(|x|)uq, with 1< q < p � n

n− 2
, a � C1 > 0, h� 0;

f (x,u) = a(|x|)up + uq, with 1< p < q < pS;

f (x,u) = up + h(|x|)uq, with 1< p < q � n

n− 2
, h� C1 > 0.

5. Proof of Theorem 1.3: universal bounds for 1 < p < 1 + 2
n

Throughout this section we letφ,η ∈C∞([0,∞)) be two functions satisfying

φ(r) = 1, r ∈ [0,1/2], 0< φ(r) < 1, r ∈ (1/2,3/4),

φ(r) = 0, r ∈ [3/4,∞), 0� η � 1, η(t)= 1, t ∈ [0,1/4],

η(t)= 0, t ∈ [1,∞), −C � φ′(r)� 0, |φ′′(r)| � C, −C � η′(t)� 0.

LEMMA 5.1. – SupposeV (x) � a
1+|x|b with b ∈ [0,2), a > 0 and let u be a

nonnegative global solution to(1.1). Given anyx and lettingR = max(2, |x|b/2), it holds

τ+R2∫
τ

∫
BR(x)

up(y, s) dy ds � CRn+2−2q, (5.1)

whereq = p/(p− 1) andτ � 0.
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Proof. –Without loss of generality let us assumeτ = 0. For anyx0 and anyR > 0
defineQR,x0 = BR(x0)× [0,R2]. We also need a cut-off function

ψR(x, t) = φR(|x − x0|)ηR(t),
whereφR(r)= φ(r/R) andηR = η(t/R2). Clearly

−C

R
� ∂φR

∂r
� 0,

∣∣∣∣∂2φR

∂r2

∣∣∣∣� C

R2
,

∣∣�φR∣∣� C

R2
, − C

R2
� η′

R(t)� 0. (5.2)

We set

IR ≡
∫

QR,x0

up(x, t)ψ
q
R(x, t) dx dt,

where 1
p

+ 1
q

= 1. Sinceu is a solution of (1.1), we have

IR =
∫

QR,x0

[
ut (x, t)−�u(x, t)+ V (x)u(x, t)

]
ψ

q
R(x, t) dx dt.

Noting thatφq
R ∈ C2, this implies, via integration by parts,

IR =
∫

BR(x0)

u(x, .)ψ
q
R(x, .)|R2

0 dx −
∫

QR,x0

u(x, t)φ
q
R(x)qη

q−1
R (t)η′

R(t) dx dt

+
R2∫
0

∫
∂BR(x0)

u(x, t)
∂ψ

q
R(x, t)

∂r
dSx dt −

R2∫
0

∫
∂BR(x0)

ψ
q
R

∂u

∂r
(x, t) dSx dt

−
∫

QR,x0

u(x, t)�φ
q
R(x)η

q
R(t) dx dt +

∫
QR,x0

u(x, t)V (x)ψ
q
R(x, t) dx dt.

Usingu(x,0) � 0,ψR(x,R
2)= 0 andψR(x, t) = ∂ψ

q

R
(x,t)

∂r
= 0 on∂BR(x0)×[0,R2], we

obtain

IR � −
∫

QR,x0

u(x, t)φ
q
R(x)qη

q−1
R (t)η′

R(t) dx dt −
∫

QR,x0

u(x, t)�φ
q
R(x)η

q
R(t) dx dt

+
∫

QR,x0

u(x, t)V (x)ψ
q
R(x, t) dx dt.

Since�φq
R = qφ

q−1
R �φR + q(q − 1)φq−2

R |∇φR|2, the above yields

IR � −
∫

QR,x0

u(x, t)φ
q
R(x)qη

q−1
R (t)η′

R(t) dx dt

−
∫

QR,x0

u(x, t)q
(
φ
q−1
R �φR

)
(x)η

q
R(t) dx dt +

∫
QR,x0

u(x, t)V (x)ψ
q
R(x, t) dx dt.
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Consequently, by (5.2), we have

IR � C

R2

∫
QR,x0

u(x, t)φ
q
R(x)η

q−1
R (t) dx dt + C

R2

∫
QR,x0

u(x, t)φ
q−1
R η

q
R(t) dx dt

+
∫

QR,x0

u(x, t)V (x)ψ
q
R(x, t) dx dt.

SinceφR,ηR � 1, by Hölder’s inequality we have

IR � C

R2

( ∫
QR,x0

upψ
p(q−1)
R (x, t) dx dt

)1/p( ∫
QR,x0

dx dt

)1/q

+ C

R2

( ∫
QR,x0

upψ
p(q−1)
R (x, t) dx dt

)1/p( ∫
QR,x0

dx dt

)1/q

+
( ∫
QR,x0

upψ
p(q−1)
R (x, t) dx dt

)1/p( ∫
QR,x0

V (x)q dx dt

)1/q

.

Therefore

IR �CI
1/p
R R

n+2
q −2 +CI

1/p
R

( R2∫
0

∫
BR(x0)

V (x)q dx dt

)1/q

. (5.3)

Take nowR = max(2, |x0|b/2). If |x0|b/2 � 2, asb < 2, we have|x| � |x0| − |x − x0| �
cR2/b whenx ∈ BR(x0). SinceV (x)� a

1+|x|b , we get

V (x)� CR−2, x ∈ BR(x0). (5.4)

If |x0|b/2 < 2 = R, then (5.4) is also true sinceV is bounded. It follows from (5.3) and
(5.4) that

IR � CRn+2−2q. ✷
Next we will prove Theorem 1.3 part (b). The proof of part (a), which is similar but

easier, will follow shortly.

Proof of Theorem 1.3 part (b). –We will use the standard parabolic Harnack
inequality [21] and Lemma 5.1. Fixx and letR = max(2, |x|b/2). Put QR(x, t) =
BR(x) × [t − R2, t] andQ+

R(x, t) = BR(x) × [t + R2, t + 2R2]. We need to divide the
proof in two cases.

Case1: t � R2. Sinceu is a solution to (1.1), we can recognize it as a solution to the
linear equation

�u−wu− ut = 0, (5.5)
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wherew = V − up−1. Using a standard scaling argument on the parabolic Harnack
inequality, we have

u(x, t) � C(R,w) inf
Q+
x,R

u (5.6)

whereC(R,w) is a constant depending only on the dimensionn and the quantity

R(−n−2+2q)/q‖ w|Q2R(x,t)‖q
where q = p/(p − 1) > (n + 2)/2. For the reader’s convenience we give a short
proof of (5.6). For simplicity we takex = 0, t = 0. It is well known that (5.6) holds
when R = 1. SupposeR > 1, we take the substitution:y′ = y/R, s′ = s/R2 and
w′ = R2w(Ry′,R2s′). If u is a solution of (5.5) inQ2R(0,0), thenu′ = u′(y′, s′) =
u(Ry′,R2s′) is a solution to

�u′ −w′u′ − u′
t = 0

in Q2(0,0). Hence

u(x, t) �C(1,w′) inf
Q+
R
(x,t)

u.

(5.6) is proven by noticing that

‖w′|Q2(0,0)‖q =R(−n−2+2q)/q‖ w|Q2R(0,0)‖q .
If |x|b/2 � 2, for all y ∈ B2R(x), we have|y| � |x| − 2R = R2/b − 2R � cR2/b.

ThereforeV (y) � C/R2. It follows that

‖V |Q2R(x,t)‖q � CR(n+2−2q)/q. (5.7)

Note that (5.7) remains true if|x|b/2 < 2 = R sinceV is bounded. Using (5.7) and
Lemma 5.1 we obtain

R(−n−2+2q)/q‖w|Q2R(x,t)‖q �R(−n−2+2q)/q
(

‖V |Q2R(x,t)‖q +
( ∫
Q2R(x,t)

u(p−1)q
)1/q)

�C.

Inequality (5.6) then implies

u(x, t) �C inf
Q+
R
(x,t)

u� C

(
1

|Q+
R(x, t)|

∫
Q+
R
(x,t)

up
)1/p

whereC is independent ofu andR. Applying Lemma 5.1 again, one has

u(x, t) � C
[
R−n−2Rn+2−2q]1/p = CR−2q/p = CR−2/(p−1) � C

1+ |x|b/(p−1)
. (5.8)

This proves the result in case 1.



702 P. SOUPLET, Q.S. ZHANG / Ann. I. H. Poincaré – AN 19 (2002) 683–703

Case 2: t � R2. If |x| � C(1 + R0), then B2R(x) ∩ BR0 is empty for R =
max(2, |x|b/2). Let us define a functionu1 in Qx,2R in the following manner:u1(y, s) =
u(y, s) whens > 0, u1(y, s) = 0 when s� 0. Sinceu0 is supported inBR(0), we know
thatu1 can be recognized as a weak solution to the equation

�u1 −w1u1 − ∂tu1 = 0

in Qx,2R. Herew1(y, s) = V (y, s)− up−1(y, s) if s > 0 andw1(y, s) = 0 if s � 0. Note
thatw1 is a bounded function, so the Harnack inequality still applies. Now the same
argument as in case 1 yields (5.8).

Finally, if 2R0 � |x| � C(1 + R0), take insteadR = R0/2 so thatB2R(x) ∩ BR0 is
empty. Observing that forR′ = max(2R,2, |x|b/2), we have

∫
Q2R(x,t)

up �
∫
QR′ (x,t) u

p �
C(R0) by Lemma 5.1, one can then obtain (5.8) by arguing as above.✷

We close the section by giving

Proof of Theorem 1.3 part (a). –This part can be proven just like part (b). The only
change is that we may takeb = 0 and that (5.1) in Lemma 5.1 is then valid for allR > 0.
We then chooseR = √

T /2 in the proof of part (b) and only Case 1 occurs (so that we
do not need to assumeu0 compactly supported). ✷
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