
Ann. I. H. Poincaré – AN19, 5 (2002) 543–580

S0294-1449(01)00092-0/FLA

UNIFORM NULL-CONTROLLABILITY FOR THE
ONE-DIMENSIONAL HEAT EQUATION WITH RAPIDLY

OSCILLATING PERIODIC DENSITY

A. LÓPEZ 1, E. ZUAZUA 1

Departamento de Matemática Aplicada, Universidad Complutense de Madrid, 28040 Madrid, Spain

Received 15 March 2001, revised 2 June 2001

ABSTRACT. – We consider the 1− d heat equation with rapidly oscillating periodic density
in a bounded interval with Dirichlet boundary conditions. When the period tends to zero and
the density weakly converges to its average we prove that the boundary controls converge to a
control of the limit, constant coefficient heat equation when the density isC2.

The proof is based on a control strategy in three steps in which: we first control the low
frequencies of the system, we then let the system to evolve freeely and, finally, we control to
zero the whole solution. We use the theory of real exponentials to analyze the low frequencies
and Carleman inequalities to control the whole solution.

The result is in constrast with the divergent behavior of the null controls for the wave equation
with rapidly oscillating coefficients.

RÉSUMÉ. – On considère l’équation de la chaleur 1− d avec densité périodique rapidement
oscillante de classeC2 dans un intervalle borné avec des conditions aux limites de Dirichlet.
On démontre que, lorsque la période tend vers zéro et donc la densité converge faiblement vers
sa moyenne, les contrôles convergent vers un contrôle pour l’équation de la chaleur limite, à
coefficients constants.

Notre construction se fait en trois étapes. Dans la première nous contrôlons uniformement les
bases fréquences. Dans une deuxième étape nous laissons les solutions décroitre sans contrôle.
Finalement, nous appliquons un contrôle qui ramène les solutions à zéro. La preuve combine la
théorie des sommes d’exponentielles réeles pour analyser les basses fréquences et les inégalités
de Carleman pour ramener les solutions à zéro.

Ce résultat est à comparer avec ceux établis dans le cadre de l’équation des ondes à coefficients
rapidement oscillants. Dans ce dernier cas on sait que les contrôles divergent lorsque la période
tend vers zéro.
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1. Introduction and main results

Let ρ ∈ W 2,∞(R) be a periodic function satisfying

0< ρm � ρ(x) � ρM < +∞, (1)

for all x ∈ R. We recall thatW 2,∞(R) is the Sobolev space ofL∞(R) functions whose
derivatives up to the second order are inL∞(R).

Without lost of generality we may assume thatρ is periodic of period 1. We denote
by ρ its average

ρ =
1∫

0

ρ(x)dx. (2)

This paper is devoted to analyze the null-controllability of the following heat equation
with oscillating density

ρ(x
ε
)uε

t − uε
xx = 0, 0< x < 1, 0< t < T ,

uε(0, t) = 0, uε(1, t) = f ε(t), 0< t < T ,
uε(x,0) = u0(x), 0< x < 1.

(3)

The results in [8] and [9] show that for anyT > 0, ε ∈ (0,1) andu0 ∈ L2(0,1) there
exists a controlf ε ∈ L2(0, T ) such that the solution of (3) verifies

uε(x, T ) = 0, for all 0< x < 1. (4)

In fact there exists, for allT > 0 andε ∈ (0,1), a positive constantC(ε,T ) such that∥∥f ε
∥∥
L2(0,T )

� C(ε,T )‖u0‖L2(0,1), (5)

for all u0 ∈ L2(0,1).
The main goal of this paper is to show thatC(ε,T ) remains bounded asε → 0.
The formal limit asε → 0 of (3) is the averaged system

ρut − uxx = 0, 0< x < 1, 0< t < T ,
u(0, t) = 0, u(1, t) = f (t), 0< t < T ,
u(x,0) = u0(x), 0< x < 1.

(6)

The limit system (6) is also null-controllable.
Therefore, it is natural to analyze whether the constantC(ε,T ) in (5) remains bounded

asε → 0 and if the controlf of system (6) is actually the limit of the controlsf ε of
systems (3) asε → 0.

These questions are indeed natural to be addressed from the point of view of
homogenization theory. Indeed, the goal in homogenization is to analyze the limit
behavior of a system in the presence of rapidly oscillating coefficients and to obtain
the effective limit system. This is relevant from a computational point of view since this
limit process may allow to replace the system with rapidly oscillating coefficients by the
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homogenized one when performing the computations. In the context of controllability
the same phylosophy applies and therefore it is natural to analyze whether the control
of (3) converge to the control of (6). When this is true, for practical purpouses, one can
compute the controlf of the limit system (6). This is a much simpler task since the
system in (6) and corresponding adjoint system have constant coefficients.

When addressing this question we were also motivated by the negative results in [1]
that show that, in the context of the wave equation, the observability constant blows-up
exponentially asε → 0 (see also [2]–[4]).

As we shall see, in the context of the heat equation under consideration the constants
C(ε,T ) in (5) remain bounded asε → 0. This shows that the dissipativity of the
heat equation compensates the spectral pathologies leading to the blow-up of the
observability constant in the context of the wave equation. Theorem 1.1 below shows
that the situation is completely different for the heat equation.

The main result of this paper is the following:

THEOREM 1.1. –Assume thatρ ∈ W 2,∞(R) is a periodic function of period1
satisfying(1). LetT > 0. Then, for anyu0 ∈ L2(0,1) andε ∈ (0,1) there exists a control
f ε ∈ L2(0, T ) such that the solutionuε of (3) satisfies(4). Moreover, there exists a
constantC(T ), independent ofε ∈ (0,1), such that∥∥f ε

∥∥
L2(0,T )

� C(T )‖u0‖L2(0,1). (7)

Finally, for anyu0 ∈ L2(0,1) fixed, there exists a sequence of controls{f ε} for system
(3) such that {

f ε
}→ f strongly inL2(0, T ) asε → 0, (8)

f being a control of the limit problem(6), so that the solution of(6) satifies

u(x, T ) = 0, for all 0< x < 1. (9)

Moreover, the sequence{uε} of solutions of(3) are bounded inL∞(0, T ;H−s(0,1)) and,
in fact, {

uε
}→ u weakly-* inL∞(0, T ;H−s(0,1)

)
asε → 0, (10)

for all s > 3
2.

The proof of Theorem 1.1 is based on a control strategy in three steps inspired from
[14]. The same control strategy has been used before in [17] and [18]. Roughly, the
proof is as follows. We divide the time interval[0, T ] in three subintervals:I1 = [0, T

3 ],
I2 = [T3 , 2T

3 ] and I3 = [2T
3 , T ]. In the first time interval,I1, we control to zero the

projection of the solution over a suitable subspace containing only sufficientlylow
frequencies.In the second time interval,I2, we let the system to evolve freely without
control. In this way the projection of the solution of (3) over thelow frequenciesremains
at rest and, due to the strong dissipativity of system (3) in itshigh frequencies,the size of
the solution at timet = 2T /3 becomes exponentially small, i.e. of the order of e−c/ε2

for
a suitable constantc > 0, asε → 0. Finally, in the intervalI3 we apply a control driving
the whole solution to zero.
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Using Carleman estimates it can be proved that the control needed in the third interval
is at most of the order of eC/ε4/3

, for a suitable constantC > 0, with respect to the
solution at timet = 2T /3. However, since, in view of the analysis made in the interval
I2, the norm of the solution, in the absence of control, at timet = 2T /3 decays by
a multiplicative factor of the order of e−C/ε2

, these two phenomena compensate and
the control needed in the third intervalI3 turns out to be uniformly bounded, and even
exponentially small asε → 0.

As an immediate corollary, by duality, it can be shown that the following uniform
observability result holds for the adjoint system

ρ(x
ε
)φε

t + φε
xx = 0, 0< x < 1, 0< t < T ,

φε(0, t) = φε(1, t) = 0, 0< t < T ,
φε(x, T ) = φ0(x), 0< x < 1.

(11)

THEOREM 1.2. –Under the assumptions of Theorem1.1, there exists a constant
C > 0, independent of0< ε < 1, such that

∥∥φε(·,0)
∥∥2
L2(0,1) � C

T∫
0

∣∣φε
x(1, t)

∣∣2 dt, (12)

holds for everyφε solution of(11) with φ0 ∈ L2(0,1).

The rest of the paper is organized as follows. In Section 2 we describe in detail the
iterative method we use to prove the uniform boundedness of the constantC(ε,T ) in
(5). In Section 3 we obtain a partial uniform controllability result. Section 4 is devoted
to obtain a global but non-uniform controllability result on the solutions of system (3).
Both controllability results are needed in our iterative method. In Section 5 we complete
the proof of the first part of Theorem 1.1 and in Section 6 we develop the limit process.
Finally in Section 7 we comment on some possible extensions of the results of this paper.

2. Description of the “three-steps” controllability method

In this section we describe in detail the “three-steps” method outlined in the
introduction allowing to prove the null controllability of system (3) in such a way that,
with a further careful analysis, the controls may be shown to be uniformly bounded.

In order to develop this method we need to decompose the spectrum of system (3) into
two parts that we will refer to aslow and high frequenciesof system (3) from now.

2.1. Spectral analysis

Consider the eigenvalue problem associated to system (3):

{
λρ(x

ε
)ϕε + ϕε

xx = 0, 0< x < 1,
ϕε(0) = ϕε(1) = 0.

(13)
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For eachε ∈ (0,1) there exists a sequence of eigenvalues

0< λε
1 < λε

2 < · · · < λε
n < · · · → +∞ (14)

and a sequence of associated eigenfunctions(ϕε
n)n∈N which can be chosen to constitute

an orthonormal basis inL2(0,1) with the norm

‖ϕ‖2
L2(0,1) =

1∫
0

ρ

(
x

ε

)
|ϕ(x)|2 dx. (15)

The eigenfunctions are also orthogonal inH 1
0 (0,1) and satisfy

1∫
0

∣∣(ϕε
k)x(x)

∣∣2 dx = λε
k

1∫
0

ρ

(
x

ε

)∣∣ϕε
k(x)

∣∣2 dx = λε
k. (16)

On the other hand, using the characterization of the eigenvaluesλε
k given by the

Rayleigh quotient:

λε
k = max

dim E=k
min
ϕ∈E

∫ 1
0 |ϕx |2 dx∫ 1

0 ρ(x
ε
)|ϕ|2 dx

, (17)

we deduce that

k2π2

ρM

� λε
k � k2π2

ρm

. (18)

Let us recall the following result from [4]:

PROPOSITION 2.1. – Assume thatρ ∈ L∞(R) is a periodic function satisfying(1).
Givenδ > 0, there exists a constantC(δ), independent ofε ∈ (0,1), such that√

λε
k+1 −

√
λε
k � π√

ρ
− δ, (19)

for all k � C(δ)/ε.

Futhermore, there exist positive constantsC1,C2 andC3, independent ofε ∈ (0,1),
such that

C1
∣∣(ϕε

k)x(1)
∣∣2 �

1∫
0

∣∣(ϕε
k)x(x)

∣∣2 dx � C2
∣∣(ϕε

k)x(1)
∣∣2, (20)

for all k � C3/ε.

Remark2.1. – Note that (20) and (16) imply that

λε
k

C2
�
∣∣(ϕε

k)x(1)
∣∣2 � λε

k

C1
, (21)

for all k � C3/ε.
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On the other hand, takingδ = π/(2
√
ρ ) in Proposition 2.1, we have√

λε
k+1 −

√
λε
k � π

2
√
ρ
, (22)

for k � C(π/(2
√
ρ))/ε.

Then (21) and (22) are valid for allk � [Dε−1] with

D = min
{
C3,C

(
π

2
√
ρ

)}
. (23)

Here and in the sequel[·] denotes the integer part.

In view of Proposition 2.1 and Remark 2.1 we introduce the space

Hk�[Dε−1] =
{
u ∈ L2(0,1): u = ∑

k�[Dε−1]
akϕ

ε
k(x)

}
, (24)

whereak are real numbers andD is as in (23).Hk�[Dε−1] is simply the subspace of
L2(0,1) generated by the first[Dε−1] eigenfunctions. We will call these eigenfunctions
thelow frequencies,and soHk�[Dε−1] will be the space generated by thelow frequencies.
Note thatHk�[Dε−1] is a finite-dimensional space but its dimension increases asε

decreases. This fact will play a key role in our proof. Givenu ∈ L2(0,1) we will denote
by #k�[Dε−1]u the orthogonal projection overHk�[Dε−1].

2.2. The control strategy

We are now in conditions to decribe precisely our control strategy.
GivenT > 0 we divide the time interval in three subintervals

[0, T ] = I1 ∪ I2 ∪ I3, (25)

with I1 = [0, T
3 ], I2 = [T3 , 2T

3 ] andI3 = [2T
3 , T ].

Given an initial datumu0 ∈ L2(0,1) to be controlled we proceed as follows:
• First step. In the first time intervalI1 we drive to zero thelow frequencies,i.e.

the projection over the spaceHk�[Dε−1] of the solution. In other words, we introduce a
controlf ε

1 ⊂ L2(0, T /3) such that the solution of
ρ(x

ε
)uε

t − uε
xx = 0, 0< x < 1, 0< t < T

3 ,
uε(0, t) = 0, uε(1, t) = f ε

1 (t), 0< t < T
3 ,

uε(x,0) = u0(x), 0< x < 1,
(26)

satisfies

#k�[Dε−1] uε

(
T

3

)
= 0. (27)

As we will see, this can be done uniformly onε ∈ (0,1). Here and in the sequel we use
the abridged notationuε(t) to denote thex-dependent functionuε(x, t). More precisely,
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we will prove the existence of a positive constantC > 0, independent ofε ∈ (0,1), such
that ∥∥f ε

1

∥∥
L2(0, T3 )

� C‖u0‖L2(0,1), (28)

for all u0 ∈ L2(0,1) andε ∈ (0,1). This result will be proved using classical results of
nonharmonic Fourier series and Proposition 2.1.

In view of the uniform bound (28) of the control we shall also show that∥∥∥∥uε

(
T

3

)∥∥∥∥
L2(0,1)

� C‖u0‖L2(0,1). (29)

We denote byvε
0 the solution obtained at the end of the first time intervalI1, i.e.

vε
0 = uε

(
T

3

)
. (30)

• Second step.In the second time intervalI2 we let the equation to evolve freely. In
other words, we solve

ρ(x
ε
)uε

t − uε
xx = 0, 0< x < 1, T

3 < t < 2T
3 ,

uε(0, t) = uε(1, t) = 0, T
3 < t < 2T

3 ,
uε(x, T

3 ) = vε
0, 0< x < 1.

(31)

Taking (24) into account it is easy to see that the solution of (31) verifies

#k�[Dε−1]uε(t) = 0, for all
T

3
� t � 2T

3
. (32)

Futhermore, we will see that there exists a positive constantC1 such that

∥∥uε(·, t)∥∥
L2(0,1) � C1e

−λε

[Dε−1](t−
T
3 )∥∥vε

0

∥∥
L2(0,1), (33)

for all T /3� t � 2T /3. In particular, fort = 2T /3, taking (18) into account, we deduce
that ∥∥∥∥uε

(
·, 2T

3

)∥∥∥∥
L2(0,1)

� C1e−C2/ε
2∥∥vε

0

∥∥
L2(0,1), (34)

where the positive constantsC1 andC2 do not depend onε ∈ (0,1).
Therefore, at the end of the second step, i.e. at timet = 2T /3, we obtain a state

uε(·,2T /3) with an exponentially small (asε → 0) norm. We denote bywε
0 the solution

at timet = 2T /3, i.e.

wε
0 = uε

(
2T

3

)
. (35)
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• Third step.In the last step we control the whole solution to zero. According to [11]
there existsf ε

2 ∈ L2(2T /3, T ) such that the solution of
ρ(x

ε
)uε

t − uε
xx = 0, 0< x < 1, 2T

3 < t < T ,
uε(0, t) = 0, uε(1, t) = f ε

2 (t),
2T
3 < t < T ,

uε(x, 2T
3 ) = wε

0, 0< x < 1,
(36)

satisfies

uε(T ) = 0. (37)

As we will prove in Section 4 using Carleman estimates, there exist positive constants
C1 andC2 such that ∥∥f ε

2

∥∥
L2( 2T

3 ,T )
� C1e

C2/ε
4/3∥∥wε

0

∥∥
L2(0,1), (38)

for all ε ∈ (0,1). The constantsC1 andC2 in (38) depend onT but they are independent
of ε ∈ (0,1).

Combining (29), (34) and (38) and taking (30) and (35) into account we get∥∥f ε
2

∥∥
L2( 2T

3 ,T )
� C1e

C2/ε
4/3

e−C3/ε
2‖u0‖L2(0,1), (39)

where the constantsC1,C2 andC3 are all of them independent ofε ∈ (0,1).
Conclusion: Putting all these results together we conclude that the control

f ε =


f ε
1 in [0, T

3 ],
0 in [T3 , 2T

3 ],
f ε

2 in [2T
3 , T ],

(40)

is such that ∥∥f ε
∥∥
L2(0,T )

� C‖u0‖L2(0,1), (41)

for all u0 ∈ L2(0,1), with a constantC > 0 independent of 0< ε < 1 and moreover the
solution of (3) satisfies (4), as we wanted to prove.

Note also that the controlf ε given by (40) is concentrated on the intervals[0, T
3 ] and

[2T
3 , T ] and that its restriction to the last interval[2T

3 , T ] is exponentially small (see (39))
with respect toε → 0.

The following two sections are devoted to rigorously prove the results stated in each
of these three steps.

3. Uniform controllability of the “low frequencies”

The main result of this section is as follows:

THEOREM 3.1. –Assume thatρ ∈ L∞(R) is a periodic function satisfying(1). Let
T > 0. Then, for anyu0 ∈ L2(0,1) there exists a controlf ε ∈ L2(0, T ) such that the
solution of(3) satisfies

#k�[Dε−1]uε(T ) = 0. (42)
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Moreover, there exists a constantC > 0, depending onT but independent ofε ∈ (0,1),
such that ∥∥f ε

∥∥
L2(0,T )

� C‖u0‖L2(0,1), (43)

for all u0 ∈ L2(0,1).

Proof. –By duality, the proof of the controllability result of this theorem may be
reduced to prove the following observability result:

PROPOSITION 3.1. –Given any T > 0, there exists a positive constantC(T ),

independent ofε ∈ (0,1), such that

T∫
0

∣∣φε
x(1, t)

∣∣2 dt � C(T )
∥∥φε(·,0)

∥∥2
L2(0,1) (44)

for any solution of system(11) with φ0 ∈ Hk�[Dε−1].

Before getting into the proof of Proposition 3.1 let us show why it implies the result
in Theorem 3.1.

For anyε > 0 andδ > 0, following [6], we consider the funtional

Jε,δ

(
φ0)= 1

2

T∫
0

∣∣φε
x(1, t)

∣∣2 dt + δ
∥∥φ0∥∥2

H1
0 (0,1)

−
1∫

0

ρ

(
x

ε

)
u0(x)φ

ε(x,0)dx.

This funtional is continous and convex inH 1
0 (0,1). We note in particular that it is

well defined inH 1
0 (0,1) since the solutionφε(x, t) of (11) belongs toL2(0, T ;H 2 ∩

H 1
0 (0,1)) and thereforeφε

x(1, t) ∈ L2(0, T ). Moreover, according to Proposition 3.1,
it is uniformly coercive in the subspaceVk�[Dε−1] of H 1

0 (0,1) generated by the
eigenfunctionsϕε

k of 13 with k � [Dε−1].
Therefore,Jε,δ(φ

0) admits a unique minimizer inVk�[Dε−1]. It is easy to see that the
control f ε,δ = φ̂ε,δ

x (1, t), where φ̂ε,δ(x, t) is the solution of (11) with the minimizer
φ̂

ε,δ
0 (x) of Jε,δ in Vk�[Dε−1] as initial data, is such that the solutionuε,δ(x, t) of (3) satisfies∥∥uε,δ(T )

∥∥
H−1(0,1) � δ. (45)

Moreover, according to the uniform inequatily (44), it is easy to see that the controls
{f ε,δ} are uniformly bounded inL2(0, T ) with respect toε ∈ (0,1) andδ ∈ (0,1).

Passing to the limit asδ → 0, with ε > 0 fixed, we obtain a controlf ε for system (3)
such that, according to (45), the solutionuε of (3) satisfies

uε(T ) = 0.

Moreover, the controls{f ε} remain also uniformly bounded inL2(0, T ) with respect
to ε ∈ (0,1).
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Proof of Proposition 3.1. –By (24),

φ0(x) = ∑
k�[Dε−1]

akϕ
ε
k(x). (46)

We develop the solution of (11) in Fourier series,

φε(x, t) = ∑
k�[Dε−1]

ake
−λε

k
(T−t )ϕε

k (x). (47)

In view of the orthogonality of the eigenfunctions{ϕε
k} in the spaceL2(0,1) with weight

ρ(x
ε
) we have

(
1

ρM

)2 ∑
k�[Dε−1]

|ak|2e−2λε
k
T dx �

1∫
0

∣∣∣∣ ∑
k�[Dε−1]

ake
−λε

k
T ϕε

k(x)

∣∣∣∣2 dx

�
(

1

ρm

)2 ∑
k�[Dε−1]

|ak|2e−2λε
k
T dx. (48)

Thus inequatily (44) is equivalent to

T∫
0

∣∣∣∣ ∑
k�[Dε−1]

ake
−λε

k
(T−t )(ϕε

k)x(1)
∣∣∣∣2 dt � C(T )

∑
k�[Dε−1]

|ak|2e−2λε
k
T . (49)

In view of (21), in order to prove (49) it is sufficient to show that

T∫
0

∣∣∣∣ ∑
k�[Dε−1]

ake
−λε

k
t

∣∣∣∣2 dt � C(T )
∑

k�[Dε−1]

|ak|2
λε
k

e−2λε
k
T , (50)

for every sequence{ak} ∈ l2. Inequality (50) may be obtained as a consequence of
classical results on series of real exponentials that we describe now.

Givenξ > 0 and a decreasing functionN : (0,+∞) → N, such thatN(δ) → +∞ as
δ → 0, following [9], we introduce the classL(ξ,N) of increasing sequences of positive
real numbers{µj }j�1 such that:

µ1 � ξ > 0, (51)

µj+1 − µj � ξ > 0, for all j � 1, (52)

and ∑
j�N(δ)

1

µj

� δ, (53)

for all δ > 0.
We have the following result:
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PROPOSITION 3.2. –Givenξ > 0, a functionN as above andT > 0, there exists a
positive constantC, which depends onξ,N andT , such that

T∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µkt

∣∣∣∣∣
2

dt � C

(
∑+∞

i=1
1
µi
)

+∞∑
k=1

|ak|2
µk

e−2µkT , (54)

for all {µj }j�1 ∈ L(ξ,N) and all sequence{aj }j�1 of real numbers.

Before proving this proposition we complete the proof of (50). We introduce the
sequences{λε

k}k�1 given by

λ
ε

k =
{
λε
k if k � Dε−1,

k2π2/ρm if k >Dε−1.
(55)

Taking (18) and (22) into account it is easy to prove that there existξ > 0 and
a functionN as above such that conditions (51)–(53) are satisfied uniformly by the
sequences{λε

k}k�1 for all ε ∈ (0,1). Applying Proposition 3.2 to the sequence{λε

k}k�1

we obtain (50). ✷
Proof of Proposition 3.2. –Let

. = {µj }j�1 (56)

be a sequence of positive real numbers and letE(.,T ) denote the smallest closed
subspace ofL2(0, T ) containing the functions e−µj t , j = 1,2, . . . . It is well-known,
see for instance [20], thatE(.,T ) is a proper subspace ofL2(0, T ) if and only if

∞∑
j=1

1

µj

< +∞. (57)

The following result can be found in [9], Theorem 1.3, p. 47:

LEMMA 3.1. –Let0< T < ∞ and. ∈ L(ξ,N). Then the restriction mapping

S :E(.,∞) → E(.,T ), (58)

has a bounded inverse, i.e. ∥∥S−1∥∥� C,

whereC is a positive constant determined uniquely byξ,N andT .

In other words, for every. ∈L(ξ,N) there exists a positive constantC(ξ,N,T ) such
that

T∫
0

∣∣∣∣∣
+∞∑
j=1

aje−µj t

∣∣∣∣∣
2

dt � C(ζ,N,T )

+∞∫
0

∣∣∣∣∣
+∞∑
j=1

aje−µj t

∣∣∣∣∣
2

dt, (59)
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for all
∑+∞

j=1 aje−µj t ∈ E(.,T ).

Let {qk}k�1 be a biorthogonal sequence inL2(0,∞) for {e−µj t }j�1, i.e.

∞∫
0

qke
−µj t =

{
1 if k = j ,
0 if k �= j .

(60)

By (60), ∣∣∣∣∣
∞∫

0

( +∞∑
k=1

ake
−µk t

)
qi dt

∣∣∣∣∣
2

= |ai |2. (61)

We have that ∣∣∣∣∣
∞∫

0

(+∞∑
k=1

ake
−µkt

)
qi dt

∣∣∣∣∣
2

� ‖qi‖2
L2(0,∞)

∞∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µk t

∣∣∣∣∣
2

dt. (62)

By (61) and (62) we get

∞∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µkt

∣∣∣∣∣
2

dt � |ai |2
‖qi‖2

L2(0,∞)

, for all i = 1, . . . ,+∞. (63)

Multiplying (63) by 1
µi

we get

+∞∑
i=1

1

µi

∞∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µkt

∣∣∣∣∣
2

dt �
+∞∑
i=1

|ai |2
µi‖qi‖2

L2(0,∞)

, (64)

or equivalently

+∞∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µkt

∣∣∣∣∣
2

dt � 1

(
∑+∞

i=1
1
µi
)

+∞∑
k=1

|ak|2
µk‖qk‖2

L2(0,+∞)

. (65)

The following result can be found in [9], Theorem 1.1, p. 46:

LEMMA 3.2. –Givenξ > 0 and a decreasing function

N : (0,+∞) → N, (66)

there exists a functionK : (0,∞) → (0,∞), depending uniquely onξ andN, such that

‖qk‖2
L2(0,∞) � K(δ)eδµk ,

for all k = 1,2, . . . ,+∞, δ > 0 and{µk}k�1 ∈L(ζ,N), where{qk}k�1 is a biorthogonal
sequence for the sequence{e−µkt}k�1 in L2(0,∞).
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Applying Lemma 3.2,

+∞∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µkt

∣∣∣∣∣
2

dt � 1

(
∑+∞

i=1
1
µi
)

+∞∑
k=1

|ak|2
µk‖qk‖2

L2(0,∞)

� 1

(
∑+∞

i=1
1
µi
)

+∞∑
k=1

|ak|2
µkK(δ)

e−δµk .

(67)

Takingδ = 2T ,

+∞∫
0

∣∣∣∣∣
+∞∑
k=1

ake
−µkt

∣∣∣∣∣
2

dt � 1

K(2T )(
∑+∞

i=1
1
µi
)

+∞∑
k=1

|ak|2
µk

e−2µkT . (68)

This concludes the proof of Proposition 3.2.✷
4. Global non-uniform controllability

This section is devoted to prove inequality (38).
We have the following result:

PROPOSITION 4.1. –Assume thatρ ∈ W 2,∞(R) is a periodic function satisfying(1).
LetT > 0. Then, for anyu0 ∈ L2(0,1) there exists a controlf ε ∈ L2(0, T ) such that the
solution of(3) satisfies

uε(T ) = 0. (69)

Moreover, there exist positive constantsC1 andC2, independent ofε ∈ (0,1), such that∥∥f ε
∥∥
L2(0,T )

� C1e
C2/ε

4/3‖u0‖L2(0,1), (70)

for all u0 ∈ L2(0,1).

Remark4.1. – The fact that Eq. (3) is null-controllable whenρ belongs toW 2,∞(R)

is not new. The new contribution of Proposition 4.1 is estimate (70) which provides a
first rough estimate on how does the control depend onε asε → 0. Note that, according
to Theorem 1.1, estimate (70) is far from being sharp since one can actually prove that
the controls remain bounded asε → 0. But, as an intermediate step in the proof of
Theorem 1.1, we need to first prove this weaker version.

Proof. –Arguing as in the begining of the proof of Proposition 3.1, the proof of
Proposition 4.1 can be easily reduced to prove the following observability inequality:

PROPOSITION 4.2. –For any T > 0 there exist positive constantsC1 and C2,

independent of0< ε < 1, such that

∥∥φε(x,0)
∥∥2
L2(0,1) � C1eC2/ε

4/3

T∫
0

∣∣φε
x(1, t)

∣∣2 dt, (71)

for everyφε solution of(11) and for all ε ∈ (0,1).
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Proof of Proposition 4.2. –Let us consider the variable coefficient adjoint heat
equation 

a(x)φt + φxx = 0, 0< x < 1, 0< t < T ,
φ(0, t) = φ(1, t) = 0, 0< t < T ,
φ(x,T ) = φ0(x), 0< x < 1,

(72)

with a ∈ W 2,∞(R) such that

0< am � a(x) � aM < +∞, (73)

for all x ∈ (0,1). The following holds:

LEMMA 4.1. –For any timeT > 0 there exist positive constantsC1(T ), C2 and
C3(T ) such that

∥∥φ(x,0)
∥∥2
L2(0,1) � C1(T )e

(C2‖a‖4/3

W1,∞(IR)
+C3(T )‖a‖2/3

W2,∞(IR)
)

T∫
0

∣∣φx(1, t)
∣∣2 dt (74)

for every solutionφ of (72) and for everya ∈ W 2,∞(R) verifying (73).

Applying Lemma 4.1 to the solutions of (72) witha(x) = ρ(x
ε
) we obtain (71). ✷

This completes the proof of Propositions 4.2 and 4.1. It only remains to prove
Lemma 4.1.

The proof of Lemma 4.1 can be done reproducing carefully the developments in
[10] and [11] on Global Carleman Inequalities. In order to obtain (74) one has first
to reduce the problem to the heat operator with a lower order potential an to prove the
Carleman inequalities paying special attention to how the various constants entering in
the inequalities depend on the potential.

In order to make the article easier to read this proof is given in an appendix at the end
of this paper.

5. Proof of the main controllability result

This section is devoted to complete the proof of the uniform controllability result of
Theorem 1.1. Note that the proof of the convergence of the control stated in Theorem 1.1
is left to Section 6.

We follow the control strategy presented in Section 2.
We fix a control timeT > 0 and we divide it into three subintervalsI1 = [0, T

3 ], I2 =
[T3 , 2T

3 ] andI3 = [2T
3 , T ].

By the first part of Theorem 3.1, for anyu0 ∈ L2(0,1) there exists a controlf ε
T
6

∈
L2(0, T

6 ) such that the solution of (3) verifies that

#k�[Dε−1]uε

(
T

6

)
= 0.
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Moreover, according to Theorem 3.1, we deduce the existence of a positive constantC

which depends onT but is independent ofε ∈ (0,1) such that∥∥f ε
T
6

∥∥
L2(0, T6 )

� C‖u0‖L2(0,1), (75)

for all u0 ∈ L2(0,1) andε ∈ (0,1).
Let us consider in the first time intervalI1 the control

f ε
1 =

{
f ε

T
6

0 � t � T
6 ,

0 T
6 < t � T

3 .

We deduce that the solution of (26) verifies (27). On the other hand, we have, by classical
energy estimates,∥∥∥∥uε

(
T

3

)∥∥∥∥
L2
(

0,1)
� C(T )

(‖u0‖L2(0,1) +
∥∥f ε

1

∥∥
L2(0, T3 )

)
. (76)

At this point it is important to observe that (76) holds becausef ε
1 vanish on[T6 , T

3 ]. In
fact it would sufficef ε

1 to vanish on any interval[T3 − δ, T
3 ], for anyδ > 0.

In order to prove (76) we proceed as follows: Without lost of generality we may
assume thatu0 = 0 since in the case wheref ε

1 = 0, (76) holds obviously. Multiplying
ρ(x

ε
)uε

t − uε
xx = 0, 0< x < 1, 0< t < T

6 ,
uε(0, t) = 0, uε(1, t) = f ε

1 (t), 0< t < T
6 ,

uε(x,0) = 0, 0< x < 1
(77)

by φε solution of the adjoint system
ρ(x

ε
)φε

t + φε
xx = 0, 0< x < 1, 0< t < T

6 ,
φε(0, t) = φε(1, t) = 0, 0< t < T

6 ,
φε(x, T

6 ) = φ0(x), 0< x < 1,
(78)

and integrating by parts we have that

T
6∫

0

1∫
0

ρ

(
x

ε

)
uε

(
T

6

)
φ0(x)dx dt = −

T
6∫

0

f ε
1 φ

ε
x(1, t). (79)

We have the following lemma:

LEMMA 5.1. –Let us consider the following system:
ρ(x/ε)φε

t + φε
xx = 0, 0< x < 1, 0< t < T ,

φε(0, t) = φε(1, t) = 0, 0< t < T ,
φε(x, T ) = φ0(x), 0< x < 1,

(80)

with φ0 ∈ H 2 ∩ H 1
0 (0,1). Then,
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φε → φ weakly inL2(0, T ;H 2 ∩H 1
0 (0,1)

)
, asε → 0, (81)

φε → φ strongly inC([0, T ];Hs) for all s < 2, asε → 0,

φε
x(1, t)→ φx(1, t) strongly inC([0, T ]), asε → 0,

whereφ is the solution of the limit system
ρφt + φxx = 0, 0< x < 1, 0< t < T ,
φ(0, t) = φ(1, t) = 0, 0< t < T ,
φ(x,T ) = φ0(x), 0< x < 1.

(82)

Proof. –The functionψε = φε
t verifies

ρ(x/ε)ψε
t +ψε

xx = 0, 0< x < 1, 0< t < T ,
ψε(0, t) = ψε(1, t) = 0, 0< t < T ,
ψε(x, T ) = −φ0

xx/ρ(x/ε), 0< x < 1,
(83)

whereψε(x, T ) = −φ0
xx/ρ(x/ε) is bounded inL2(0,1). Then,

φε
t is bounded inC

([0, T ];L2(0,1)
)
, (84)

and consequently, {
φε is bounded inC

([0, T ];H 2 ∩H 1
0 (0,1)

)
,

φε is bounded inC1
([0, T ];L2(0,1)

)
.

(85)

By the Aubin–Lions theorem we deduce thatφε is relatively compact inC([0, T ];Hs(0,1)),
for all 0< s < 2. By extracting subsequences we have that

φε → φ weakly inL2(0, T ;H 2 ∩H 1
0 (0,1)

)
, asε → 0,

φε → φ strongly inC
([0, T ];Hs

)
for all s < 2, asε → 0, (86)

φε
x(1, t)→ φx(1, t) strongly inC

([0, T ]), asε → 0.

Passing to the limit in the variational formulation of (80) it is easy to see that the limit
φ is the solution of system (82).✷

Let us go back to the proof of (76). In the right hand side of (79) we have that, by
Lemma 5.1,∣∣∣∣∣

T
6∫

0

f ε
1 φ

ε
x(1, t)dt

∣∣∣∣∣� ∥∥f ε
1

∥∥
L2(0, T6 )

∥∥φε
x(1, t)

∥∥
L2(0, T6 )

� C(T )
∥∥f ε

1

∥∥
L2(0, T6 )

∥∥φε
∥∥
H2∩H1

0 (0,1).

Thus, by duality, ∥∥uε(T /6)
∥∥
H−2(0,1) � C(T )

∥∥f ε
1

∥∥
L2(0, T6 )

. (87)

Remark5.1. – The arguments we have used in the proof of Lemma 5.1 allow to show
that, whenφx ∈ Hs(0,1) ∩H 1

0 (0,1), with s > 3/2, then{
φε
x(1, t)

}→ φx(1, t) stongly inC([0, T ]).
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This is because, under this assumption onφ0, it can be shown thatφε is relatively
compact inC([0, T ];Hs ′

(0,1)) for all 0< s′ < s.

In what concerns (87), this allows to get a uniform bound onuε(T /6) in all the
Sobolev spacesH−s(0,1), for all s > 3/2.

Now, taking the regularizing effect of the solutions of (77) into account, we have that

1∫
0

ρ

(
x

ε

)∣∣uε(T /3)
∣∣2 dx =∑

k�1

|ak|2e− 2λε
k
T

3 =∑
k�1

|ak|2
(λε

k)
2
e− 2λε

k
T

6
(
λε
k

)2
e− 2λε

k
T

6

�C(T )
∑
k�1

|ak|2
(λε

k)
2
e− 2λε

k
T

6 � C(T )
∥∥uε(T /6)

∥∥
H−2(0,1),

consequently, ∥∥uε(T /3)
∥∥
L2(0,1) � C(T )

∥∥uε(T /6)
∥∥
H−2(0,1), (88)

with C(T ) > 0 independent ofε ∈ (0,1).
Therefore, by (87) and (88),

‖u(T /3)‖L2(0,1) � C(T )
∥∥f ε

1

∥∥
L2(0, T3 )

, (89)

whereC(T ) is a positive constant independent ofε ∈ (0,1).
This completes the proof of (76).
In the second time intervalI2 = [T3 , 2T

3 ] we let the system to evolve freely. In other
words, we solve the uncontrolled system (31) with initial datumvε

0 = u(T
3 ), u being the

solution of (8) obtained in the first time intervalI1.

We have the following result:

LEMMA 5.2. –Let uε be the solution of(3) with f = 0 and with an initial u0 ∈
L2(0,1) such that

#k�[Dε−1]u0 = 0. (90)

Then ∥∥uε(t)
∥∥
L2(0,1) �

√
ρM

ρm

e
−λε

[Dε−1]t‖u0‖L2(0,1), (91)

for all t � 0.

Proof. –We decompose the initial datum in Fourier series:

u0 = ∑
j�Dε−1

ajϕ
ε
k(x). (92)

The solution of (3) withf = 0 may be written as:

uε(t) = ∑
j�[Dε−1]

aje−λε
k
tϕε

k (x). (93)



560 A. LÓPEZ, E. ZUAZUA / Ann. I. H. Poincaré – AN 19 (2002) 543–580

Then, due to the orthogonality of the eigenfunctionsϕε
k(x),

∥∥uε(t)
∥∥2
L2(0,1) �

1

ρm

1∫
0

ρ

(
x

ε

)∣∣uε(x, t)
∣∣2 dx = 1

ρm

∑
j�[Dε−1]

|aj |2e−2λε
k
t

� e
−2λε

[Dε−1]t

ρm

∑
j�[Dε−1]

|aj |2 = e
−2λε

[Dε−1]t

ρm

1∫
0

ρ

(
x

ε

)
|u0(x)|2 dx

� ρM

ρm

e
−2λε

[Dε−1]t
1∫

0

|u0(x)|2 dx = ρM

ρm

e
−2λε

[Dε−1]t‖u0‖2
L2(0,1). (94)

According to (91), the solution of system (31) verifies

∥∥uε(t)
∥∥
L2(0,1) �

√
ρM

ρm

e
−λε

[Dε−1](t−
T
3 )
∥∥∥∥uε

(
T

3

)∥∥∥∥
L2(0,1)

, (95)

for all T
3 � t � 2T

3 . In particular

∥∥∥∥uε

(
2T

3

)∥∥∥∥
L2(0,1)

�
√

ρM

ρm

e
−λε

[Dε−1]T /3
∥∥∥∥uε

(
T

3

)∥∥∥∥
L2(0,1)

. (96)

Taking (89), (96) and (18) into account we conclude that∥∥∥∥uε

(
2T

3

)∥∥∥∥
L2(0,1)

� C(T )e−π2D2T /(3ρMε2)

∥∥∥∥uε

(
T

3

)∥∥∥∥
L2(0,1)

, (97)

whereC(T ) is a positive constant independent ofε ∈ (0,1).
In the last time intervalI3 we control to zero the datumwε

0 = uε(2T
3 ) obtained in

the two previous steps. In other words, we solve (36) with the controlf ε
2 given by

Theorem 4.1. Then we have

uε(T ) = 0, (98)

as we wanted to prove. On the other hand,∥∥f ε
2

∥∥
L2( 2T

3 ,T )
�C(T )eC(T )/ε4/3∥∥wε

0

∥∥
L2(0,1)

�C(T )eC(T )/ε4/3
e−π2D2T/(3ρMε2)

∥∥∥∥uε

(
T

3

)∥∥∥∥
L2(0,1)

�C(T )eC(T )/ε4/3
e−π2D2T/(3ρMε2)‖u0‖L2(0,1). (99)

In particular ∥∥f ε
2

∥∥
L2( 2T

3 ,T )
� C1e−C2/ε

2
asε → 0, (100)

for suitableC1,C2 > 0.
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This argument shows that the control

f ε =


f ε
1 0 � t � T /3,

0 T /3< t < 2T /3,
f ε

2 2T /3� t � T ,
(101)

is such that the null controllability condition (98) holds and, according to (75) and (99),∥∥f ε
∥∥
L2(0,T )

� C‖u0‖L2(0,1),

whereC is a positive constant independent of 0< ε < 1.
This completes the proof of the uniform null controllabililty result of Theo-

rem 1.1. ✷
6. The limit process

This section is devoted to prove the convergence of the controls stated in Theorem 1.1.
We fix T > 0 andu0 ∈ L2(0,1). We then consider the controlf ε ∈ L2(0, T ) such that

the solution of (3) verifies (4). Note that, by Theorem 1.1,∥∥f ε
∥∥
L2(0,T )

� C‖u0‖L2(0,1), (102)

with C > 0 independent ofε ∈ (0,1).
By duality, it can be proved that the controlf ε may be chosen to be of the form

f ε(t) = ϕε
x(1, t), (103)

for all t ∈ (0, T ), whereϕε is the solution of
ρ(x

ε
)φε

t + φε
xx = 0, 0< x < 1, 0< t < T ,

φε(0, t) = φε(1, t) = 0, 0< t < T ,
φε(x, T ) = φ0(x), 0< x < 1,

(104)

which minimizes the functional

J ε(φε) = 1

2

T∫
0

∣∣φε
x(1, t)

∣∣2 dt −
1∫

0

ρ

(
x

ε

)
u0(x)φ

ε(x,0)dx, (105)

in the space

Fε =
{

g ∈ L2(0, T ): g = φε
x(1, t) for some solutionφ of (104)

with φε ∈ L2
loc(0, T ;H 2 ∩ H 1

0 (0,1))

}
, (106)

endowed with the norm

‖g‖Fε =
( T∫

0

∣∣φε
x(1, t)

∣∣2 dt

)1/2

. (107)
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Note that when we choose the controlf ε(t) = ϕε
x(1, t) the bound (102) is kept, i.e. the

sequence of minimizers of the funtionalsJ ε are such that

T∫
0

∣∣ϕε
x(1, t)

∣∣2 dt � C, (108)

whereC is a positive constant independent ofε ∈ (0,1). This is so since, actually,
the controlf ε(t) = ϕε

x(1, t) one obtains minimizingJ ε on Fε is the one of minimal
L2(0, T )-norm.

By extracting subsequences (that we still denote by the indexε) we deduce that

ϕε
x(1, t) → ς(t) weakly inL2(0, T ), asε → 0. (109)

First of all we are going to prove that the functionς(t) is a control of the limit
system (6).

The Euler equation satisfied by the sequence of minimizers{ϕε
x} of the functionalsFε

may be written as{∫ T

0 ϕε
x(1, t)φ

ε
x(1, t)dt − ∫ 1

0 ρ(x
ε
)u0(x)φ

ε(x,0)dx = 0,

for all φε solution of (104).
(110)

Let us fixφ0 ∈ H 2 ∩ H 1
0 (0,1) as the initial datum of (104). By Lemma 5.1,

φε
x(1, t) → φx(1, t) strongly inL2(0, T ), (111)

and

φε(x,0) → φ(x,0) strongly inL2(0,1), (112)

whereφ is the solution of the adjoint limit system
ρφt + φxx = 0, 0< x < 1, 0< t < T ,
φ(0, t) = φ(1, t) = 0, 0< t < T ,
φ(x,T ) = φ0(x), 0< x < 1.

(113)

Using (111) and (112) and passing to the limitε → 0 in (110) we obtain that

T∫
0

ς(t)φx(1, t)dt −
1∫

0

ρu0(x)φ(x,0)dx = 0, (114)

for all φ solution of (113) withφ0 ∈ H 2 ∩H 1
0 (0,1).

But then the solutionu of the controlled heat equation (6) with controlf = ς is such
that

u(x, T ) = 0, for all x ∈ (0,1). (115)
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Indeed, multiplying in (6) byφ solution of (113) and integrating by parts we deduce that

T∫
0

ς(t)φx(1, t)dt +
1∫

0

ρu(x, t)φ(x, t)dx
∣∣∣∣T
0

= 0, (116)

which combined with (114) implies that

1∫
0

u(x, T )φ0 dx = 0, for all φ0 ∈ H 2 ∩ H 1
0 (0,1), (117)

and this implies (115).
Consequently the weak limitς(t) is a null control for the limit equation (6).
We are now going to prove the following two facts to complete the proof of

Theorem 1.1:
(a) The limitς is uniquely determined, i.e. it is independent of the subsequence;
(b) The convergence (109) holds in the strong topology ofL2(0, T ).

We proceed as follows. According to the first statement of Theorem 1.1 and by
Theorem 1.2, the uniform observability

∥∥φε(·,0)
∥∥2
L2(0,1) � C(T )

T∫
0

∣∣φε
x(1, t)

∣∣2 dt, (118)

holds for everyφε solution of system (11) and for anyT > 0. Consequently (118) holds
also in any interval of the form(τ, T ), with 0 < τ < T and provides an estimate ofφε

at t = τ. Applying this estimate toϕε, the minimizer of the functionalJ ε in Fε, we
deduce that

∥∥ϕε(·, τ )∥∥2
L2(0,1) � C(T − τ)

T∫
τ

∣∣ϕε
x(1, t)

∣∣2 dt, (119)

with 0� τ < T .

Taking (108) and (119) into account we deduce that

∥∥ϕε(·, τ )∥∥2
L2(0,1) � C(T − τ), for all 0 � τ < T, (120)

with another positive constantC(T − τ) independent ofε ∈ (0,1).
By the regularizing effect of Eq. (11) the bound (120) implies that

∥∥ϕε(·, τ )∥∥2
H2∩H1

0 (0,1) � C(T − τ), for all 0 � τ < T, (121)

with a different constantC(T − τ).
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By extracting subsequences once again (that we still denote by the indexε) we deduce
that

ϕε(x, t) → ϕ(x, t) strongly inL2((0,1) × (0, τ )
)
,

ϕε(x, τ) → ϕ(x, τ) strongly inL2(0,1),
(122)

for all 0� τ < T .

Multiplying (104) by an arbitrary functionθ ∈ C∞((0,1)× (0, τ )) such thatθ(0, t) =
θ(1, t) = θ(x,0) = 0 and integrating by parts,

τ∫
0

1∫
0

ϕε

(
ρ

(
x

ε

)
θt − θxx

)
dx dt −

1∫
0

ρ

(
x

ε

)
ϕεθ(x, τ)dx = 0. (123)

Passing to the limitε → 0 in the above expression we obtain that

τ∫
0

1∫
0

ϕ(ρθt − θxx)dx dt −
1∫

0

ρϕθ(x, τ)dx = 0. (124)

We deduce thatϕ verifies the equation{
ρϕt + ϕxx = 0, 0< x < 1, 0< t < τ ,
ϕ(0, t) = ϕ(1, t) = 0, 0< t < τ ,

(125)

for all 0< τ < T.

By (122) and (125) we deduce that

ϕε
x(1, t) → ϕx(1, t) strongly inL2(0, τ ), asε → 0, (126)

for all 0< τ < T.

Taking (122) and (126) into account we deduce that

ϕx(1, t) = ς(t) for all 0< t < T . (127)

In order to identify the functionϕ(x, t) let us consider the adjoint limit system:
ρφt + φxx = 0, 0< x < 1, 0< t < T ,
φ(0, t) = φ(1, t) = 0, 0< t < T ,
φ(x,T ) = φ0(x), 0< x < 1.

(128)

We define the space

F =
{
g ∈ L2(0, T ): g = φx(1, t) for some solutionφ of (128)

with φ ∈ L2
loc(0, T ;H 2 ∩H 1

0 (0,1))

}
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endowed with the norm

‖g‖F =
( T∫

0

|φx(1, t)|2 dt

) 1
2

. (129)

We also define the following quadratic functional onF :

J (φ) = 1

2

T∫
0

|φx(1, t)|2 dt − ρ

1∫
0

u0(x)φ(x,0)dx. (130)

The solutionφ of (128) satisfies the following observability inequality:

‖φ(·,0)‖2
L2(0,1) � C

T∫
0

|φx(1, t)|2 dt, (131)

with C > 0 independent of the solutionφ. This inequatily is well-known to hold, see for
instance [14]. It can also be derived as limit whenε → 0 of the uniform inequatily (12).

In view of (131) it is easy to see that the functionalJ achieves its unique minimum at
a single pointψ ∈ F, which is characterized by the Euler equation:

T∫
0

ψx(1, t)φx(1, t)dt −
1∫

0

ρu0(x)φ(x,0)dx = 0, (132)

for all φ solution of (128).
Comparing (114) and (132), taking into account thatς(t) = ϕx(1, t), we deduce that

ψ(x, t) = ϕ(x, t), (133)

and consequently

ϕε
x(1, t) → ψx(1, t) weakly inL2(0, T ). (134)

By lower semicontinuity we have that

J (ψ) � lim
ε→0

inf
(
J ε(ϕε)

)
. (135)

On the other hand, for anyφ0 ∈ H 2 ∩ H 1
0 (0,1), by Lemma 5.1, the solutions of (104)

verify that

J (φ) = lim
ε→0

(
J ε(φε)

)
, (136)

and consequently,

J (ψ) � lim
ε→0

sup
(
J ε(ϕε)

)
. (137)

By (135), (137) and taking into account that

ϕε(x,0) → ψ(x,0) strongly inL2(0,1), (138)
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we deduce that

T∫
0

∣∣ϕε
x(1, t)

∣∣2 dt →
T∫

0

|ψx(1, t)|2 dt, asε → 0. (139)

By (134) and (139) we conclude that

{
ϕε
x(1, t)

}→ ψx(1, t) strongly inL2(0, T ). (140)

In what concerns the convergence of solutionsuε, proceeding by transposition
and with the aid of Lemma 5.1 and Remark 5.1, it can be easily shown thatuε

is uniformly bounded inL∞(0, T ;H−s(0,1)) for all s > 3/2. The weak-* limit in
L∞(0, T ;H−s(0,1)) of uε can be easily seen to be the unique solution of (6) with the
limit control f that is defined by transposition as well.

7. Futher comments and results

In this section we discuss some variants and extensions of the results of this paper and
also some open problems.

7.1. The case ρ ∈ W 1,∞(R)

In the caseρ ∈ W 1,∞(R) the above control strategy in three steps can also be applied.
The existence of a uniformly bounded sequence of controls{f ε} can be proved provided
T > T0, whereT0 is a large enough constant.

The caseρ ∈ L∞(R) is by now an open problem.

7.2. Dimension N > 1

Using the partial controllability result proved in [13] for the wave equation with
rapidly oscillating coefficients and the methods in [19] the partial null controllability
result stated in Theorem 3.1 can be extended to dimensionN > 1 when the control acts
on a part of the boundary satisfying the geometric control condition for the limit wave
equation. However in the case of several space dimensions Lemma 4.1 can not be applied
directly since we may not use the change of variables (150)–(160).

One may expect that a convenient Global Carleman Estimate for the adjoint system
will provide a result similar to Lemma 4.1 in several space dimensions. This would
allow to apply the above control strategy in three steps and to conclude the uniform
null-controllability of the heat equation with rapidly oscillating coefficients in several
space dimensions and when the control acts on a subset of the boundary that satisfies
the geometric control condition for the limit wave equation. But this is by now an open
problem.
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7.3. System ut − (a(x
ε
)ux)x = 0

Let us consider the following system:
uε
t − (a(x

ε
)uε

x)x = 0, 0< x < 1, 0< t < T ,
uε(0, t) = 0, uε(1, t) = f ε(t), 0< t < T ,
uε(x,0) = u0(x), 0< x < 1,

(141)

where 0< ε < 1 anda(x) ∈ W 2,∞(R) is a periodic function satisfying

0< am � a(x) � aM < +∞, (142)

for all x ∈ R. Without loss of generality we may assume thata is of period 1.
The homogenized limit asε → 0 of (141) is the averaged systemut − (( 1

a
))−1uxx = 0, 0< x < 1, 0< t < T ,

u(0, t) = 0, u(1, t) = f (t), 0< t < T ,
u(x,0) = u0(x), 0< x < 1,

(143)

where (
1

a

)
=

1∫
0

ds

a(s)
(144)

(see [5] as a reference on homogenization theory).
We have the following result:

THEOREM 7.1. –Under the above assumptions ona, for any T > 0, and u0 ∈
L2(0,1) there exists a sequence of controls{f ε} of (141)such that

{f ε} → f strongly inL2(0, T ) asε → 0, (145)

f being a control of the limit system(143).

The proof of Theorem 7.1 is based on the following change of variables:

z =
∫ x/ε

0
ds
a(s)∫ 1/ε

0
ds
a(s)

= δ(ε)h

(
x

ε

)
, (146)

where

h(t) =
t∫

0

ds

a(s)
and δ(ε) = 1∫ 1/ε

0
ds
a(s)

= 1

h(1/ε)
. (147)

Then system (141) is equivalent to
(ε/δ(ε))2a(h−1(z/δ(ε)))uε

t − uε
zz = 0, 0< z < 1, 0< t < T ,

uε(0, t) = 0, uε(1, t) = f ε(t), 0< t < T ,
uε(z,0) = u0(εh

−1(z/δ(ε))), 0< z < 1,
(148)
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wherea(h−1(t)) is periodic, with period,

T =
1∫

0

1

a(s)
ds. (149)

The proof of Theorem 1.1 can be generalized to system (148).

8. Appendix

8.1. Proof of Lemma 4.1

Let us consider the following change of variables in (72):

y = H(x) =
x∫

0

√
a(s)ds. (150)

Note thatH is a monotone increasing function. We have that

x = H−1(y). (151)

Then
d

dy
= 1√

a(x)

d

dx
, (152)

1

a(x)

d2

dx2
= 1

a(x)

d

dx

(√
a(x)

d

dy

)
= a′(x)

2a(x)
3
2

d

dy
+ d2

dy2
, (153)

wherea′(x) denotes the first derivative ofa with respect tox.
System (72) is equivalent to

φt + φyy + a′(H−1(y))

2a(H−1(y))3/2φy = 0, 0< y < y1, 0< t < T ,
φ(0, t) = φ(y1, t) = 0, 0< t < T ,
φ(y,T ) = φ0, 0< y < y1,

(154)

wherey1 is given by

y1 =
1∫

0

√
a(s)ds. (155)

Note that
√
am � y1 � √

aM. (156)

The functionθ(y, t) given by

θ(y, t) = e
∫ y

0
a′(H−1(s))/4a(H−1(s))3/2 ds

φ(y, t), (157)



A. LÓPEZ, E. ZUAZUA / Ann. I. H. Poincaré – AN 19 (2002) 543–580 569

verifies 
θt + θyy − b(y)θ = 0, 0< y < y1, 0< t < T ,
θ(0, t) = θ(y1, t) = 0, 0< t < T ,
θ(y, T ) = θ0, 0< y < y1,

(158)

where

b(y) =
((

a′(H−1(y))

4a(H−1(y))3/2

)′
+
(

a′(H−1(y))

4a(H−1(y))3/2

)2)
, (159)

and

θ0 = e−
∫ y

0
a′(H−1(s))/4a(H−1(s))3/2 ds

φ0. (160)

We have the following observability result for the solutions of (158).

LEMMA 8.1. –There exist positive constantsC1 andC2, independent of the function
b(y), such that

‖θ(·,0)‖2
L2(0,y1)

� C1 exp

{
C2‖b‖2/3

L∞(0,y1)
+

y1∫
0

∣∣∣∣ a′(H−1(s))

2a(H−1(s))3/2

∣∣∣∣ds
} T∫

0

|θy(y1, t)|2 dt,

(161)
for all θ solution of(158).

Applying Lemma 8.1 withb(y) given by (159) and taking (150), (152) and (157) into
account we obtain (74).

It only remains to prove Lemma 8.1.

Proof of Lemma 8.1. –Let us consider the space

Z0 = {
q ∈ C2([0, y1] × [0, T ]): q = 0 in {0, y1} × (0, T )

}
, (162)

wherey1 is given by (155). In the appendix we prove the following result, see also [10]
and [11]:

LEMMA 8.2. –There exist a positive functionξ ∈ C4([0, y1] × (0, T )) and positive
constantss0, s1 andC∗which depend onT andy1, such that:

1

s

∫
(0,y1)×(0,T )

ξ−2st (T − t)
(|∂tq|2 + |∂yyq|2)+ s

∫
(0,y1)×(0,T )

ξ−2s

t (T − t)
|∂yq|2

+ s3
∫

(0,y1)×(0,T )

ξ−2s

t3(T − t)3
|q|2

� C∗

( ∫
(0,y1)×(0,T )

ξ−2s∣∣∂tq + ∂yyq − b(y, t)q
∣∣2 + s

T∫
0

ξ−2s

t (T − t)
|qy(y1, t)|2

)
, (163)

holds for allb ∈ L∞((0, y1) × (0, T )), s � s0 + s1‖b‖2/3∞ andq ∈ Z0.
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Remark8.1. – Taking into account that

0<
√
am � y1 � √

aM < +∞, (164)

the constantC∗ in (163) can be chosen to be independent ofy1. See the proof of
Lemma 8.2.

Inequality (163) is known asGlobal Carleman Inequality associated to the system
qt + qyy − b(y, t)q = 0, 0< y < y1, 0< t < T ,
q(0, t) = q(y1, t) = 0, 0< t < T ,
q(y, T ) = q0, 0< y < y1.

(165)

The functionξ for which (163) holds is not unique. One possible choice forξ is the
following:

ξ(y, t) = e
eλξ −eλξ0
t (T−t) , (166)

whereλ is a large enough constant, independent ofb, ξ is a constant such that

ξ > ξ0(y),

for all y ∈ (0, y1) and ξ0(y) is an special function. In our case, i.e. in one space
dimension, anyC4 strictly increasing function is a suitable choice (we refer to [10] and
[11] for the construction of this function in several space dimensions).

Applying (163) to the solutions of (158) and by a density argument we have that

s2
∫

(0,y1)×(0,T )

ξ−2s

t3(T − t)3
|θ |2 � C∗

T∫
0

ξ−2s

t (T − t)
|θy(y1, t)|2, (167)

for all s � s0 + s1‖b‖2/3∞ . The function

ξ−2s

t (T − t)
= e−2s eλξ −eλξ0

t (T−t)

t (T − t)
, (168)

is uniformly bounded (note thatξ > ξ0(y)) and then

T∫
0

ξ−2s

t (T − t)
|∂yθ(y1, t)|2 � C

T∫
0

|∂yθ(y1, t)|2, (169)

whereC is a positive constant which depends only onT .

On the other hand,

ξ−2s

t3(T − t)3
= e−s eλξ −eλξ0

t (T−t)

t3(T − t)3
� e−2s eλξ

t (T−t)

t3(T − t)3
, (170)
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and then,

T∫
0

y1∫
0

ξ−2s

t3(T − t)3
|θ(y, t)|2 dy dt �

T∫
0

e−2s eλξ
t (T−t)

t3(T − t)3

y1∫
0

|θ(y, t)|2 dy dt. (171)

We have the following estimate for the solutions of (158):

LEMMA 8.3. –There existsC > 0 independent ofa such that

‖θ(·, t)‖2
L2(0,y1)

� Ce−
∫ y1

0
|a′(H−1(s))/2a(H−1(s))2/3|ds‖θ(·,0)‖2

L2(0,y1)
, (172)

for all t � 0 andθ solution of(158).

Proof. –Assume thatT > 0 is fixed. Multiplying (72) byφ and integrating in space
we get

1

2

d

dt

1∫
0

a(x)|φ|2 dx −
1∫

0

|φx |2 dx = 0. (173)

We deduce that

d

dt

1∫
0

a(x)|φ|2 dx � 0. (174)

Consequently,

1∫
0

a(x)
∣∣φ0∣∣2 dx �

1∫
0

a(x)|φ(x,0)|2 dx. (175)

By (150) and (157) we obtain that
y1∫

0

√
a
(
H−1(y)

) ∣∣e∫ y

0
a′(H−1(s))/4a(H−1(s))3/2 ds

θ0∣∣2 dy

�
y1∫

0

√
a
(
H−1(y)

) ∣∣e−
∫ y

0
a′(H−1(s))/4a(H−1(s))2/3 ds

θ(y,0)
∣∣2 dy. (176)

From (176) we obtain (172). ✷
Going back to (171) we have that

T∫
0

y1∫
0

ξ−2s

t3(T − t)3
|θ(y, t)|2

� Ce−
∫ y1

0
|
∫ y

0
a′(H−1(s))/4a(H−1(s))3/2|ds

y1∫
0

|θ(y,0)|2 dy

T∫
0

e−2s eλξ
t (T−t)

t3(T − t)3
dt, (177)
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and then, by (169),

y1∫
0

|θ(y,0)|2 dy

T∫
0

e−2s eλξ
t (T−t)

t3(T − t)3
dt

� Ce
∫ y1

0
|
∫ y

0
a′(H−1(s))/4a(H−1(s))2/3|ds

T∫
0

|∂yθ(y1, t)|2 dt, (178)

for all s � s0 + s1‖b‖2/3∞ . Let us take in (178)

s = s0 + s1‖b‖2/3
∞ . (179)

We have that

T∫
0

e−2s eλξ
t (T−t)

t3(T − t)3
dt �

3T
4∫

T
4

e−2s0
eλξ

t (T−t)

t3(T − t)3
e−2s1‖b‖2/3

∞ eλξ
t (T−t) dt � C1(T )e−C2(T )‖b‖2/3

∞ . (180)

From (178) and (180) we obtain (161).✷
8.2. Proof of Lemma 8.2

The main ideas for this proof are presented in [11] and [10]. In this section we give a
sketch of the proof of the inequality we need.

We are going to prove inequality (163) withy1 = 1. In fact, after carefully analyzing
the proof below it can be seen that the constantC∗ depends continously ony1. From this
result and taking into account that

0<
√
am � y1 � √

aM < +∞, (181)

it can be proved that inequality (163) holds with a positive constantC∗ depending only
onam, aM andT .

In this section‖ · ‖ and (·, ·) will stand for the norm and the scalar product
in L2((0,1) × (0, T )), respectively. Futhermore, all integrals below are extended to
(0,1) × (0, T ) unless otherwise specified.

Let us start with the caseb = 0. We define the following functions:

ξ1(x) = eλξ − eλξ0(x), ϕ(x, t) = ξ1(x)

t (T − t)
and ξ(x, t) = eϕ(x,t), (182)

whereλ is a positive constant that we will fix later,ξ0(x) is a positive function inC4[0,1]
with (ξ0)x �= 0 for all x ∈ [0,1] and(ξ0)x|x=0 � 0. Moreoverξ is a positive constant such
thatξ > ξ0(x) for all x ∈ [0,1].

Let us considerq ∈ Z0. We denote

ψ = ξ−sq = e−sϕq, (183)
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wheres is a parameter which will be chosen later. We have that

ψt + ψxx = −sψϕt + e−sϕqt

− sψxϕx − sψϕxx − sψxϕx − s2ψ(ϕx)
2 + e−sϕqxx. (184)

We introduce the notation

M1(ψ) = ψt + 2sψxϕx, (185)

M2(ψ) = ψxx + s2ψ(ϕx)
2 + sψϕt , (186)

ws = e−sϕ(qt + qxx), (187)

so that

M1(ψ) + M2(ψ) = ws − sψϕxx. (188)

We deduce the following identity,

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + 2
(
M1(ψ),M2(ψ)

)= ‖ws − sψϕxx‖2. (189)

Now, let us analyze the scalar product in (189):(
M1(ψ),M2(ψ)

)=
∫

ψtψxx + 2s
∫

ψxϕxψxx + s2
∫

ψψt(ϕx)
2

+ 2s3
∫

ψxϕxψ |ϕx |2 + s

∫
ψtϕtψ + 2s2

∫
ψϕxψxϕt

= I1 + 2sI2 + s2I3 + 2s3I4 + sI5 + 2s2I6. (190)

We have that

I1 =
∫

ψtψxx = −
∫

(ψx)tψx = −1

2

∫ (|ψx|2)t = 0, (191)

I2 =
∫

ψxϕxψxx = 1

2

∫ (|ψx |2)xϕx

= −1

2

∫
ϕxx|ψx |2 + 1

2

T∫
0

ϕx(1, t)|ψx(1, t)|2 − 1

2

T∫
0

ϕx(0, t)|ψx(0, t)|2, (192)

I3 =
∫

ψψt(ϕx)
2 = 1

2

∫ (|ψ |2)
t
(ϕx)

2 = −1

2

∫
|ψ |2(|ϕx |2)t , (193)

I4 =
∫

ψxϕxψ |ϕx |2 = 1

2

∫ (|ψ |2)
x
(ϕx)

3 = −3

2

∫
|ψ |2|ϕx |2ϕxx, (194)

I5 =
∫

ψt(ϕt)ψ = 1

2

∫ (|ψ |2)
t
ϕt = −1

2

∫
|ψ |2ϕtt , (195)

and finally,

I6 =
∫

ψϕxψxϕt = 1

2

∫ (|ψ |2)
x
ϕxϕt = −1

2

∫
|ψ |2(ϕxxϕt + ϕx(ϕx)t

)
. (196)
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Consequently,

‖M1(ψ)‖2 + ‖M2(ψ)‖2 − 6s3
∫

|ψ |2|ϕx |2ϕxx

+ 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2 − 2s
∫

ϕxx|ψx|2 − 2s

T∫
0

ϕx(0, t)|ψx(0, t)|2

= ‖ws − sψϕxx‖2 + s

∫
|ψ |2ϕtt + 2s2

∫
|ψ |2(ϕxxϕt + 2ϕx(ϕx)t

)
. (197)

First note that

−2s

T∫
0

ϕx(0, t)|ψx(0, t)|2 � 0, (198)

and then

‖M1(ψ)‖2 + ‖M2(ψ)‖2 − 6s3
∫

|ψ |2|ϕx|2ϕxx

+ 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2 − 2s
∫

ϕxx|ψx|2

� ‖ws − sψϕxx‖ + s

∫
|ψ |2ϕtt + 2s2

∫
|ψ |2(ϕxxϕt + 2ϕx(ϕx)t

)
. (199)

Using the particular form ofϕ we see that forλ large enough

−|ϕx |2ϕxx � Aλ|ϕx|3 +A|ϕx |3, (200)

whereA is a constant independent ofT . On the other hand, we can see that

|ϕtt | + |ϕx(ϕx)t | + |ϕxxϕt | � C|ϕx |3, (201)

whereC is a positive constant.
Consequently,

s

∫
|ψ |2ϕtt + 2s2

∫
|ψ |2(ϕxxϕt + 2ϕx(ϕx)t

)
� Cs2

∫
|ϕx|3|ψ |2. (202)

Then,

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + 6s3
∫

|ψ |2(Aλ|ϕx |3 + A|ϕx |3)+ 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2

− 2s
∫

ϕxx|ψx|2 � ‖ws − sψϕxx‖2 + Cs2
∫

|ϕx|3|ψ |2, (203)

and
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‖M1(ψ)‖2 + ‖M2(ψ)‖2 + 6s3
∫

|ψ |2(Aλ|ϕx |3 + A|ϕx |3)− Cs2
∫

|ϕx |3|ψ |2

+ 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2 − 2s
∫

ϕxx|ψx |2 � ‖ws − sψϕxx‖2. (204)

For s large enough,

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + s3
∫

|ψ |2(Aλ|ϕx |3 + A|ϕx |3)− 2s
∫

ϕxx|ψx |2

� ‖ws − sψϕxx‖2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (205)

Using that

‖ws − sψϕxx‖2 � 2‖ws‖2 + 2s2
∫

|ϕxx|2|ψ |2, (206)

we obtain that

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + s3
∫

|ψ |2(Aλ|ϕx |3 + A|ϕx |3)− 2s
∫

ϕxx|ψx |2

� 2‖ws‖2 + 2s2
∫

|ϕxx|2|ψ |2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (207)

Using once again thats is sufficiently large,

2s2|ϕxx|2 � Aλs3|ϕx |3|ϕx|3. (208)

The term 2s2
∫ |ϕxx|2|ψ |2 in (207) is dominated bys3

∫ |ψ |2Aλ|ϕx |3. Then

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + s3
∫

|ψ |2(Aλ|ϕx |3 +A|ϕx |3)
� 2‖ws‖2 + 2s

∫
ϕxx|ψx|2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (209)

On the other hand, integrating by parts,

2s
∫

ϕxx|ψx |2 = 2s
∫

ϕxxψxψx = −2s
∫

ψϕxxxψx − 2s
∫

ψϕxxψxx

= −s

∫
ϕxxx

(|ψ |2)
x
− 2s

∫
ψϕxxψxx

= s

∫
ϕxxxx|ψ |2 − 2s

∫
ψϕxxψxx. (210)

By (188),

−2s
∫

ψϕxxψxx =
∫

2s
(
M1(ψ) + s2ψ(ϕx)

2 + sψϕt −ws + sψϕxx

)
ψϕxx. (211)
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Takingλ large enough we have thatϕxx � 0, and

−2s
∫

ψϕxxψxx �
∫

2s
(
M1(ψ) + sψϕt − ws + sψϕxx

)
ψϕxx

� 1

2
‖M1(ψ)‖2 + ‖ws‖2 + Cs2

∫ (
ϕxxϕt + |ϕxx|2)|ψ |2. (212)

By (209),

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + s3
∫

|ψ |2(Aλ|ϕx |3 + A|ϕx |3)
� 2‖ws‖2 + 2s

∫
ϕxx|ψx|2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2

= 2‖ws‖2 + s

∫
ϕxxxx|ψ |2 − 2s

∫
ψϕxxψxx − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2

� 3‖ws‖2 + s

∫
ϕxxxx|ψ |2 + 1

2
‖M1(ψ)‖2

+Cs2
∫ (

ϕxxϕt + |ϕxx|2)|ψ |2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (213)

It can be proved that

s

∫
ϕxxxx|ψ |2 � Cs2

∫
|ϕx|3|ψ |2. (214)

By (201), (208) and (214) the termss
∫
ϕxxxx|ψ |2 andCs2

∫
(ϕxxϕt + |ϕxx|2)|ψ |2 are

dominated by

s3
∫

|ψ |2(Aλ|ϕx|3 +A|ϕx |3). (215)

Then

‖M1(ψ)‖2 + ‖M2(ψ)‖2 + s3
∫

|ψ |2(Aλ|ϕx |3 + A|ϕx |3)
� C‖ws‖2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (216)

On the other hand,

1

s

∫
|ϕx|−1|ψxx|2 = 1

s

∫
|ϕx |−1(M2(ψ)− s2ψ(ϕx)

2 − sψϕt

)2
� 2

s

∫
|ϕx |−1|M2(ψ)|2 + 2

s

∫
|ϕx |−1(s2ψ(ϕx)

2 − sψϕt

)2
� 2

s

∫
|ϕx |−1|M2(ψ)|2 + 4s3

∫
|ϕx |3|ψ |2 + 4s

∫
|ϕx |−1(ϕt )

2|ψ |2. (217)



A. LÓPEZ, E. ZUAZUA / Ann. I. H. Poincaré – AN 19 (2002) 543–580 577

We have that
2

s
|ϕx|−1 � 1, (218)

and

4s|ϕx |−1(ϕt)
2 � Cs3|ϕx |3, (219)

for s large enough. Consequently,

2

s

∫
|ϕx |−1|M2(ψ)|2 � ‖M2(ψ)‖2, (220)

and by (217),

1

s

∫
|ϕx|−1|ψxx|2 � ‖M2(ψ)‖2 + Cs3

∫
|ϕx|3|ψ |2. (221)

We have that

‖M1(ψ)‖2 + Aλs3
∫

|ψ |2|ϕx |3 + C

s

∫
|ϕx |−1|ψxx|2

� C‖ws‖2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (222)

Taking into account that

Asλ1/2
∫

|ϕx ||ψx|2 � 1

s

∫
|ϕx |−1|ψxx|2 + s3λ

∫
|ϕx |3|ψ |2, (223)

and

|ϕx | = −ϕx, (224)

we get

(|ϕx |)xx = −ϕxxx. (225)

It can be seen that

−ϕxxx � C|ϕx|3, (226)

and

s3λ

2

∫
|ϕx |2|ψ |2 + sλ1/2

2

∫
(|ϕx|)xx|ψ |2 � s3λ

∫
|ϕx |3|ψ |2. (227)

Then

‖M1(ψ)‖2 + sλ1/2
∫

|ϕx||ψx |2 + C

s

∫
|ϕx |−1|ψxx|2 + s3λ

∫
|ϕx|3|ψ |2

� C‖ws‖2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2. (228)
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Finally,

1

s

∫
|ϕx|−1|ψt |2 � 2

s

∫
|ϕx|−1(M1(ψ))2 + 8s

∫
|ϕx ||ψx|2. (229)

By (218) and, see (223),

Cs

∫
|ϕx||ψx |2 � 1

λ1/2s

∫
|ϕx|−1|ψxx|2 + s3λ1/2

∫
|ϕx|3|ψ |2.

We obtain that

1

s

∫
|ϕx |−1|ψt |2 � ‖M1(ψ)‖2 + 1

λ1/2s

∫
|ϕx |−1|ψxx|2 + s3λ1/2

∫
|ϕx|3|ψ |2. (230)

Coming back to (228),

1

s

∫
|ϕx |−1|ψt |2 + sλ1/2

∫
|ϕx||ψx |2 + (C − 1

λ1/2 )

s

∫
|ϕx |−1|ψxx|2 + s3λ

∫
|ϕx|3|ψ |2

� C‖ws‖2 − 2s

T∫
0

ϕx(1, t)|ψx(1, t)|2, (231)

and then

1

s

∫
|ϕx |−1(|ψt |2 + |ψxx|2)+ s

∫
|ϕx ||ψx|2 + s3

∫
|ϕx|3|ψ |2

� C

(
‖ws‖2 − s

T∫
0

ϕx(1, t)|ψx(1, t)|2
)
. (232)

Replacingψ by ξ−sq it is not difficult to deduce that there exists a positive constantC∗
such that forλ ands sufficiently large,

1

s

∫
(0,1)×(0,T )

ξ−2st (T − t)
(|qt |2 + |qxx|2)

+ s

∫
(0,1)×(0,T )

ξ−2s

t (T − t)
|qx |2 + s3

∫
(0,1)×(0,T )

ξ−2s

t3(T − t)3
|q|2

� C∗

( ∫
(0,1)×(0,T )

ξ−2s|∂tq + qxx|2 + s

T∫
0

ξ−2s

t (T − t)
|qx(1, t)|2

)
. (233)

Let us consider now the caseb(y, t) �= 0. By (233),

1

s

∫
ξ−2st (T − t)

(|qt |2 + |qxx|2)+ s

∫
ξ−2s

t (T − t)
|qx |2 + s3

∫
ξ−2s

t3(T − t)3
|q|2

� 2C∗

(∫
ξ−2s|qt + qxx − bq|2 + 2

∫
ξ−2s|q|2|b|2 + s

T∫
0

ξ−2s

t (T − t)
|qx(1, t)|2

)
, (234)
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or equivalently,

1

s

∫
ξ−2st (T − t)

(|qt |2 + |qxx|2)
+ s

∫
ξ−2ss

t (T − t)
|qx |2 + s3

∫
ξ−2s|q|2

(
s3

t3(T − t)3
− 4C∗|b|2

)

� 2C∗

(∫
ξ−2s|qt + qxx − bqx |2 + s

T∫
0

ξ−2s

t (T − t)
|qx(1, t)|2

)
. (235)

We take,

s � C1/3
∗ T 2‖b‖2/3

L∞((0,1)×(0,T )), (236)

to garantee that

s3

t3(T − t)3
− 4C∗|b|2 > 0.

Redefining the constantC∗, we have that

1

s

∫
ξ−2st (T − t)

(|qt |2 + |qxx|2)+ s

∫
ξ−2s

t (T − t)
|qx |2 + s3

∫
ξ−2s

t3(T − t)3
|q|2

� C∗

(∫
ξ−2s|qt + qxx − bq|2 + s

T∫
0

ξ−2s

t (T − t)
|qx(1, t)|2

)
, (237)

for all s � s1(T )‖b‖2/3
L∞((0,1)×(0,T )), wheres1(T ) is a positive constant depending onT

but not onb. ✷
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