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ABSTRACT. – We define a “renormalized” Morse index, and prove a
Bahri–Lions type result for critical points ofE(u, v) = ∫Ω{∇u · ∇v −
H(x,u, v)}dx; i.e., we establish an a priori bound for critical points
with bounded Morse index.

RÉSUMÉ. – Nous définissons un indice de Morse généralisé pour les
points critiques de la fonctionE(u, v) = ∫Ω{∇u · ∇v − H(x,u, v)}dx
défini surH 1

0 (Ω)×H 1
0 (Ω).

Le but principal de ce travail est la démonstration d’une estimation
de type Bahri–Lions [2] pour les points critiques. Nous montrons pour
chaque entierm ∈ N que l’ensemble des points critiques dont l’indice
renormaliséµ satisfaitµ6m est borné dansL∞(Ω)×L∞(Ω).
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1. INTRODUCTION AND MAIN THEOREM

In [1] we obtained existence and multiplicity results for critical points
in C1

0(Ω)×C1
0(Ω) of the functional

fH(u, v)=
∫
Ω

{∇u · ∇v−H(x,u, v)}dx (1)

whose Euler–Lagrange equations are the following semilinear elliptic
system

−1u=Hv(x,u, v), −1v =Hu(x,u, v), (2)

with Dirichlet boundary conditions. If one chooses

H(x,u, v)= a(x) |u|
p+1

p+ 1
+ b(x) |v|

q+1

q + 1
(3)

then (2) becomes

−1u= b(x)vq, −1v = a(x)up. (4)

Our method in [1] is to use Floer’s version of Morse theory. In fact our
motivation for this work and [1] was to see how well Floer’s approach
adapts to PDE problems involving indefinite functionals likefH . In
Floer’s approach one defines a “renormalized Morse index” for critical
points, and then defines homology groups which allow one to estimate
how many critical points with a given indexfH should have. It turned
out in [1] that Floer’s method can indeed be used in a straightforward
way, provided one can establish enough compactness, both for the critical
points, and for the orbits of the gradient flow which connect the critical
points. To our surprise we found that the flow which gives the best
compactness properties for the connecting orbits is the gradient flow in
H 1

0 (Ω)×H 1
0 (Ω), or more generally,Hs×H 2−s . This flow is well posed,

in contrast with theL2 gradient flows that are usually chosen to define
Floer homology. For theL2 gradient flows ill-posedness of the initial
value problem caused by ellipticity of the gradient flow PDE is largely
responsible for compactness of the set of connecting orbits.

After establishing the Morse relations, and from there existence and
multiplicity results for critical points offH in [1] it was natural to ask
what could be said about the renormalized Morse index of critical points.
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To do this we needed a compactness theorem for critical points with
bounded index. Our main result in this paper is precisely such a theorem:

THEOREM 1A. – Let Ω ⊂ Rn be a bounded domain with smooth
boundary ∂Ω . We assumen > 3, and we assume the system(4) is
superlinear, i.e.,p,q > 1, and subcritical

1

p+ 1
+ 1

q + 1
> 1− 2

n
. (5)

For anym ∈ N there is a constantCm depending ona, b andΩ , such
that any critical point offH with lower indexµ−(z0)6m satisfies

sup
Ω

{|u|, |v|}6Cm.
We recall the definition of the renormalized index in Section 2 below.
This theorem is similar to a theorem of Bahri and Lions [2] (see also

Yang [8]) who show that boundedness of the Morse index of solutions
of the scalar equation1u + up = 0 imply a priori L∞ estimates for
the solutions. We cannot imitate their proof however, since they use the
minimax characterization of eigenvalues of−1+ V (x) in terms of the
quotients ∫ |∇φ|2+ V (x)φ(x)2 dx∫

φ(x)2 dx
.

(See [3, Chapter 6].) This description always deals with “the firstn

eigenvalues” which makes no sense in our setting, since the second
variation d2fH(z) at a critical pointz ∈ C1

0(Ω) × C1
0(Ω) always has

infinitely many positive and negative eigenvalues. In Section 3 we
overcome this problem by giving an alternative description of the index
of a critical point z in terms of the spectrum of an integral operator
associated with the matrix

P(x)=
(
Huu(x.z(x)) Hvu(· · ·)
Huv(· · ·) Hvv(· · ·)

)
.

In Section 4 we begin the compactness proof along the same lines
as Bahri and Lions. Assuming compactness fails, we use a blow-up
argument to reduce the problem to that of computing the index of entire
solutions to the “constant coefficient version” of (4), i.e., (4) witha(x)
and b(x) independent ofx. This prompts us to study entire solutions,
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which we do in Sections 5–7, where we prove two Liouville type
theorems. In Sections 8–10 we then complete the compactness proof.

The proof we give actually applies to more general functionsH .
To state the more general result we consider a sequence of functions
H(k) ∈C2(Ω ×R2). We say this sequence satisfies condition(∗) if

For any sequence of pointsPk ∈Ω and numbersλk ↑∞
there is a sequenceki ↑∞ such thatĤ (ki) defined by

Ĥ (k)(y,U,V )= λ−(p+1)(q+1)
k H (k)

(
Pk + εky, λq+1

k U,λ
p+1
k V

)
,

εk = λ−(pq−1)/2
k ,

converges inC2
loc to a|U |p+1+ b|V |q+1 for somea, b > 0.

(∗)

This hypothesis is satisfied by “lower order perturbations” of (3), i.e.,
functions of the form

H(x,u, v)= a(x) |u|
p+1

p + 1
+ b(x) |v|

q+1

q + 1
+ h(x,u, v),

with

h(x,u, v)= o
(|u|p+1+ |v|q+1),

and similar growth conditions for the first and second derivatives ofh.

THEOREM 1B. –Let H(k) be a sequence of functions satisfying(∗),
as well as

∂2H(k)

∂u∂v
6 0,

∂2H(k)

∂2u
,
∂2H(k)

∂2v
> 0.

Then any sequencezk of critical points offH(k) with uniformly bounded
renormalized Morse indices is uniformly bounded inL∞(Ω;R2).

The method used in this paper appears to give an optimal result with
respect to the exponentsp andq. On the other hand our method does
impose restrictions on d2H(z) and on the dimension of the domain. The
method used by Bahri and Lions and by Yang for semi-definite elliptic
equations does not share these restriction due to the direct variational
characterization of the eigenvalues which is possible in the semidefinite
case. We believe that the imposed restrictions on d2H(z) andn are of
technical nature and that the result (Theorem 1A) should hold true under
milder hypotheses on d2H(z) and for alln> 1.
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2. THE RENORMALIZED INDEX

The second variation offH at a critical pointz= (u
v
) is given by

d2fH(z) · (φ,φ)= (φ,Eφ)L2(Ω;R2), φ ∈H 2∩H 1
0

(
Ω;R2).

whereE is the elliptic operator given byE =−∂1− P(x), with

−∂1 =
(

0 −1
−1 0

)
,

P (x)=
(
Huu(x,u(x), v(x)) Hvu(· · ·)

Huv(· · ·) Hvv(· · ·)
)
.

The operatorE is elliptic and self-adjoint. It is also a bounded pertur-
bation of the operator−∂1 whose spectrum consists of the bi-infinite
sequence of eigenvalues{±√λk | k = 1,2, . . .}, whereλk are the eigen-
values of−1 onΩ with Dirichlet boundary conditions. ThusE also has
a bi-infinite sequence of eigenvalues and the ordinary Morse index of the
critical pointz is infinite.

Let S2 be the 3-dimensional space of symmetric 2× 2 matrices, and
let P = L∞(Ω,S2) be the space of “potentials”. We will first define
the index ofE = −∂1 − P(x) if E is nondegenerate (invertible), so let
P0 be the set ofP ∈ P for which −∂1 − P(x) is invertible. P0 is
an open subset ofP, and its complement can be written as the union⋃∞
i=1 Pi , wherePi consists of those potentialsP for which−∂1−P(x)

hasi-dimensional kernel. EachPi is a smooth submanifold ofP with
codimensioni(i + 1)/2 (see [4]).

We will define the indexµ of the operator−∂1 − P(x) by requiring
that it be locally constant onP0, and by specifying howµ(−∂1−P(x))
changes whenP crosses from one component ofP0 to another. The
following lemma makes this possible.

LEMMA 2A. – P1 has a natural co-orientation.

Proof. –Let P0 ∈P1. A co-orientation ofP1 atP0 is an orientation of
TP0P/TP0P1.

By definition 0 is a simple eigenvalue of−∂1 − P0(x). Standard
perturbation theory implies that the operator−∂1 − P(x) has a simple
eigenvalueλ(P ) near 0 for allP ∈P nearP0. The functionP 7→ λ(P )

is smooth, and its derivative is given by

dλ(P ) · δP =−(φP , δP · φP )L2, (6)
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whereφP is a unit eigenvector of−∂1 − P(x) for the eigenvalueλ(P ).
If δP ∈ TP0P is not tangent toP1, then by the implicit function theorem
dλ(P0) · δP 6= 0, and the sign of this expression provides us with a co-
orientation. 2

The proof actually provides us withtwo co-orientations: we will call
δP positive if dλ(P0) · δP is negative(!)

GivenE =−∂1−P , with P ∈P0, we choose a generic path{Pθ | 06
θ 6 1} connectingP0= 0 to P1= P . A generic path will not intersect any
of thePi with i > 2 since they have codimension 3 or more. A generic
path can intersectP1, but we may assume that it does so tranversally. The
co-orientation then assigns a sign to each intersection of the path withP1.
We define the sum of these signs to beµ(E). A generic homotopy of paths
will also miss all thePi with i > 2, and will also be transversal toP1.
Therefore the number of intersections (counted with orientation) of the
path withP1 does not depend on the path.

Briefly, µ(E) is the number of positive eigenvalues ofEθ =−∂1 − Pθ
which become negative asθ increases from 0 to 1 minus the number
of negative eigenvalues ofEθ = −∂1 − Pθ which become positive asθ
increases from 0 to 1 (cf. the “spectral flow formula” in [6]).

LEMMA 2B. – If P0, P1 ∈ P0 and P1(x) > P0(x) pointwise, then
µ(−∂1−P1)> µ(−∂1−P0).

Proof. –SinceP0 is open we may assume thatP1> P0+ εI for some
small ε > 0. Now let Pθ = θP1 + (1 − θ)P0. One has∂Pθ/∂θ > εI,
and any sufficiently smallC1 perturbation of this path will also have
∂Pθ/∂θ > 0. For a generic perturbation (6) tells us that every intersection
of the perturbed path withP1 is positive. 2

It is relatively straightforward to compute the index of operators with
constant coefficient potentials. Let

PA,B,C(x)=
(
A −C
−C B

)
,

whereA,B,C are constants.

LEMMA 2C. –If −C ± √(AB) is not an eigenvalue of−1, in
particular ifAB < 0, thenP ∈P0. In this case the index of−∂1−PA,B,C
is determined as follows:

(a) If AB 6 0 thenµ(−∂1− PA,B,C)= 0;
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(b) If AB > 0 and A,B > 0 thenµ(−∂1 − PA,B,C) is the number
of eigenvalues of−1 lying in the interval−C −√(AB) < λ <
−C +√(AB);

(c) If AB > 0 and A,B < 0 then µ(−∂1 − PA,B,C) is minus the
number of eigenvalues of−1 lying in the interval−C−√(AB) <
λ <−C +√(AB);

Proof. –For anyφ,ψ one has
(φ
ψ

) ∈ kern(−∂1−PA,B,C) iff

−Aφ + (C −1)ψ = 0,

(C −1)φ −Bψ = 0.

AddB times the first equation to(C −1) times the second to find that{
(C −1)2−AB}φ = 0.

A similar manipulation shows thatψ also satisfies this equation. If
−C ±√(AB) are not eigenvalues of−1 then this equation forces both
φ andψ to vanish, so thatPA,B,C ∈P0.

AssumeAB 6 0 andPA,B,C ∈P0. SinceP0 is open, we can perturb
A andB slightly to causeAB < 0. Then, keepingA andB fixed, we
can varyC without ever causing−∂1 − PA,B,C to become singular; we
moveC to C = 0. Finally we letA andB move linearly toA = 0 and
B = 0, and again our operator−∂1− PA,B,C remains nonsingular, while
the potentialP at the end of these deformations has become the zero
potential. Hence the original operator−∂1− PA,B,C had index zero.

LetA> 0 andB > 0, and assume againPA,B,C ∈P0. After perturbing
C slightly we can assume that−C is not an eigenvalue of−1. We now
deformA linearly to 0, i.e., we consider the operators−∂1−PθA,B,C with
06 θ 6 1. This operator has a monotonically decreasing potential, so its
index drops at eachθ for which it becomes singular. Thus for eachθ for
which−C±√(θAB) is an eigenvalue of−1 the index of−∂1−PθA,B,C
jumps by the multiplicity of the eigenvalue in question. The end result
of this deformation is a nondegenerate operator withAB = 0. We have
just seen that such an operator has index zero, and hence the index of
our original−∂1− PA,B,C must equal the number of eigenvalues of−1
counted with multiplicity in the interval|λ+C|<√(AB).

In the remaining case,A< 0,B < 0, one can apply the same argument.
The only difference is now that the deformation−∂1 − PθA,B,C has
monotonicallyincreasingpotential, so one arrives at the same numerical
value, but the opposite sign for the index.2
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In [1] we also introduced an upper and lower indexµ+(−∂1 − P(x))
andµ−(−∂1−P(x)) for degenerate critical points, which are defined by

µ+
(−∂1− P(x))
= lim

ε↓0 sup
{
µ(−∂1−P ′) | ‖P ′ − P ‖L∞ < ε, P ′ ∈P0

}
,

µ−
(−∂1− P(x))
= lim

ε↓0 inf
{
µ(−∂1−P ′) | ‖P ′ − P ‖L∞ < ε, P ′ ∈P0

}
.

They satisfy

µ+
(−∂1− P(x))−µ−(−∂1−P(x))= dim kern

(−∂1−P(x)).
3. A VARIATIONAL PRINCIPLE FOR THE INDEX

Let E =−∂1− P(x) with

P(x)=
(
A(x) −C(x)
−C(x) B(x)

)
,

and assume thatA(x), B(x) andC(x) are pointwise nonnegative. This
implies that the operator−1+C(x) is invertible. We define the bounded
compact operator

TP f =
√
A(−1+C)−1B(−1+C)−1

√
Af

onL2(Ω). One can writeTP as(SP )∗SP , where

SP =
√
B(−1+C)−1

√
A,

from which one sees thatTP is selfadjoint and nonnegative.

LEMMA 3A. – The operator E is nondegenerate iff1 is not an
eigenvalue ofTP . The Morse index ofE equals the number of eigenvalues
λ of TP with λ > 1. If E is degenerate, thendim kernE coincides with
dim kern (TP − 1). The lower index ofE is the number of eigenvlaues
of TP exceeding1; the upper index is the number of eigenvaluesλ of TP
with λ> 1.

Proof. –E is degenerate iff there are
(φ
ψ

)
such that

−A(x)φ + (C(x)−1)ψ = 0,

(C(x)−1)φ −B(x)ψ = 0.
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SinceC(x) > 0 the operatorC(x) −1 has a bounded inverse(C(x) −
1)−1 onL2(Ω). This allows us to eliminateψ , after which we find that
E is degenerate exactly when there is someφ with

φ = (C(x)−1)−1[B(x)(C(x)−1)−1{A(x)φ}],
i.e., whenever 1 is an eigenvalue of the operatorT ′P = (C −1)−1B(C −
1)−1A. This operator is formally conjugate withTP , namelyTP [

√
Af ] =√

AT ′P [f ].
To compute the index ofE , let A and B vary monotonically to 0,

and count the number of timesE andTP − 1 become degenerate: both
operators vary monotonically, so this number gives both the change
in index of E and the number of positive eigenvalues ofTP − 1.
Since operators of the form−∂1 − ( 0 −C

−C 0

)
are always nondegenerate

(providedC(x) > 0 of course) they all have the same index: this index
must be the index of−∂1 itself, i.e., zero. 2

COROLLARY 3B. – If either A(x) ≡ 0 or B(x) ≡ 0, then E has
index0.

Proof. –The operatorTP vanishes, and hence has no eigenvalues
exceeding 1. 2

COROLLARY 3C. –If A(x) ≡ B(x), then the index ofE equals the
number of negative eigenvalues of the Schrödinger operator−1 −
A(x)+C(x).

Proof. –The operatorTP is the square of
√
A(C−1)−1

√
A, which has

eigenvalue 1 exactly when the Schrödinger operator−1+A(x)+C(x)
is singular. ReplaceA(x) with θA(x), and letθ vary monotonically from
1 to 0. All negative eigenvalues of−1 + A(x) + C(x) then move to
the positive real axis, since−1+C(x) is positive definite. Every time an
eigenvalue of−1+θA(x)+C(x) crosses 0, an eigenvalue ofTPθ crosses
1. HenceTP has as many eigenvalues withλ > 1 as−1+A(x)+C(x)
has negative eigenvalues.2

The following corollary sheds some light on our hypothesis concerning
the signs ofHuu, etc. in Theorem 1B.

COROLLARY 3D. – If H satisfiesHuu > 0,Hvv > 0 andHuv 6 0, then
fH has no critical points with negative renormalized Morse index.
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4. THE BLOW-UP ARGUMENT

Let H(k) be a sequence of functions inC2(Ω;R2) satisfying the
conditions of Theorem 1B. Assume that there is a sequence of critical
pointszk = (uk, vk) of fH(k) , with

lim
k→∞‖uk‖L∞ + ‖vk‖L∞ =∞.

Assume also that the renormalized index of thezk is 6m− 1. Then we
define

λk = sup
x∈Ω

{
max

(|uk(x)|1/(q+1), |vk(x)|1/(p+1))}, εk = λ−(pq−1)/2
k .

We assume that the supremum is attained inPk ∈Ω and define

Uk(y)= αλ−(q+1)
k uk(Pk + εky),

Vk(y)= βλ−(p+1)
k vk(Pk + εky)

with α, β > 0 to be specified in a moment. We also define the rescaled
domains

Ωk = Ω − Pk
εk

.

A short calculation shows that(Uk,Vk) is a critical point off
H̃(k) on

C1
0(Ωk;R2), where

H̃ (k)(y,U,V )= 1

αβ
Ĥ (k)(y, αU,βV ),

andĤ (k) is as described in the condition(∗). By our assumption(∗) we
can extract a subsequence for whichĤ (k)(y,U,V ) converges inC2

loc to

Ĥ (U,V )= a|U |p+1+ b|V |q+1,

for certain positive constantsa, b. The H̃ (k)(y,U,V ) then converge in
C2

loc to

H(U,V )= aα
p

β
|U |p+1+ bβ

q

α
|V |q+1.

By choosingα andβ appropriately we can arrange thatH is given by

H(U,V )= |U |
p+1

p+ 1
+ |V |

q+1

q + 1
. (7)
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The (Uk,Vk) are uniformly bounded inL∞, and satisfy the Euler–
Lagrange equations,

−1Uk = ∂H̃
(k)

∂V
(y,U,V ), −1Vk = ∂H̃

(k)

∂U
(y,U,V ). (8)

Elliptic regularity implies that the(Uk,Vk) are uniformly bounded inC2,α

for anyα < 1. Hence there is some subsequence for which the(Uk,Vk)

converge inC2,α
loc . The limits (U∗, V∗) are then bounded solutions of

−1U = V q, −1V =Up. (9)

The domain ofU andV isΩ∗ = limk→∞Ωk . If

lim sup
k→∞

dist(Pk, ∂Ω)

εk
=∞,

then we can extract a subsequence along whichΩk converges toΩ∗ =
Rn. Otherwise we recall that∂Ω was assumed to be smooth, so that
along some subsequence theΩk converge to a half spaceΩ∗ containing
the origin in its interior.

For now we shall assume thatΩ∗ is all of Rn, and at the end of this
section we indicate which changes must be made ifΩ∗ is a half space.

We consider the index of the solutionszk = (uk, vk). By Lemma 3A
the index ofzk equals the number of eigenvalues above 1 of the operator
Tk = (Sk)∗Sk, with

Skφ(x)=
√
H
(k)
vv

(
x, zk(x)

)(−1−H(k)
uv

(
x, zk(x)

))−1

×
[√
H
(k)
uu

(
x, zk(x)

)
φ(x)

]
.

We have

H(k)
uu

(
x, zk(x)

)= α
β
λ
(p−1)(q+1)
k H̃

(k)
UU

(
y,Uk(y),Vk(y)

)
,

H (k)
vv

(
x, zk(x)

)= β
α
λ
(p+1)(q−1)
k H̃

(k)
V V

(
y,Uk(y),Vk(y)

)
,

H (k)
uv

(
x, zk(x)

)= ε−2
k H̃

(k)
UV

(
y,Uk(y),Vk(y)

)
.

Using these relations one then easily finds howSk changes under
rescaling.
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LEMMA 4A. – Givenφ ∈ C∞c (Rn) let φk(x)= φ((x − Pk)/εk). Then

(Skφk)(Pk + εky)= S̃kφ(y),
whereS̃k is the operator given by

S̃kφ(y)=
√
H̃
(k)
V V

(
y, zk(y)

)(−1− H̃ (k)
UV

(
y, zk(y)

))−1

×
[√
H̃
(k)
UU

(
y, zk(y)

)
φ(y)

]
.

We now letk tend to infinity.

LEMMA 4B. – If n> 3 then

lim
k→∞ S̃kφ(y)= Sφ(y) (10)

uniformly on compact sets inRn. HereSφ is defined by

Sφ(y)=√pq∣∣V (y)∣∣(q−1)/2
(−1)−1∣∣U(y)∣∣(p−1)/2

φ(y).

Here(−1)−1 is the Newton potential.

Proof. –It follows from C2 convergence of̃H(k) to |U |
p+1

p+1 + |V |
q+1

q+1 that

H̃
(k)
UU→ p|U(y)|p−1, H̃

(k)
V V → q|V (y)|q−1 and H̃

(k)
UV → 0

uniformly in compact subsets ofRn.
Forn> 3 the Newton potential|x|2−n/(n− 2)ωn is positive (ωn is the

surface “area” of the unit sphereSn−1 in Rn). Together withH̃ (k)
UV 6 0 and

the maximum principle this implies that

∣∣(−1− H̃ (k)
UV

(
x, zk(x)

))−1
f (y)

∣∣6 1

(n− 2)ωn

∫
Rn

|f (y′)|
|y − y′|n−2

dy′

for anyf ∈ C∞c (Ωk). This uniform bound allows one to pass to the limit
and conclude that

lim
k→∞

(−1− H̃ (k)
UV

(
x, zk(x)

))−1
f = (−1)−1f. 2

In Section 8, Theorem 8A, we will prove for arbitrarym ∈ N andε > 0
that there existφi ∈C∞c (Rn), i = 1, . . . ,m, for which‖Sφ‖L2 > (√pq−
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ε)‖φ‖L2 for any linear combinationφ = c1φ1 + · · · + cmφm. Chooseε
so small that

√
pq − ε > 1. Then we find that for sufficiently largek

there is anm-dimensional space on which‖Skφ‖2 = (ψ,Tkψ) > ‖ψ‖2,
and hence thatTk must have at leastm eigenvalues larger than 1. This
contradicts our assumption that the indices of thezk were all less thanm,
so that our main theorem is proved as soon as we establish Theorem 8A.

We now briefly consider the situation in which dist(Pk, ∂Ω)6 Cεk . In
this case we may assume after passing to a subsequence thatPk tends to
some pointP∗ on the boundary. One now “flattens the boundary”, i.e., one
chooses coordinatesξ1, . . . , ξn nearP∗ such thatP∗ becomes the origin,
andΩ gets mapped to the half spaceHn = {ξ | ξ1> 0}.

Then we define

Uk(η)= λ−(q+1)
k uk

(
X(εkη)

)
, Vk(η)= λ−(p+1)

k vk
(
X(εkη)

)
,

whereξ 7→X(ξ) is the inverse to the chartx 7→ (ξ1(x), . . . , ξn(x)).
Then theUk andVk are defined onBRk ∩Hn, with Rk ∼ ε−1

k , and they
satisfy (8), provided one interprets1 asε−2

k × the Euclidean Laplacian
in η coordinates. In the limitk→∞ this equation ends to (9), and one
can extract a subsequence for which theUk andVk converge to bounded
nontrivial solutionsU and V of (9) on Hn which vanish on∂Hn =
{0} × Rn−1. By odd reflection in∂Hn one can extend such solutions to
entire solutions of (9), and all results in the following sections therefore
apply.

Forn> 3 the operator̃Sk also converges to

S̃∗ =√pq|V |(q−1)/2(1Hn)
−1|U |(p+1)/2,

for the same reasons as in the case whereΩ∗ = Rn. Rather than
considering the action of̃S∗ on functions onHn, one can consider the
associated operator

S̄∗ =√pq|V |(q−1)/2(1Rn)
−1|U |(p+1)/2

acting on odd functions onRn (odd meaningφ(−η1, η2, . . . , ηn) =
−φ(η1, η2, . . . , ηn)). All arguments in the following section apply to
this operator without modification, and thus one can again show that
‖S̃kφ‖> ‖φ‖ holds on somem dimensional subspace ofL2(Ω) for large
enoughk.
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5. THE BLOWN-UP EQUATION

THEOREM 5A. – Letu, v be solutions of(9) on the ball with radiusR.
Then one has for large enoughm and arbitrary smallε > 0∣∣∣∣ ∫

BR

ρ

(
x

R

)m{|u|p+1− |v|q+1}dx
∣∣∣∣

6 ε
∫
BR

ρ

(
x

R

)m{
|u|p+1+ |v|q+1

}
dx + C

Rn
,

whereρ(x) = 1− |x|2. The constantC depends onε, m, p, andq but
not onR or the solutionsu, v. Herem is large enough if it exceeds
2(p+ 1)(q + 1)/(pq − 1).

COROLLARY 5B. – If (u, v) are bounded entire solutions of(9), with∫
Rn |u|p+1 finite, then ∫

Rn
|v|q+1=

∫
Rn
|u|p+1.

In particular the(q + 1)-norm ofv is also finite.

We will show later on thatu andv must actually vanish.

Proof. –Theorem 5A implies that

IR =
∫
ρ(x/R)m|u|p+1, JR =

∫
ρ(x/R)m|v|q+1

satisfy

(1− ε)IR − Cε
R
6 JR 6 (1+ ε)IR + Cε

R
.

Letting R ↑ ∞ one concludes thatJ = ∫ |v|q+1 converges, and that
(1− ε)I 6 J 6 (1+ ε)I for anyε > 0, whereI = ∫ |u|p+1. ThusI = J ,
as claimed. 2

We now prove Theorem 5A. We may assume thatR = 1, since the
general case then follows by rescaling. Putζ = ρm and compute:∫

ζ
{|u|p+1− |v|q+1}dx =

∫
ζ(v1u− u1v)dx

=
∫
u∇ζ · ∇v− v∇ζ · ∇u.
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Hence, using|∇ζ | =mρm−1|∇ρ|6 Cρm−1 we arrive at∣∣∣∣ ∫ ζ{|u|p+1− |v|q+1}dx
∣∣∣∣

6 C
∫
ρm−1{|u||∇v| + |v||∇u|}dx

6 σ
∫
ρm
{|u|p+1+ |v|q+1}dx +Cσ

∫
ρm−1−1/p|∇v|(p+1)/p dx

+Cσ
∫
ρm−1−1/q |∇u|(q+1)/q dx (11)

for arbitraryσ > 0.

LEMMA 5C. –For arbitrary u ∈ C2(B), 1< p <∞ andδ > 0, there
is aCδ,p <∞ such that∫

B

ρm|∇u|p dx 6Cδ
∫
B

ρm−p|u|p dx + δ
∫
B

ρm+p|1u|p dx.

Proof. –This follows fromLp interior estimates for the Laplacian, and
a covering argument.2

We apply the lemma to (11). For the third term in (11) we find, using
1v =−up,∫

ρm−1−1/p|∇v|(p+1)/p dx

6Cδ
∫
ρm−2−2/p|v|(p+1)/p dx + δ

∫
ρm|1v|(p+1)/p dx

6Cδ
∫
ρm−2−2/p|v|(p+1)/p dx + δ

∫
ρm|u|p+1 dx. (12)

We now observe that(p+ 1)/p < 2< q + 1, so that

r = p

p+ 1
(q + 1) > 1,

and so that one hasxr 6 τ−r ′/r + τxr , r ′ = r/(r − 1), for anyx > 0 and
τ > 0. Thus

ρm−2−2/p|v|(p+1)/p6 τ−r ′/r + τ(ρm−2−2/p|v|(p+1)/p)r
= τ−r ′/r + τρmr−2(q+1)|v|q+1

6 τ−r ′/r + τρm|v|q+1
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providedm> 2(q + 1)/(r − 1)= 2(p+ 1)(q + 1)/(pq − 1). Apply this
inequality to (12), and you get∫

ρm−1−1/p|∇v|(p+1)/p dx

6 C + τ
∫
ρm|v|q+1dx + δ

∫
ρm|u|p+1 dx (13)

which implies the theorem.

6. A LIOUVILLE THEOREM

In this section we will prove:

THEOREM 6A. – Let u and v be bounded entire solutions of(9). If∫
Rn |u|p+1 is finite, then bothu andv vanish.

We have shown that
∫
Rn |u|p+1 <∞ implies that

∫ |v|q+1 <∞, and
that both integrals are in fact equal.

The idea of the proof is as follows: first we show that the action of the
solution(u, v)

E(u, v)=
∫
Rn

{
∇u · ∇v− |u|

p+1

p+ 1
− |v|

q+1

q + 1

}
dx

is finite. Then we observe that for anyλ > 0 the functions

uλ(x)= λq+1u(x/ε), vλ(x)= λp+1v(x/ε),

with ε = λ−(pq−1)/2, are also solutions of our system. Moreover, these
solutions also have finite action. Direct substitution shows that the action
of (uλ, vλ) is

E
(
uλ, vλ

)= λαE(u, v), (14)

with

α = n
2
(p+ 1)(q + 1)

(
1− 2

n
− 1

p+ 1
− 1

q + 1

)
6= 0.

On the other hand the(uλ, vλ) are critical points of the action, so
E(uλ, vλ) should not depend onλ. This can only happen ifu andv both
vanish.

We now go through the details of the argument.
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LEMMA 6B. – If u ∈Lp+1(Rn) then|∇u| ∈Lr and |∇v| ∈Ls where

1

r
= 1

2

(
1+ 1

p+ 1
− 1

q + 1

)
,

1

s
= 1

2

(
1− 1

p+ 1
+ 1

q + 1

)
. (15)

In particular, |∇u| · |∇v| ∈L1, and|u∇v|+ |v∇u| ∈Lt for some1< t <
n/(n− 1).

Proof. –We have1u ∈L1+1/q andu ∈Lp+1, so that, by interpolation,
|∇u| ∈ Lr , where

1

r
= 1

2

(
1

p+ 1
+ q

q + 1

)
which implies the first part of (15). The second part follows in the same
way.

Using the subcriticality ofp andq, one finds

1

r
>
n− 1

n
− 1

q + 1
.

Hölder’s inequality andv ∈ Lq+1 then imply|v∇u| ∈Lt , where

1

t
= 1

r
+ 1

q + 1
>
n− 1

n
. 2

This lemma implies the action is well defined, and moreover that, by
dominated convergence

E(u, v)= lim
R→∞E

R(u, v),

ER(u, v)=
∫
η

(
x

R

){
∇u · ∇v − |u|

p+1

p+ 1
− |v|

q+1

q + 1

}
dx,

for any smooth compactly supported function withη(0) = 1. We shall
assume that

η(x)

{≡ 1 for |x|6 1/2,
≡ 0 for |x|> 1.

LEMMA 6C. –

E(u, v)=
(

1

2
− 1

p+ 1

)∫
|u|p+1 dx +

(
1

2
− 1

q + 1

)∫
|v|q+1 dx

=
(

1− 1

p+ 1
− 1

q + 1

)∫
|u|p+1 dx.
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Proof. –Formally we integrate by parts and use the Euler–Lagrange
equations. To deal with the infinite domain, we work withER :

ER(u, v)=
∫
ηR
{(

1

2
− 1

p+ 1

)
|u|p+1+

(
1

2
− 1

q + 1

)
|v|q+1

}
dx

+ 1

2

∫
∇ηR · {u∇v+ v∇u}dx

whereηR(x) = η(x/R). Combiningu∇v ∈ Lt with t < n/(n− 1) and
|∇ηR|6C/R, one shows that the last integral vanishes asR→∞. 2

This lemma directly implies that the action scales as stated in (14).

LEMMA 6D. – d
dλE(u

λ, vλ)= 0.

Proof. –Again we deal withER first. Leth= ∂uλ

∂λ
|λ=1 andk = ∂vλ

∂λ
|λ=1.

Then

dER

dλ
=−

∫
∇η · {h∇v+ k∇u}dx.

On substituting

h=−1

2
(pq − 1)x · ∇u+ (q + 1)u

and

k =−1

2
(pq − 1)x · ∇v+ (p+ 1)v,

one ends up with four integrals. Two of these are bounded by∫
|∇η|{|u∇v| + |v∇u|}dx.

As in the previous lemma one shows that this is o(1) for R→∞.
The other two integrals are of the form

∫
(x · ∇u)(∇η · ∇v)dx. We

now recall thatη(x) ≡ 1 for |x| 6 1/2, so that∇(η(x/R)) is supported
on BR \ BR/2, and is bounded byC/R on this annulus. By Hölder’s
inequality we then get that∣∣∣∣ ∫ (x · ∇u)(∇η · ∇v)dx∣∣∣∣6 C ∫

BR\BR/2
|∇u||∇v|dx,

which, since|∇u||∇v| ∈ L1(Rn), is o(1) for largeR. Thus we see that
limR→∞ d

dλE
R = 0. 2
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The Liouville theorem now follows immediately, sinceE(uλ, vλ) =
λαE(u, v) is found to be constant, and hence must vanish. The explicit
formula forE(u, v) then impliesu≡ v ≡ 0.

7. A SECOND LIOUVILLE THEOREM

THEOREM 7A. – Let u, v be bounded entire solutions of(9). Then,
if (a + b1x1+ · · · + bnxn)|u(x)|(p−1)/2 belongs toL2(Rn), bothu andv
must vanish.

Proof. –If bi = 0 for all i, then our hypothesis is
∫ |u(x)|p−1 dx <

∞, which by boundedness ofu implies
∫ |u(x)|p+1 dx <∞. The first

Liouville theorem now forcesu andv to vanish.
Assume henceforth that somebi 6= 0.
Sinceu andv are bounded solutions, their gradients are also bounded.

LetM = sup|∇u|. For anyx ∈Rn we define

rx = |u(x)|10M
, Bx = B(x, rx), 5Bx = B(x,5rx).

On the larger ball 5Bx it follows from |∇u|6M that we have

1

2

∣∣u(x)∣∣6 ∣∣u(y)∣∣6 3

2

∣∣u(x)∣∣, ∀y ∈ 5Bx,

and hence∫
5Bx

∣∣u(y)∣∣p+1
dy 6 C

∣∣u(x)∣∣p+1
rnx 6 C ′

∣∣u(x)∣∣p+n+1
. (16)

OnBx we have ∫
Bx

(a + b1y1+ · · · + bnyn)2 dy > crn+2
x (17)

for some constant which only depends ona, b1, . . . , bn. Hence∫
Bx

(a + b1y1+ · · · + bnyn)2
∣∣u(y)∣∣p−1

dy >
( |u(x)|

2

)p−1

crn+2
x

= c′∣∣u(x)∣∣p+n+1
. (18)
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Putting (18) and (16) together we get∫
5Bx

∣∣u(y)∣∣p+1
dx 6 C

′

c′

∫
Bx

(a + b1y1+ · · · + bnyn)2
∣∣u(y)∣∣p−1

dy.

We can now choosex1, x2, . . ., such that theBxi are pairwise disjoint, and
such that the 5Bxi coverRn (see [7, Section I.1.6]). One then has∫

Rn

∣∣u(y)∣∣p+1
dy 6

∑
i

∫
5Bxi

∣∣u(y)∣∣p+1
dy

6 C
′

c′
∑
i

∫
Bxi

(a + b1y1+ · · · + bnyn)2
∣∣u(y)∣∣p−1

dy

6 C
′

c′

∫
Rn

(a + b1y1+ · · · + bnyn)2
∣∣u(y)∣∣p−1

dy

and we find again that
∫ |u|p+1 <∞, which implies thatu andv vanish,

as claimed. 2
By slightly modifying the proof we get the following stronger version

of this theorem.

THEOREM 7B. –Let ψ ∈ C1(Rn), with |ψ(x)| + |∇ψ(x)| → 0 for
|x| →∞. Then(a+ b1x1+· · ·+ bnxn+ψ(x))v(x)(q−1)/2 can only be in
L2(Rn) if a = b1= · · · = bn = 0.

Proof. –The proof proceeds exactly as before, the only difference
being that (17) no longer holds. However, outside some large enough
ball BR1 one has|ψ |<< a and|∇ψ |<< |b|, so that (17) does hold for
all ballsBx outsideBR1. 2

8. INDEX OF ENTIRE SOLUTIONS

Let u andv be entire solutions to (9). We will essentially show in this
section that the generalized Morse index of such a solution is infinite.
Thus we would like to consider the operator

T = pqΨ ◦ (−1)−1 ◦Φ2 ◦ (−1)−1 ◦Ψ,
whereΨ is multiplication with|v(x)|(q−1)/2 andΦ is mutiplication with
|u(x)|(p−1)/2. Unfortunately this operator is not necessarily well defined
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onL2(Rn), even if we restrict its domain to, sayC∞c (Rn). Thus instead
of studyingT we consider

S =√pqΦ ◦ (−1)−1 ◦Ψ,
i.e., forφ ∈C∞c we define

Sφ(x)=√pq
∫
Rn

|v(x)|(q−1)/2|u(y)|(p−1)/2

(n− 2)ωn|x − y|n−2
φ(y)dy. (19)

This way we have a continuous integral operator fromC∞c to L∞.
Formally,T φ = S∗Sφ, whereS∗ is the “L2-adjoint” of S. To make this

precise, we choose a domain forS which makes it a possibly unbounded
operator inL2. Let D ⊂ C∞c be the subspace of all testfunctions which
satisfy∫
Rn

∣∣u(x)∣∣(p−1)/2
φ(x)dx =

∫
Rn

xi
∣∣u(x)∣∣(p−1)/2

φ(x)dx = 0, 16 i 6 n.

To motivate this definition recall that the Newton potential of a compactly
supported functionψ has an asymptotic expansion of the form

1

(n− 2)ωn

∫
Rn

ψ(y)

|x − y|n−2
dy = M0

rn−2
+ M1(x̂)

rn−1
+ M2(x̂)

rn
+ · · · ,

wherer = |x|, x̂ = x/r and theMk(x̂) are spherical harmonics of orderk.
TheMk depend linearly on thekth order moments ofψ . If the moments
of order6 k−1 ofψ vanish, then the Newton potential(−1)−1ψ decays
like O(r−n−k+2).

Consequently, sinceD consists of thoseφ for which the moments of
order 0 and 1 of|u|(p−1)/2φ vanish,Sφ(x) is bounded byC(φ)/rn when
φ ∈ D. For n > 3 this impliesSφ ∈ L2(Rn), i.e., our definition ofD
makesS :D→ L2 a well defined (perhaps unbounded) operator.

The main result in this section is

THEOREM 8A. – For anyε > 0 and any integerm there existφ1, . . . ,

φm ∈D such that

‖Sφ‖L2 > (√pq − ε)‖φ‖L2

holds for allφ = c1φ1+ · · · + cmφm.
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Since formally we have(φ, T φ) = ‖Sφ‖2, we find by choosingε >√
pq − 1 that(φ, T φ) > ‖φ‖2 on somem dimensional subspace ofL2,

which, in view of our characterization of the generalized Morse index,
we interpret as index(u, v)>m. Sincem is arbitrary we say(u, v) has
infinite index.

The main technical tools in proving the theorem are the following two
lemmas.

LEMMA 8B. –The domainD is dense inL2. The operatorS :D→
L2(Rn) has a closed extension.

Proof. –If D were not dense, then someg ∈ L2 would be perpen-
dicular to D. By linear algebra thisg must be a linear combination
of |u|(p−1)/2, and thexi |u|(p−1)/2 (16 i 6 n). Thus for somea, bi we
find that(a + b1x1+ · · · + bnxn)|u|(p−1)/2 is anL2 function. Our second
Liouville type theorem excludes this.

We now prove thatS|D is closeable, i.e., we show that for any sequence
fi ∈D with ‖fi‖L2→ 0 andSfi→ g in L2 one must haveg = 0.

Let

hk = (−1)−1(|u|(p−1)/2fk
)
.

Sinceu ∈ L∞, and sincefk→ 0 in L2, it follows that∇2hk→ 0 in L2,
for ∇2hk is the Riesz transform of|u|(p−1)/2fk, and the Riesz transform
is bounded onL2.

The setO = {x ∈ Rn | v(x) 6= 0} is open and nonempty, and since
Sfk = |v|(q−1)/2hk , thehk converge inL2

loc(O) to g|v|−(q−1)/2.
It follows thathk actually converges inW 2,2

loc (Rn) to some functionh,
whose second derivatives vanish, i.e.,h(x)= a + b1x1+ · · · + bnxn.

Thus we find thatg = (a + b1x1 + · · · + bnxn)|v|(q−1)/2 belongs to
L2(Rn). The second Liouville theorem now forcesu≡ v ≡ 0. 2

LEMMA 8C. –LetϕR(x)= η(x/R)u(x)(p+1)/2. Then

lim inf
R→∞

‖SϕR‖L2

‖ϕR‖L2
>√pq.

This lemma does not claim thatϕR ∈D, in fact one expects this not to
be the case in general. Thus‖SϕR‖ is defined by the integral (19), and
may be infinite.
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Proof. –We suppress the subscriptR from our notation for the duration
of this proof. Thus

Sϕ(x)= ∣∣v(x)∣∣(q−1)/2
(−1)−1(η(x/R)u(x)p).

Defineψ by

(−1)−1(η(x/R)u(x)p)= ηv +ψ.
Then, using1v + up = 0 one computes thatψ satisfies

−1ψ = 2∇η · ∇v + v1η= 2∇ · (v∇η)− v1η, (20)

so that

ψ = 2∇(−1)−1(v∇η)− (−1)−1(v1η). (21)

As in Section 4 we define

I = IR =
∫
η2|u|p+1 dx, J = JR =

∫
η2|v|q+1 dx.

The Liouville theorem implies thatI , J →∞ asR→∞, so by Theorem
4A we have

IR = (1+ o(1)
)
JR (R→∞).

We now compute theL2 norm ofSϕ onBR :∫
BR

∣∣Sϕ(x)∣∣2 dx =
∫
BR

∣∣v(x)∣∣q−1{
η2v2+ 2ηvψ +ψ2}dx

>
∫
BR

(
η2∣∣v(x)∣∣q+1+ 2ηψvq

)
dx

=
∫
BR

(
η2∣∣v(x)∣∣q+1− 2u1(ηψ)

)
dx

= JR − 2
∫
BR

{uψ1η+ 2u∇ψ · ∇η+ uη1ψ}dx.

At this point we substitute the formulas (20) and (21) forψ , which on
expansion turns the last integral into one with six terms:∫

BR

∣∣Sϕ(x)∣∣2dx > JR +K1+ · · · +K6,
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where

K1=−4
∫
u1η∇(−1)−1(v∇η)dx,

K2=+2
∫
u1η(−1)−1(v1η)dx,

K3=−8
∫
u∇η · ∇(−1)−1∇ · (v∇η)dx,

K4=+4
∫
u∇η · ∇(−1)−1(v1η)dx,

K5=+2
∫
uη∇η · ∇v dx,

K6=
∫
uvη1ηdx.

We now proceed to estimate these terms one by one. It turns out that all
terms exceptK5 can be estimated following the same scheme. We show
how to estimateK4, and leave the other terms to the reader.

In doing such estimates it is convenient to have a slightly different
notation for theLr norms of functions onRn. We write

‖f ‖Lr(Rn) =
[
f ; 1
r

]
.

With this notation Hölder’s inequality appears as

[fg;α+ β]6 [f ;α] · [g;β] (06 α,β,α+ β 6 1)

while one has the following estimates for the operator(−1)−1

[
(−1)−1f ;α]6C(n,α)[f ;α − 2

n

]
(2/n < α < 1),

[∇(−1)−1f ;α]6C(n,α)[f ;α − 1

n

]
(1/n < α < 1),[∇2(−1)−1f ;α]6C(n,α)[f ;α] (0< α < 1).

Here the last estimate simply statesLp boundedness of the Riesz
transforms for 1< p <∞, while the first two are restatements ofLp/Lq

mapping properties of the Riesz potentials (see [7, Section V.1]).
We shall also use that the specific form of our cutoff function, i.e.,

η= η(x/R)= (1− |x/R|2)m implies

R|∇η| +R2|1η|6Cη1−2/m. (22)
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Moreover, we shall assume thatm is “large”.
We then have

|K4|6C
[
u|∇η|; 1

p+ 1

]
·
[
χBR

∣∣∇(−1)−1(v1η)
∣∣; p

p+ 1

]
6 C
R
I

1
p+1
R [χ; θ] ·

[∣∣∇(−1)−1(v1η)
∣∣; p

p+ 1
− θ

]
6CR−1+nθI

1
p+1
R ·

[
|v1η|; p

p+ 1
− θ + 1

n

]
6CR−1+nθI

1
p+1
R ·

[
|v1η|; p

p+ 1
− θ + 1

n

]
6CR−1+nθI

1
p+1
R ·R−2

[∣∣vη1−2/m∣∣; p

p+ 1
− θ + 1

n

]
6CR−3+nθI

1
p+1
R J

1
q+1
R ·

[
|χBR |;

p

p+ 1
− θ + 1

n
− 1

q + 1

]
6CR−3+nθ+n( p

p+1−θ+ 1
n
− 1
q+1 )I

1
p+1
R J

1
q+1
R

=CR−nαI
1

p+1
R J

1
q+1
R ,

where

α = 1

p+ 1
+ 1

q + 1
− n− 2

n

is positive becausep andq are subcritical. In this calculation we have
chosenθ ∈ (0,1) so that we can legitimately apply Hölder’s inequality
and theLp mapping properties of∇(−1)−1. The constantθ must satisfy

max
(

1

n
− 1

p+ 1
,0
)
< θ <min

(
1− 1

p+ 1
,1− 1

p+ 1
− 1

q + 1
+ 1

n

)
.

Suchθ exist.
As we mentioned before, a similar argument gives exactly the same

estimate for the termsK1, K2, K3, andK6. To estimateK5 we first
observe the following

K5=
∫
u∇η2 · ∇v dx =−

∫
η2u1v dx −

∫
η2∇u · ∇v dx

=−IR −
∫
η2∇u · ∇v dx.
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By Theorem 4A we haveIR = JR +ER , whereER = o(IR) asR→∞.
Hence

K5=−JR −
∫
η2∇u · ∇v dx −ER

=−
∫
η2v1u−

∫
η2∇u · ∇v dx −ER

=−
∫
η2∇ · (v∇u)dx −ER =

∫
v∇u · η2 dx −ER

= 1

2

∫ {
v∇u · η2+ u∇v · η2}dx − ER

2

= 1

2

∫
uv1η2 dx − ER

2
.

Here the remaining integral is of the same type asK6 and can be
estimated in the same way asK6, with the same result. The last term
ER/2 was already known to be o(IR), so the we can finally add all
estimates together to obtain∫

BR

|Sϕ(x)|2 dx >
(
pq + o(1)

)
IR.

Since‖ϕ‖L2 = IR this completes the proof of Theorem 8C.2
9. PROOF OF THEOREM 8A WHEN S IS BOUNDED

If the operatorS :D→ L2 is bounded then it extends uniquely to a
bounded operatorS1 :L2→ L2. Whenφ ∈ C∞c (Rn) we have a formula
that definesSφ as a function inL∞(Rn) (but not necessarilyL2). The
following lemma addresses this ambiguity.

LEMMA 9A. – If S is bounded thenS1φ = Sφ for all φ ∈C∞c (Rn).
Proof. –Let φn ∈D converge inL2 to φ ∈C∞c (Rn). Define

ψn = (−1)−1{v(q−1)/2φn
}
, ψ = (−1)−1{v(q−1)/2φ

}
.

Then, since the Riesz transforms∇2(−1)−1 are bounded onL2, ∇2ψn
converges inL2 to ∇2ψ . Moreover,ψn converges toψ + a + b · x
in W

2,2
loc , for somea ∈ R, b ∈ Rn. But then Sφn = √pq|v|(q−1)/2ψn

converges to
√
pq|v|(q−1)/2(ψ+a+b ·x) so that|v|(q−1)/2(ψ+a+b ·x)

belongs toL2. Sinceψ is the Newton potential of a compactly supported
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function, we may apply Theorem 7B to conclude thata and b vanish.
Consequently,S1φ = lim Sφn =√pq|v|(q−1)/2ψ = Sφ. 2

LEMMA 9B. –For anyf ∈ L2(Rn) one has

lim
R→∞

(ϕR, f )

‖ϕR‖ = 0.

Proof. –First assume thatf is compactly supported, i.e., suppf ⊂
BR1 for someR1 > 0. SinceϕR = η(x/R)u(x)(p+1)/2 andη(x) = 1 for
|x| < 1/2, the inner product(ϕR, f ) is independent ofR for R > 2R1.
But ‖ϕR‖2= ∫ η(x/R)2|u(x)|p+1 dx becomes infinite asR→∞, so for
compactly supportedf the lemma holds.

For generalf ∈ L2 we decomposef = f0 + f1, with f0 compactly
supoorted and‖f1‖L2 6 ε. Then

lim sup
R→∞

∣∣∣∣ (ϕR, f )‖ϕR‖
∣∣∣∣= lim sup

R→∞

∣∣∣∣(ϕR, f1)

‖ϕR‖
∣∣∣∣6 ε.

This holds for arbitraryε > 0 and thus the lemma holds for allf ∈
L2. 2

LEMMA 9C. –Given anyε > 0 andm there existR1<R2< · · ·<Rm
such that ∣∣(φi, φj )∣∣+ ∣∣(Sφi, Sφj )∣∣< ε (i 6= j), (23)

and‖Sφi‖2> pq − ε hold. Hereφi = ϕRi /‖ϕRi‖.
Proof. –By Theorem 8C we can assume that‖Sφi‖2 > pq − ε,

provided allRi are chosen above someRε. We chooseR1 = Rε and
proceed by induction. LetR1, . . . ,Rm−1 be given. SinceS is bounded its
adjointS∗ is well defined, and we can write(Sφm,Sφj )= (φm,S∗Sφj ).
By Lemma 9B we can therefore make|(Sφm,Sφj )| < ε for all j < m
by choosingRm sufficiently large, whileRm > R1 = Rε ensures that
‖Sφm‖2> pq − ε. 2

To conclude the proof of Theorem 8A, at least assuming boundedness
of S, we note thatφ = c1φ1+ · · · + cmφm satisfies

‖φ‖26
m∑
1

c2
i + ε

∑
i 6=j
cicj 6

(
1+ (m− 1)ε

) m∑
1

c2
i ,
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and

‖Sφ‖2> (√pq − ε) m∑
1

c2
i − ε

∑
i 6=j
cicj >

(√
pq −mε) m∑

1

c2
i ,

so that
‖Sφ‖
‖φ‖ >

√
pq −mε

1+ (m− 1)ε
>
√
pq − ε′.

10. PROOF OF THEOREM 8A WHEN S IS NOT BOUNDED

We recall how one constructs the bounded self-adjoint operator
T = (I + S∗S)−1 from the closed densely defined operatorS (see [5,
Section 118]).

Let V be the Hilbert space completion ofD with inner product

(f, g)V = (f, g)+ (Sf,Sg).
It follows from the closedness ofS thatV can be identified with a dense
subspace ofL2 (the inclusion mapi :D→ L2 extends naturally to a
bounded linear mapi′ :V→ L2; closedness ofS is needed to conclude
the injectivity ofi′.)

The Riesz representation theorem implies that for anyf ∈ L2 there
exists ag ∈V with

(g,φ)V ≡ (f,φ) ∀φ ∈V.

We defineTf = g. One then easily shows thatT is a bounded selfadjoint
operator onL2.

LEMMA 10A. –AssumeS is unbounded. ThenT is injective, and
0∈ σ (T ).

Proof. –If Tf = 0 thenf ⊥V, sof = 0, which proves injectivity.
Assume 0 is not in the spectrum ofT . ThenT is invertible, and we

have for arbitraryφ ∈D

‖φ‖2V = (φ,φ)V =
(
T −1φ,φ

)
6 ‖T −1‖ · ‖g‖2L2.

This impliesS is bounded, against our assumption.2
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By the spectral theorem for bounded self adjoint operators we can write
T = ∫ 1

0 λdPλ, where{Pλ | 06 λ 6 1} are the spectral projections ofT .
Assuming thatS is not bounded we find that 0 is in the spectrum ofT ,
while T is injective, i.e., 0 is not in the point spectrum ofT . It follows
that there existλn ↓ 0 such that the projectionsπn = Pλn − Pλn+1 are non
zero. Chooseφn ∈ range(πn) with ‖φn‖L2 = 1.

LEMMA 10B. –Theφn are mutually orthogonal. They belong toV so
thatSφn is well defined, and they satisfy

Sφn ⊥ Sφm (n 6=m),
‖Sφn‖2L2 >

1

λn+1
− 1.

Proof. –Let

ψn =
λn+1∫
λn

λ−1 dPλφn, (24)

thenTψn = φn, soψn ∈ range(T )⊂V andψn = T −1φn. We have

‖Sφn‖2L2 = (Sφn, Sφn)L2 = (φn,φn)V − ‖φn‖2L2

= (T ψn,φn)V − 1= (ψn,φn)L2 − 1

=
∫

[λn+1,λn)

1

λ
(dPλφn,φn)L2 − 1> 1

λn+1
− 1.

Fork 6= l we have(φk, φl)= 0 and also

(Sφk, Sφl)= (φk, φl)V − (φk, φl)= (ψk,ψl)

=
∞∫

0

1

λ
(dPλφk,φl)L2 = 0.

2
If we assume thatλ1 < 1/(1+ 2

√
pq) then we have‖Sφn‖2 > 2pq

for all n. Moreover, since theφn andSφn are pairwise orthogonal sets,
any linear combinationφ = c1φ1+ · · · + cmφm will also satisfy‖Sφ‖2>
2pq‖φ‖2. SinceD ⊂ V densely in theV norm, we can approximate
φ1, . . . , φm in V as closely as we like byφ′j ∈D; in particular any linear
combinationφ′ = c1φ

′
1+· · ·+cmφ′m will satisfy ‖Sφ′‖2> pq‖φ′‖2. This

completes the proof of Theorem 8A, and hence of the main Theorem 1B.
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