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ABSTRACT. – Considering random noise in finite dimensional para-
meterized families of diffeomorphisms of a compact finite dimensional
boundaryless manifoldM, we show the existence of time averages for
almost every orbit of each point ofM, imposing mild conditions on the
families; see Section 2.4. Moreover these averages are given by a finite
number of physical absolutely continuous stationary probability mea-
sures.

We use this result to deduce that situations with infinitely many sinks
and Hénon-like attractors are not stable under random perturbations,
e.g., Newhouse’s and Colli’s phenomena in the generic unfolding of a
quadratic homoclinic tangency by a one-parameter family of diffeomor-
phisms.

Key words:Random perturbations, Time averages, Physical probabilities, Homoclinic
bifurcations

RÉSUMÉ. – On considère un bruit aléatoire dans des familles para-
métrées de dimension finie de difféomorphismes d’une variété compacte
sans bord,M, de dimension finie, et on montre, sous certains conditions
pas très fortes sur ces familles, l’existence de moyennes temporelles (as-
symptotiques) pour presque toute orbite de chaque point deM (voir Sec-
tion 2.4). Ces moyennes sont données par un nombre fini de mesures de
probabilité stationnaires physiques absolument continues.
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On utilise ce résultat pour déduire que les situations de coexistence
d’une infinité de puists et d’attracteurs de type Hénon ne sont pas
stables par des perturbations aléatoires ; par exemple, les phénomènes de
Newhouse et de Colli dans le dédoublement générique d’une tangence
homoclinique quadratique par une famille de difféomorphismes à un
paramètre.

Mots Clés:Perturbations aléatoires, Moyennes temporelles, Probabilités physiques,
Bifurcations homocliniques

1. INTRODUCTION

Newhouse proved in [16–18] that many surface diffeomorphisms have
infinitely many attracting periodic orbits (sinks), a serious blow to early
hopes that generic systems might have only finitely many attractors.
Indeed, see [18] and also [22], arbitrarily close to anyC2 diffeomorphism
on a surfaceM with a homoclinic tangency there exist open subsets of
Diff 2(M) whose generic elements have infinitely many sinks or sources.

This result was extended to arbitrary dimensions by Palis and Viana
in [23], see also [25] and [11]. Diffeomorphisms with infinitely many
coexisting hyperbolic attractors were constructed by Gambaudo and
Tresser in [10]. Colli showed in [7] that diffeomorphisms displaying
infinitely many Hénon-like strange attractors are dense in some open
subsets of Diff∞(M), if dimM = 2. Even more recently, Bonatti and
Díaz in [4] showed that coexistence of infinitely many sinks or sources is
generic in some open subsets of Diff1(M), if dimM > 3.

However, apart from these existence results, diffeomorphisms with
infinitely many attractors or repellers are still a mystery. Results of [14,8,
5] show that maps which cannot be approximated by others with infinitely
many sinks or sources have properties of partial hyperbolicity. In this
case the dynamics of these maps can be understood to some degree, see
e.g., [3,24,12,6,1]. It would be nice to know that systems with infinitely
many sinks or sources are negligible from the measure theoretical point
of view. Indeed, it has been conjectured that such systems correspond
to zero Lebesgue measure in parameter space for generic families (finite
number of parameters) of maps, see [29] and [22]. Nevertheless this is
not yet know.
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Here we show that this phenomenon of coexistence of infinitely many
sinks or sources can indeed be discarded in the setting of maps endowed
with random noise. We prove that (Theorem 1)every diffeomorphism of
a compact finite dimensional boundaryless manifoldM under absolutely
continuous random perturbations along a parameterized family has only
finitely many physical measures whose basins cover Lebesgue-a.e. point
ofM .

In the context of the generic unfolding of quadratic homoclinic
tangencies by uniparametric arcs of surface diffeomorphisms, where
the coexistence phenomenon of infinitely many attractors was first
shown to occur, we prove (Theorem 2) a result similar to the previous
one concerning points whose perturbed orbits visit a neighborhood of
the tangency infinitely often with positive probability, which we call
recurrent points.

This result is a corollary of the former since we show the random
parametric perturbations applied on the recurrent points to beabsolutely
continuousas well. For an uniparametric arc to satisfy this property
in a surface a quadratic homoclinic tangency is used: the mixture of
expanding and contracting directions near a homoclinic tangency point,
in a neighborhood of it in the manifold for every diffeomorphism close
to the one exhibiting the tangency, is what permits us to get absolute
continuity even when only a single parameter is at hand.

We conclude (Section 14) thatthere cannot be infinitely many at-
tractors (or physical measures) whose orbits(respectively, supports)
pass near a quadratic homoclinic tangency point or its generic unfold-
ing under random parametric perturbations(i.e., random errors in the
parameters)—in this sense, diffeomorphisms with infinitely many attrac-
tors are not stable under random perturbations.

These results can be seen from the perspective of a broad program pro-
posed by J. Palis in [20]. In particular, he conjectured that systems with
finitely many attractors are dense in the space of all systems. Moreover,
these attractors should have nice statistical properties, including existence
of physical measures supported on them, and stochastic stability under
small random noise—see, e.g., [31].

Fornaess and Sibony in [9] have shown a result similar to Theorem 1
to hold in the context of random perturbations of rational functions. The
precise form of the statement of this theorem and of some definitions was
inspired on Theorem 1.1 of theirs.

Relevant setting and all definitions are in Sections 2 and 3 along with
the precise statement of the result, including the kind of noise to be used
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and some examples. A summary of the steps of the proof is given in
Section 4, where we also sketch the contents of Sections 5 through 9. In
Section 10 we apply our results to perturbations of an example of Bowen.
This provides a good insight into the meaning of these results.

Relevant settings, definitions and the statement of Theorem 2 are in
Section 11. Its proof in Sections 12 and 13.

Several questions arise in this context of systems with random noise
and the simple methods used in this work to derive Theorems 1
and 2 should be generalized and extended. Some of those questions are
presented in the last section (Section 15) of this paper.

2. SOME NOTATIONS, DEFINITIONS AND THE MAIN
THEOREM

Throughout this paperM will signify a compact boundaryless mani-
fold with finite dimension,m will be some normalized (m(M)= 1) Rie-
mannian volume form onM anddM :M ×M→ R a distance given by
some Riemannian structure onM , fixed once and for all. When not oth-
erwise mentioned, absolute continuity will be taken with respect to the
probabilitym.

The random perturbations to be considered will act on the dynamics
of diffeomorphisms of a parameterized family given by theC1 function
f :M × Bn→ M , whereBn = {y ∈ Rn: ‖y‖2 < 1} is the unit ball of
Rn, n > 1, ‖ · ‖2 is the Euclidean norm and the mapft :M→M, x ∈
M 7→ f (x, t) is a diffeomorphism for everyt ∈ Bn.
2.1. Perturbations around a parameter

Let us fixa ∈ Bn and takeε > 0 such that the closedε-neighborhood
of a be contained inBn,B n(a, ε)⊂ Bn. We define theperturbation space
arounda of sizeε to be

∆=∆ε(a)= B n(a, ε)
N = {t = (tj )∞j=1: ‖tj − a‖26 ε, j > 1

}
with the product topology, which is equivalent to the topology induced
by the metricd( t, s )=∑∞j=1 2−n · ‖tj − sj‖2, t , s ∈∆, and the measure
ν∞ given by the product of the normalized Lebesgue volume measureν

over eachB n(a, ε). For setsA1, . . . ,Ak of the Borel family inB n(a, ε)

we have ν∞(A1 × · · · × Ak × B n(a, ε)
N
) = ν(A1) · · ·ν(Ak) and if
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A ⊂ B n(a, ε) thenν(A) = |B n(a, ε)|−1 · |A|, where|A| will mean the
Lebesgue volume measure ofA.

Now we define theperturbed iteratesof f by

f kt (z)= f k(z, t )= ftk ◦ · · · ◦ ft1(z), z ∈M, t ∈∆

and state the useful convention thatf 0(z, t )= z and

f kV (U)= f k(U,V )=
{
f kt (z): t ∈ V, z ∈U

}
, U ⊂M, V ⊂∆

for every k > 1. We emphasize a very often used property in what
follows.

PROPERTY 2.1. – For every fixedk > 1 it holds that

(1) (z, t1, . . . , tk) ∈M ×B n(a, ε)× k· · · ×B n(a, ε) 7→ f k(z, t1, . . . , tk)

= ftk ◦ · · · ◦ ft1(z) ∈M is differentiable;
(2) (z, t ) ∈M × ∆ 7→ f k(z, t ) ∈M is continuous(with the product

topology);
(3) z ∈ M 7→ f k(z, t1, . . . , tk) ∈ M is a diffeomorphism for every

t1, . . . , tk ∈ B n(a, ε).

Given t ∈ ∆ andz ∈M we will call {f kt (z)}∞n=1 the t-orbit of z and
many times writeO(z, t ).

In this way, perturbations are implemented by a random choice
of parameters of a parameterized family of diffeomorphisms at each
iteration, the choice being made in aε-neighborhood of a fixed parameter
according to a uniform probability. Such choices are represented by a
vector t in ∆, an infinite product of intervals, and the greater or lesser
importance of the set of perturbations taken into account will be evaluated
by the measureν∞.

This kind of random iteration will be referred to asparametric noise.
With the settings given above, the family of diffeomorphisms acting onM

with parametric noise of levelε aroundfa will be writtenFa,ε = {ft : t ∈
B n(a, ε)}. To simplify writing the factors of∆ we setT = B n(a, ε) from
now on, so that∆= T N.

2.2. Stationary probabilities

We can define a shift operatorS :M × ∆ → M × ∆, (z, t ) 7→
(ft1(z), σ ( t )), whereσ is the left shift on sequences of∆: σ ( t ) = s
with t = (t1, t2, t3, . . .) ands = (t2, t3, t4, . . .). By the definition ofS and
Property 2.1(2) we deduce thatS is continuous.
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A probability measureµ in M is said astationary probabilityif the
measureµ× ν∞ is S-invariant:

µ× ν∞(S−1A
)= µ× ν∞(A),

for every Borel subsetA of M ×∆. (1)

This is equivalent to say thatµ satisfies the following identity∫∫
ϕ
(
f (z, t)

)
dµ(z) dν(t)=

∫
ϕ(z) dµ(z), ∀ϕ ∈C0(M). (2)

In fact, writing (1) forA = U ×∆, whereU is a Borel subset ofM ,
we have

µ× ν∞(S−1(U ×∆))=µ× ν∞( ⋃
s∈T
f −1
s (U)× {s} ×∆

)

=µ× ν
( ⋃
s∈T
f −1
s (U)× {s}

)
× ν∞(∆)

=
∫∫

1U
(
f (x, s)

)
dµ(x) dν(s) (3)

which is equal toµ× ν∞(U ×∆)=µ(U), that is,∫∫
1U
(
f (x, s)

)
dµ(x) dν(s)= µ(U)=

∫
1U (x) dµ(x),

where 1U is such that 1U (x)= 1 if x ∈U and 1U (x)= 0 otherwise. Then
(2) holds for everyϕ ∈ L1

µ(M,R)⊃ C(M,R), because simple functions
are dense inL1

µ and the relation (2) is linear.
Conversely, if (2) holds for everyϕ ∈ C0(M,R), then it holds for

every element ofL1
µ(M,R) becauseµ and ν are Borel measures and

f :M × B → M is continuous (so that the left hand side of (2) gives
a regular measure overM). In particular, it holds forϕ = 1U , and (3)
is equal to

∫
1U (x) dµ(x) = µ(U) = µ × ν∞(U × ∆) proving that (2)

impliesµ× ν∞(S−1(U × ∆)) = µ× ν∞(U × ∆). Now we see that, if
V ⊂∆ is also a Borel subset,

µ× ν∞(S−1(U × V ))=µ× ν∞( ⋃
s∈T
f −1
s (U)× {s} × V

)

=µ× ν
( ⋃
s∈T
f −1
s (U)× {s}

)
× ν∞(V )
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=
∫∫

1U
(
f (x, s)

)
dµ(x) dν(s)× ν∞(V )

=
∫

1U(x) dµ(x)× ν∞(V )=µ× ν∞(U × V )
proving the equivalence between (2) and (1).

2.3. Ergodicity, generic points, ergodic basin

In the same way we have defined a stationary probability, by utilizing
the shiftS, we will say thatµ is astationary ergodicprobability measure
if µ× ν∞ is S-ergodic.

In this situation, Birkhoff’s ergodic theorem ensures that

lim
n→∞

1

n

n−1∑
j=0

ψ
(
Sj (x, t )

)= ∫ ψ d(µ× ν∞)
for µ × ν∞-a.e.(x, t ) ∈ M × ∆ and for everyψ ∈ C0(M × ∆,R).
In particular, puttingψ = ϕ ◦ π , with ϕ ∈ C0(M,R) and π :M ×
∆ → M the projection on the first factor, we obtainψ(Sj (x, t )) =
ϕ(f j (x, t )), j = 0,1,2, . . . and

∫
ψ d(µ×ν∞)= ∫ ϕ dµ, thus for every

continuousϕ :M→R

lim
n→∞

1

n

n−1∑
j=0

ϕ
(
f j (x, t )

)= ∫ ϕ dµ,
for µ× ν∞-a.e.(x, t ) ∈M ×∆. (4)

We now remark that, becauseµ× ν∞ is a product measure, we have
the following property. LetX be the set of(x, t ) that satisfy (4) for every
continuous functionϕ :M→ R. If {ϕn}∞n=1 is a denumerable and dense
sequence inC0(M,R) andXn the set of those points(x, t ) ∈ M × ∆
that satisfy (4) forϕn, n> 1, then it is easy to see (cf. [15, Chapter II.6])
thatX = ⋂n>1Xn is a set ofµ × ν∞-measure 1. Let us consider now
X(x) = {t ∈ ∆: (x, t ) ∈ X}, the section ofX through x ∈ M . Then
we haveν∞(X(x)) = 1 for µ-a.e.x ∈M . Indeed, by Fubini’s theorem,
µ× ν∞(X)= ∫ ν∞(X(x)) dµ(x)= 1 with 06 ν∞(X(x))6 1 for every
x ∈ M . Hence, the last identity implies the statement, becauseµ is a
probability measure.

The pointsx that satisfyν∞(X(x)) = 1, that is, for which the limit
in (4) exists and equals

∫
ϕ dµ for ν∞-a.e.t ∈ ∆ and every continuous

ϕ :M→R, will be calledµ-generic points. The set ofµ-generic points,
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whenµ is stationary and ergodic, will be theergodic basinof µ and will
be writtenE(µ).

To complete this setting of terms and symbols, those ergodic stationary
probability measuresµ whose basin has positive volume,m(E(µ)) >
0, will be calledphysical measuresof the perturbed system. We also
convention to writef k(x, ν∞) for the push-forward ofν∞ by f k(x, ·),
that isf k(x, ν∞)ϕ = ∫ ϕ(f k(x, t )) dν∞( t ) for everyk > 1, x ∈M and
ϕ ∈C0(M,R) by definition.

2.4. Statement of the results

THEOREM 1. – Letf :M→M be a diffeomorphism of classCr, r >
1, of a compact connected boundaryless manifoldM of finite dimension.
If f = fa is a member of a parametric family under parametric noise
of levelε > 0, as in Section2.1, that satisfies the hypothesis: there are
K ∈N andξ0> 0 such that, for allk >K andx ∈M

A) f k(x,∆)⊃ B(f k(x), ξ0);
B) f k(x, ν∞)�m;

then there is a finite number of probability measuresµ1, . . . ,µl inM with
the properties

1. µ1, . . . ,µl are physical absolutely continuous probability mea-
sures;

2. suppµi ∩ suppµj = ∅ for all 16 i < j 6 l;
3. for all x ∈M there are open setsV1 = V1(x), . . . , Vl = Vl(x) ⊂∆

such that
(a) Vi ∩ Vj = ∅, 16 i < j 6 l;
(b) ν∞(∆ \ (V1∪ · · · ∪ Vl))= 0;
(c) for all 16 i 6 l andν∞-a.e.t ∈ Vi we have

lim
n→∞

1

n

n−1∑
j=0

ϕ
(
f j (x, t )

)= ∫ ϕ dµi, for everyϕ ∈C(M,R).

Moreover, the setsV1(x), . . . , Vl(x) depend continuously onx ∈M
with respect to the distancedν(A,B) = ν∞(A4B) betweenν∞-
mod 0subsets of∆.

The theorem assures the existence of a finite number of physical
probability measures with respect to the perturbed systemFa,ε, as
defined in the previous subsections, which describe the asymptotics of
the Birkhoff averages of almost every perturbed orbit of every point ofM .
Section 10 gives perhaps a clearer meaning for this result.
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The conditions on the noise are about “how much spread” suffer the or-
bits under perturbation when compared with those without perturbation.
They demand that the perturbations “scatter” the orbits in an “uniform”
way around the nonperturbed ones, at least from some iterates onward,
and ask for negligible perturbations (ofν∞ measure zero) to produce neg-
ligible effects: the result of such perturbations should only be a set ofm

measure zero.
These hypothesis try to translate the intuitive idea of random perturba-

tions not having “privileged direction or size”, causing deviations from
the ideal orbit that will “fill” a full neighborhood of that orbit and “ig-
noring” sets of perturbations of zero probability. In the light of this, para-
metric noise satisfying conditions A) and B) may aptly be referred to as
physical parametric noise.

Example1. – LetM = Tn be then-torus,n > 1, andf0 :Tn→ Tn a
Cr -diffeomorphism,r > 1. SinceTn is parallelizable,TTn ∼= Tn × Rn,
we can findn globally orthonormal (hence nonvanishing) vector fields
in X r (M). For instance, through the identificationTn ∼= Rn/Zn via the
natural projection, we may takeX1(x) = e1 = (1,0, . . . ,0),X2(x) =
e2= (0,1, . . . ,0), . . . ,Xn(x)= en = (0,0, . . . ,1) for all x ∈ Tn.

We construct a family of differentiable maps definingf :Tn × Rn→
Tn by

(x, t) ∈ Tn ×Rn 7→ f0(x)+ t1X1
(
f0(x)

)+ · · ·
+ tnXn(f0(x)

)
modZn,

or equivalently byft(x)= f (x, t1, . . . , tn)= f0(x)+ (t1, . . . , tn)modZn.
We note that since‖t‖2 < ε implies ‖ft − f0‖Cr < ε for everyε > 0

and Diffr(Tn) is open inCr(Tn,Tn) (cf. [21, Chapter I]), there isε0> 0
such that the restrictionf| :Tn × Bn(0, ε0)→ Tn is aCr -family of Cr -
diffeomorphisms ofTn.

It is not difficult to see thatf satisfies hypothesis A) and B) of
Theorem 1 forK = 1 and for every familyFa,ε = {ft : ‖t − a‖2 < ε}
such thatB n(a, ε) ⊂ Bn(0, ε0). We may say, in the light of this, that
this specific kind of random parametric perturbation is anabsolutely
continuous random perturbation.

Theorem 1 follows and we see thatany random absolutely continuous
perturbation of a diffeomorphism of the torus(or of any parallelizable
manifold) is such that Birkhoff averages exist for almost every orbit
of every point of the torus. Moreover, their values are defined by a
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finite number of absolutely continuous physical stationary probability
measures.

Remark2.1. – Example 1 shows that given any diffeomorphismf of
a parallelizable manifold we may easily embedf in a suitable parame-
terized family of diffeomorphisms satisfying hypothesis A) and B).

Example2. – We now construct an absolutely continuous random
perturbation around any given diffeomorphismf ∈ Diff r(M), r > 1, of
every compact finite dimensional boundaryless manifoldM , assumingM
to be endowed with some Riemannian metric. It is most likely that
this kind of construction can be carried out withn = dim(M) or n + 1
parameters.

We start by taking a finite number of coordinate charts{ψi :B(0,3)→
M}li=1 such that{ψi(B(0,3))}li=1 is an open cover ofM and {ψi(B(0,
1))}li=1 also (this is a standard construction, cf. [21, Section 1.2]). In
each of those charts we definen = dim(M) orthonormal vector fields
X̃i1, . . . , X̃in :B(0,3)→ Tψi(B(0,3))M and extend them to the whole ofM
with the help of bump functions. This may be done in such a way that
the extensionsXij are null outsideψi(B(0,2)) and coincide withX̃ij in
ψi(B(0,1)), i = 1, . . . , l; j = 1, . . . , n. We then see that
• At everyx ∈M there is some 16 i 6 l such thatXi1(x), . . . ,Xin(x)

is an orthonormal basis forTxM—and likewise forXi1, . . . ,Xin—
because{ψi(B(0,1))}li=1 was an open cover ofM .

Finally we define the following parameterized family

F :
(
Rn
)l→Cr(M,M),

F
(
(uij ) i=1,...,l

j=1,...,n

)
(x)=Φ

(
f (x),

l∑
i=1

n∑
j=1

uij ·Xij , 1

)
,

whereΦ :TM × R→ M is the geodesic flow associated to the given
Riemannian metric. Then for someε0 > 0 we get a finite dimensional
parameterized family of diffeomorphismsF| :Bn·l(0, ε0) → Diff r(M)
satisfying conditions A) and B) of Theorem 1 forK = 1 and someξ0> 0,
and for every familyFa,ε = {Ft : ‖t − a‖2 < ε} wherea ∈ B n·l(a, ε) ⊂
Bn·l(0, ε0).

Example3. – In the context ofrandom perturbation of rational
functions, as in [9], hypothesis A) and B) are immediate.

Indeed, letR :C × W → C be analytic, whereW ⊂ C is open
an connected,z 7→ R(z, c) is rational for all c ∈ W and c ∈ W 7→
R(z, c) is nonconstant for everyz ∈ C (i.e., R is a generic family of
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rational functions). Then it is easy to get aξ = ξ(c0, ε) > 0 such that
R(z,B(c0, ε))⊃ B(R(z, c0), ξ) for all z ∈C, wheneverB(c0, ε)⊂W , by
compactness ofC and because analytic nonconstant functions are open.
Moreover, ifλ is Lebesgue measure normalized and restricted toB(c0, ε),
thenR(z,λ)� Lebesgue onC. Hence we get A) and B) withK = 1.

Theorem 1 then proves something more than Theorem 0.1 of [9]:
we get physical measures whose support contains neighborhoods of the
attracting cycles ofRc0 and which give the time averages of almost every
orbit of each point of the Riemann sphere.

Example4. – Letf :M × T →M be a parameterized family of dif-
feomorphisms as in Section 2 such that for somea ∈ T the diffeomor-
phism fa is transitive. Let us suppose further that for someε > 0 the
parametric noise of levelε aroundfa, Fa,ε, satisfies hypothesis A) and
B). Hence Theorem 1 holds and letµi be one of the physical absolutely
continuous probabilities given by the theorem.

Sincefa is transitive, there is a residual setR in M whose pointsx0 ∈
R give densefa-orbits: {f ka (x0)}∞k=0 = M . Moreover, the c-invariance
of suppµi (v. Section 3, Definition 3.1) and hypothesis A) imply that
int(suppµi) 6= ∅, and thus there isx0 ∈ (R∩ int(suppµi)).

We deduce that

suppµi ⊃ {f k(x0,∆)}∞k=1⊃ {f ka (x0)}∞k=0=M
and so there is only one physical absolutely continuous probability inM ,
whose support is the whole ofM .

In particular,every diffeomorphism of the torusTn (n> 1)with a dense
orbit, under absolutely continuous noise of arbitrary levelε > 0, has
a single physical absolutely continuous probability whose support isM

(and likewise ifM is any parallelizable compact boundaryless manifold).

In Section 11 we shall see that certain arcs (uniparametric families) of
diffeomorphisms of classCr (r > 3) generically unfolding a quadratic
homoclinic tangency satisfy both conditions of Theorem 1, restricted to
a neighborhood of the point of homoclinic tangency. For more specifics,
check the abovementioned section. We will then have

THEOREM 2. –There are open sets of arcs(in the C3 topology)
{ft}t∈]−1,1[ of diffeomorphisms of classC3 of a compact boundaryless
surface generically unfolding a quadratic homoclinic tangency atf0 such
that, in a neighborhoodQ of a point of homoclinic tangency and for all
ft0 sufficiently nearf0 under parametric noise of sufficiently small level
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0< ε < ε0, there are a finite number of probability measuresµ1, . . . ,µh
in Q that satisfy the conditions1) and 2) and also3) of Theorem1, for
pointsx ∈M whose orbitsO(x, t ) have an infinite number of iterates
in Q with respect to aν∞ positive measure set of perturbations.

This result, combined with Newhouse’s phenomenon, shows that
the infinity of periodic hyperbolic attractors (sinks) that coexist in a
neighborhood of a point of homoclinic tangency, for “many” parameter
values near the bifurcation parameter, cannot “survive” the random
parametric perturbation. Moreover it must subsist, at most, a finite
number ofanalytic continuations under random perturbationof a sink.
Section 14 will specify this conclusions and extend the result in a simple
manner to Colli’s phenomenon, where the infinity of hyperbolic periodic
attractors is replaced by an infinity of Hénon-like strange attractors.

Now we will concentrate on the proof of Theorem 1.

3. INVARIANT DOMAINS

Let µ be a stationary probability measure with respect to a parametric
perturbation of noise levelε > 0 aroundfa. Then suppµ is S-invariant:
S(supp(µ× ν∞))⊂ supp(µ× ν∞).

Let us observe that since supp(µ) = supp(µ) × ∆ we have for all
(x, t ) ∈ supp(µ)×∆ thatf k(x, t ) ∈ suppµ, for all k > 1. That is, suppµ
is completely invariant according to

DEFINITION 3.1. – A partC of M is saidcompletely invariantor c-
invariantif f k(x, t ) ∈C for all x ∈ C, t ∈∆ andk > 1.

With the purpose of showing the existence of the kind of stationary
probability measures stated in Theorem 1 and to better understand the
dynamics of the points in their support as well, we make a series of
definitions.

DEFINITION 3.2. – An invariant domain under anε-perturbation with
respect to the familyf around the parametera ∈ I will be a finite
collectionU0, . . . ,Ur−1 of pairwiseseparated open sets, that is,i 6= j ⇒
Ui ∩ Uj = ∅, such thatf k(U0,∆)⊆ Uk modr for all k > 1, and it will be
writtenD = (U0, . . . ,Ur−1). The numberr ∈ N above will be referred to
as theperiodof the invariant domain.

Let us observe that the open setU0 has a privileged role in the above
definitions.
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DEFINITION 3.3. – An invariant domain that also satisfies

f k(Ui ,∆)⊆ U(k+i) modr , ∀k > 1 (5)

whateveri ∈ {0, . . . , r − 1} will be a symmetrically invariantdomain or
s-invariantdomain.

This kind of domains will be at the heart of the arguments within next
sections and the proof of their existence and finite number is the key to
every other result in this paper.

Remark3.1. – Since theft are diffeomorphisms for allt ∈ T , we
see that if the collectionD = (U0, . . . ,Ur−1) is s-invariant, thenD =
(U0, . . . ,U r−1) also satisfies (5) and conversely: if the closureD =
(U0, . . . ,U r−1) satisfies (5) withU0, . . . ,Ur−1 pairwise disjoint open sets,
thenD = (U0, . . . ,Ur−1) is an s-invariant domain.

3.1. Partial order and minimality

Let D be the family of s-invariant domains. We define the following
partial order relation between its elements.

LetD = (U0, . . . ,Ur−1) andD′ = (U ′0, . . . ,U ′r ′−1) be elements ofD.
First,D =D′ if there arei, i′ ∈ N such thatU(i+k) modr = U ′(i′+k) modr ′ ,∀k > 1 which implies r = r ′, because the open sets that form each

invariant domain are pairwise disjoint.
We sayD ≺ D′ if there arei, i′ ∈ N such thatUi modr ⊆ U ′i′ modr ′ but
Ui modr 6= U ′i′ modr ′ , andU(i+k) modr ⊆ U ′(i′+k) modr ′ for all k > 1 (see Fig. 1
for an example withr = 3 andr ′ = 6).

We writeD �D′ if, and only if,D =D′ orD ≺D′.
Clearly (D,�) is now a partially ordered set.

Fig. 1. DomainsD,D′ with D′ ≺D.
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DEFINITION 3.4. – A minimal invariant domain is a domainD ∈D
which is minimal with respect to the partial order� just defined.

Minimal domains will be represented by the letterM throughout this
text.

4. A TOUR OF THE PROOF

With the notions given in previous sections we can now divide the
proof of Theorem 1 in the following steps:

(1) To show thatD has some minimal invariant domain and that any
invariant domain contains some minimal one (Section 6.1).

(2) To show that minimal invariant domains are pairwise disjoint
(Section 6.2).

By now we can already deduce the number of minimals is finite.
In fact, a minimal invariant domainM is completely invariant and
by hypothesis A) of Theorem 1 we see that every open set of the
finite collection formingM contains a ball of radius> ξ0 > 0. The
compactness ofM and step (2) above ensure there can only be a finite
number of such open sets and thus a finite number of minimals also.

(3) Every minimal domain israndomly transitiveor r-transitive, this
notion will be specified in Section 6.3.

(4) The orbits of every pointz ∈M under noise generate a station-
ary probability measureµ which is absolutely continuous (Sec-
tion 7.1).

From (3) and (4) we deduce that there exists an absolutely continuous
stationary probabilityµ in the closure of each minimalM (sinceM
contains every orbit ofz ∈M) whose support is the closure ofM (by
the c-invariance of the support and item (3): suppµ=M.

(5) Every stationary absolutely continuous probability measureµ

supported on a minimal domainM is ergodic and its ergodic basin
E(µ) contains the whole ofM: E(µ)⊃M (Section 7.2).

Being ergodic, absolutely continuous and supported on the whole
of M, this probability µ is physical, since the minimal invariant
domain is a collection of open sets. Consequently since for every such
measureE(µ)⊃M holds, this is the only stationary ergodic absolutely
continuous probability measure supported onM. It will be referred to as
thecharacteristic probabilityof the minimalM.

(6) Every stationary probability measure is supported on some s-
invariant domain (Section 8).
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This crucial step gives the converse of the property deduced from
step (5). Moreover, combining with the results of the previous steps we
will deduce from step (6) that

(7) Every stationary probability measure is a finite convex linear
combination of characteristic probabilities (Section 8).

(8) Finally, in Section 9, we will use items (4) and (7) to deduce that
ν∞-a.e. perturbationt ∈ ∆ is such thatO(z, t ) eventually falls
into some minimalM. The perturbations sendingz into different
minimals form the partition of item (3) of Theorem 1. SinceM
supports a characteristic measure which is physical, we further
derive that Birkhoff averages exist forO(z, t ) and satisfy (4).

5. FUNDAMENTAL LEMMAS

The measure theoretical lemma that follows will be used frequently
within the arguments of this and next sections.

LEMMA 5.1. – Given V ⊂ ∆ with ν∞(V ) > 0, we define for fixed
θ ∈∆ andk > 1

V ( θ, k)= {ω ∈ V : ω1= θ1, . . . ,ωk = θk}
thek-section ofV alongθ . Then we have

ν∞
(
σ kV ( θ, k)

)→ 1 whenk→∞
for ν∞-a.e. θ ∈ V , where σ :∆ → ∆ is the left shift on sequences:
σ (ψ)= ϕ with ϕn =ψn+1, n= 1,2,3. . . .

Note. – From now on we will say that a vectorθ satisfying the above
limit with respect to a setV ⊂∆ is V -generic.

Fig. 2. Representation of the infinite product of the interval[0,1], a vectorθ and
the setsV andV ( θ, k).
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Proof. –We may assume, for definiteness, that∆= [0,1]N with ν the
Lebesgue measure in[0,1] so thatν∞ is a probability in∆. Let V ⊂∆
be such thatν∞(V ) > 0.

If B is the Borelσ -algebra in[0,1] and

Bk =
k︷ ︸︸ ︷

B× · · · ×B×[0,1]N, k > 1,

thenA = σ (⋃∞k=1Bk) is theσ -algebra of∆ over whichν∞ is defined,
the σ -algebra generated by allBk . For everyf ∈ L1(∆,A, ν∞) and
eachk > 1 the mapA ∈ Bk 7→ ∫

A f dν
∞ defines a finite measure on

(∆,Bk, ν∞), which clearly is absolutely continuous with respect to the
measureA ∈ Bk 7→ ν∞(A) (the restriction ofν∞ to Bk). By Radon–
Nikodym’s theorem there isE(f |Bk) ∈ L1(∆,Bk, ν∞), the conditional
expectation off with respect to theσ -algebraBk , such that∫

A

E(f |Bk) dν∞ =
∫
A

f dν∞, ∀A ∈ Bk (6)

and this function is unique with this property inL1(∆,Bk, ν∞).
Let Xk = E(f |Bk), k = 1,2, . . . . We are going to see that{Xk}∞k=1 is

a martingale with respect to the sequence{Bk}∞k=1 of σ -algebras.
Indeed, becauseBk ⊂ Bk+1 we have

∫
A E(f |Bk+1) dν

∞ = ∫A f dν∞
for all A ∈ Bk and by (6) and uniqueness of conditional expectation

E(Xk+1|Bk)=E(E(f |Bk+1)|Bk)=E(f |Bk)=Xk ν∞-a.e.

By the martingale convergence theorem (cf. [19] for simple definitions
and proofs), the sequence{Xk}∞k=1 has aν∞-a.e. limit that we shall write
X ∈L0(∆,A).

By (6) and becausef ∈ L1(∆,A, ν∞) we have, assumingf > 0, that
Xk > 0 ν∞-a.e.,k > 1, and consequentlyX > 0 ν∞-a.e. Moreover∫

|Xk|dν∞ =
∫
Xk dν

∞ =
∫
f dν∞ =

∫
|f |dν∞

and soX ∈ L1(∆,A, ν∞) by dominated convergence and
∫ |X|dν∞ =∫

Xdν∞ gives
∫
f dν∞. Furthermore, ifA ∈ Bk then

∫
AXj dν

∞ =∫
A f dν

∞ for all j > k and from this we get
∫
AXdν

∞ = ∫A f dν∞ for
all A ∈ Bk andk > 1.
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By the absolute continuity of the integral of aL1-function and by
definition ofA, for everyε > 0 andA ∈A there areδ > 0, k > 1 and B∈
Bk such thatν∞(A4B) < δ, ∫A4B |X|dν∞ < ε and

∫
A4B |f |dν∞ < ε.

Now we have, in succession∣∣∣∣∣
∫
A

f dν∞ −
∫
B

Xk dν
∞
∣∣∣∣∣=

∣∣∣∣∣
∫
A

f dν∞ −
∫
B

f dν∞
∣∣∣∣∣6

∫
A4B
|f |dν∞ < ε,

∣∣∣∣∣
∫
A

X dν∞ −
∫
B

Xk dν
∞
∣∣∣∣∣=

∣∣∣∣∣
∫
A

X dν∞ −
∫
B

Xdν∞
∣∣∣∣∣6

∫
A4B
|X|dν∞ < ε,

and from this we get| ∫AX dν∞ − ∫A f dν∞|6 2ε with ε > 0 arbitrary.
We conclude that

∫
AXdν

∞ = ∫A f dν∞, ∀A ∈ A and soX = f ν∞-
a.e.

In particular iff = 1V we haveXk→ 1V ν∞-a.e. and
∫
B E(1V |Bk) dν∞= ∫B 1V dν∞ equalsν∞(V ∩B) by definition of conditional expectation.

But ν∞(V ∩ B) = ∫B 1V dν∞ also equals
∫
B ν
∞
k (V ( θ, k)) dν

k( θ ) for
everyB ∈ Bk andk > 1 by Fubini’s theorem, whereν∞k (A)= ν∞(σ kA)
andνk(A)= νk(πk(A)), A ∈A with πk :∆→[0,1]k the natural projec-
tion θ = (θi)∞i=1 7→ (θ1, . . . , θk). That isν∞k (V ( θ, k))= E(1V |Bk) = Xk
ν∞-a.e.t ∈∆, and the proof is complete.2

This lemma will be utilized essentially in the following way. LetV,W
be subsets of∆ with ν∞-positive measure andt aV -generic vector. Then
there isk0 ∈N such that

k > k0⇒ ν∞
(
W ∩ σ kV ( t, k))> 0. (7)

Sinceν∞(V ( t, k))= 0 for all t ∈∆ andk > 1 we may wonder whether
we may use (7) in arguments proving someν∞-a.e. result. The answer is
in the following

LEMMA 5.2. – LetV,W ⊂∆ be such thatν∞(V ), ν∞(W) > 0. Then
for ν∞-a.e. t ∈ V there is ak0 ∈ N such that for allk > k0 and every
η > 0

ν∞
{
s ∈ V : d( s, t ) < η andσ ks ∈W}> 0.

Hence we may not have (7) but we know we can choose with positive
probability a vector inV arbitrarily close tot whosekth shift is inW .
This will be enough for our purposes.

Proof. –Let V ⊂∆ be such thatν∞(V ) > 0. For everyn> 1 andj >
1 letKn,j be a compact set insideV such thatν∞(V \Kn,j ) < (n · 2j )−1
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andE(1V |Bj )|Kn,j is continuous—we are using Luzin’s theorem (v. [13,
Chapter IV, Section 21]). ThenCn =⋂j>1Kn,j is a compact subset ofV ,
ν∞(V \Cn)6 n−1 andE(1V |Bj )|Cn is continuous for everyj, n> 1.

We haveV =⋃n>1Cn, ν
∞ mod 0 and soν∞-a.e.t ∈ V is in someCn,

n > 1. Moreoverν∞-a.e. t ∈ V is a ν∞-density point of someCn and
we may supposeν∞(Cn) > 0 for all n > 1 (otherwise we consider only
n> n0 for some bign0 ∈N).

From now on we supposet is V -generic and aν∞-density point of
someCn with ν∞(Cn) > 0. We letW ⊂∆ be such thatν∞(W) > 0, set
δ = 1

4ν
∞(W) > 0 and letk0 ∈ N be such thatν∞(σ kV ( t, k)) > 1− δ,

for every k > k0 by Lemma 5.1. By the choice oft andCn we have
ν∞(B( t, η)∩Cn) > 0 for all η > 0 and for someη0> 0 we have further
that, fixingk > k0,

d( s, t ) < η0, s ∈ Cn⇒ ν∞
(
σ kV ( s, k)

)
> 1− 2δ

by the continuity ofE(1V |Bk)|Cn at t . Therefore we deduce that

d( s, t ) < η0, s ∈Cn⇒ ν∞
(
W ∩ σ kV ( s, k))> 2δ > 0

and so, for anyη > 0, we have

ν∞
{
s ∈ V : d( s, t ) < η andσ ks ∈W}
> ν∞

{
s ∈ V : d( s, t ) < η1=min{η0, η} andσ ks ∈W}

>
∫

B( t,η1)∩Cn
1W(σ

ks ) dν∞( s )

=
∫

B( t,η1)∩Cn

∫
σkV ( s,k)

1W(u) dν
∞( u ) dνk( s )

=
∫

B( t,η1)∩Cn
ν∞
(
W ∩ σ kV ( s, k))dνk( s )

> 2δ · νk(B( t, η1)∩Cn)> 2δ · ν∞(B( t, η1)∩Cn)> 0

where we have used Fubini’s theorem andνk is as before in Lemma 5.1.2
In Section 13 a slight generalization of Lemma 5.1 will be needed.

DEFINITION 5.1. – GivenV ⊂ ∆ and t, s ∈ ∆ we define adouble
sectionthrough t and s at k > 1 by V ( t, k, s ) = {ϕ ∈ V : ϕ1 = t1, . . . ,
ϕk = tk andϕk+2= s1, ϕk+3= s2, . . .}.
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LEMMA 5.3. – LetV ⊂∆ be such thatν∞(V ) > 0. Then forν∞-a.e.
t ∈ V and for every0< γ, δ < 1 there existsk0 ∈ N such that for all
k > k0 there is a setWk ⊂ V with the properties

1. t ∈Wk ;
2. ν∞(Wk) > 0;
3. ν(pk+1Wk( t, k, s ))> 1− δ for ν∞-a.e.t ∈Wk ands in a subset of
∆ with ν∞-measure> 1− γ ,

wherepk :∆→ B is the projection on thekth coordinate.

Proof. –(An application of Lemma 5.1 and Fubini’s theorem.)
DefiningVn = {t ∈ V : ν∞(σ kV ( t, k))> 1− δ · (1− γ ), ∀k > n} we

haveVn ⊂ Vn+1 and Lemma 5.1 saysV = ⋃n>1Vn, ν
∞ mod 0. We set

k0 ∈ N such thatν∞(Vk)> 4
5ν
∞(V ) for everyk > k0. Definition 5.1 and

Fubini’s theorem imply

1− δ · (1− γ )6 ν∞(σ kV ( t, k))= ∫ ν[pk+1V ( t, k, s )
]
dν∞( s )

for everyt ∈ Vk0 andk > k0. We define now for eacht ∈ Vk0 andk > k0

the set

Wk( t )= {s ∈∆: ν
[
pk+1V ( t, k, s )

]
> 1− δ}

and by the last inequality we see thatν∞(Wk( t ))> 1− γ . Then defining
for k > k0

Wk =
⋃{

V ( t, k, s ): t ∈ Vk0 ands ∈Wk( t )
}
,

we get

ν∞(Wk)=
∫
Vk0

∫
Wk( t )

ν
[
pk+1V ( t, k, s )

]
dν∞( s ) dνk( t )

>
∫
Vk0

(1− δ) · ν∞(Wk( t )
)
dνk( t )

> (1− δ) · (1− γ ) · νk(Vk0)

> (1− δ)(1− γ ) · ν∞(Vk0)

> (1− δ)(1− γ ) · 4
5
· ν∞(V ) > 0.

We finally note thatν∞-a.e. t ∈ V is in every Vk for sufficiently
big k. 2



326 V. ARAÚJO / Ann. Inst. Henri Poincaré 17 (2000) 307–369

The following notions will be extremely useful. They are mere
adaptations of the usual notions ofω-limit to the context of random
parametric perturbations.

DEFINITION 5.2. – We takez to be some point inM , U some subset
ofM , t some vector in∆ and define

ω(z, t)= {w ∈M: ∃n1< n2< · · · in N
such thatf

nj
t (z)→w whenj→∞}

(the usual definition ofω-limit for the orbitO(z, t));
ω(U, t)= {w ∈M: ∃{uj }∞j=1⊂M ∃n1< n2< · · · in N

such thatf
nj
t (uj )→w whenj→∞}

(theω-limit of a set under a perturbation vectort);
ω(z,∆)= {w ∈M: ∃{θ(j)}∞j=1⊂∆∃n1< n2< · · · in N

such thatf
nj

θ(j)
(z)→w whenj→∞}

(theω-limit of a point under every perturbation);
ω(U,∆)= {w ∈M: ∃{uj }∞j=1⊂M ∃{θ(j)}∞j=1⊂∆∃n1< n2< · · · in N

such thatf
nj

θ(j)
(uj )→w whenj→∞}

(the same as before with respect to a set).

LEMMA 5.4. – Let us supposeU to be a subset ofM whose orbits,
under a positiveν∞-measure setV ⊂ ∆ of perturbations, go through a
finite family of pairwise separated open setsA0, . . . ,Al−1 in a cyclic way,
that is

f kV (U)⊂Ak mod l , ∀k > 1 (8)

(example: the setU0 of an invariant domainD ∈ D with respect to
U0, . . . ,Ur−1).

Then the setω(U, θ ) of accumulation points of the orbit ofU under
a V -generic perturbationθ ∈ V is such thatω(U, θ )⊂ A0 ∪ · · · ∪Al−1

and if z ∈ ω(U, θ ) ∩ Ai with 06 i 6 l − 1 and ψ ∈ ∆, thenf kψ(z) ∈
A(i+k) mod l for all k > 1.

LEMMA 5.5. – If in the last lemma we hadV = ∆ then the set
ω(U,∆), besides having orbits that go in a cyclic way through the
Ai, i = 0, . . . , l − 1, under any perturbation, would also be invariant
under every perturbation: f kψ(z) ∈ ω(U,∆) for all k > 1, for all z ∈
ω(U,∆) and for allψ ∈∆.
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These lemmas essentially state that whenever we look at limits of
generic perturbations we find a point whose perturbed orbit doesnot
depend on the perturbation chosen, in the sense that it is carried cyclically
through some specified family of sets. This property is the key idea
behind the construction of s-invariant domains in Lemma 5.6

Proof of Lemma 5.4. –Let us fix ψ ∈ ∆ and z ∈ ω(U, θ ) with
ν∞(σ jV (, θ, j))→ 1 when j→∞.

Then there are sequences{uj }∞j=1 ⊂ U and {nj}∞j=1 ⊂ N with n1 <

n2 < · · · such thatzj = f nj (uj , θ )→ z when j →∞. It is clear that
z ∈A0 ∪ · · · ∪Al−1.

Let us now fixk ∈ N and assumez ∈ Ai for somei ∈ {0, . . . , l − 1}.
We want to show thatf k(z,ψ) ∈A(i+k) mod l.

Oncek is fixed, Property 2.1 implies that, for givenδ > 0, there are
γ,υ > 0 such that

d(ψ,ϕ) < γ, ϕ ∈∆⇒ dM
(
f k(z,ψ), f k(z, ϕ)

)
< δ;

dM(z1, z2) < υ, z1, z2 ∈M, ϕ ∈∆⇒ dM
(
f k(z1, ϕ), f

k(z2, ϕ)
)
< δ. (9)

By Lemma 5.2 and the convergence of{zj }∞j=1, makingW = B(ψ,γ /2)
we may choose a sufficiently bigj ∈ N such thatdM(f nj (uj , θ ), z) <
υ/2 and a sufficiently smallη > 0 such that, with positive probability,
there can be foundϕ ∈ V with

d(ϕ, θ ) < η, d
(
σ nj ϕ,ψ

)
< γ/2 and also dM

(
f nj (uj , ϕ), z

)
< υ.

(10)
Hence, by the choice ofγ andυ we will have that:

dM
(
f k(z,ψ), f k

(
zj , σ

nj ϕ
))

6 dM
(
f k(z,ψ ), f k

(
z, σ nj ϕ

))+ dM(f k(z, σ nj ϕ ), f k(zj , σ nj ϕ ))
6 δ+ δ = 2δ.

But we can takeυ > 0 so small that besides (10) and we get

dM(w, z) < υ, w ∈A0 ∪ · · · ∪Al−1⇒ z ∈Ai. (11)

With this we havezj ∈ Ai and alsof k(zj , σ nj ϕ) ∈ A(i+k) mod l by the
hypothesis (8), withδ > 0 arbitrary, and the lemma follows immedi-
ately. 2

Proof of Lemma 5.5. –Let us takez ∈ ω(U,∆) and supposez ∈Ai for
somei ∈ {0, . . . , l − 1}. We fix k > 1 andψ ∈∆.
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Then there are{θ(j)}∞j=1 ⊂ ∆, {uj }∞j=1 ⊂ U and {nj}∞j=1 ⊂ N with
n1< n2< · · · in such a way thatzj = f nj (uj , θ (j))→ z whenj→∞.

For δ > 0 let us takeυ > 0 as in (9), andυ so small that (11) holds.
Moreover, letj0 ∈N be such thatj > j0⇒ dM(f

nj (uj , θ
(j)), z) < υ.

We now have

dM
(
f k(z,ψ), f k(zj ,ψ )

)= dM(f k(z,ψ), f k+nj (uj , θ̃ (j)))6 δ
for j > j0, whereθ̃

(j) = (θ(j)1 , . . . , θ (j)nj
,ψ1, . . . ,ψk,ψk+1, . . .) ∈ ∆. But

δ > 0 is arbitrary, thus we get that

f k+nj
(
uj , θ̃

(j))→ f kψ(z) whenj→∞.

Now we see that forf k(z,ψ) there exist{θ̃ (j)}∞j=1⊂∆, {uj }∞j=1 ⊂ U
and {k + nj }∞j+1 ⊂ N with k + n1 < k + n2 < · · · in such a way that
f k(z,ψ) ∈ ω(U,∆). 2

We state the following lemma (which should be a corollary of the
previous two) with a slight abuse of language: we say an invariant domain
D = (U0, . . . ,Ur−1) contains (is contained by) a setC if U0∪· · ·∪ Ur−1⊃
C (respectively,C ⊃ U0∪ · · · ∪ Ur−1).

LEMMA 5.6. – If C is a c-invariant set contained in some domain
D = (U0, . . . ,Ur−1) invariant with respect to a systemFa,ε under
parametric noise satisfying hypothesisA) of Theorem1, then it contains
some s-invariant domain.

Proof. –Let C andD be as stated and let us considerX = ω(C,∆)
(cf. Definition 5.2).

By Lemma 5.5 we know thatX ⊆ C ⊂ U0∪ · · · ∪U r−1 is a c-invariant
set whose points are carried cyclically through theU i , i = 0,1, . . . , r−1.

By hypothesisA) of Theorem 1 it holds that int(X) 6= ∅. Thus the
collection D̃ = (U0 ∩ int(X), . . . ,Ur−1 ∩ int(X)) is a member ofD, an
s-invariant domain.

Indeed, since theft are diffeomorphisms for allt ∈ B, the interior of
X must be sent into the interior ofX. But, by Lemma 5.5, the orbits of
points ofX must respect the cyclic order of theUi , i = 0, . . . , r − 1.

We conclude thatX contains an s-invariant domain in its interior
(the open sets forming̃D are pairwise separated by construction). Since
X⊂ C, we have the same forC. 2



V. ARAÚJO / Ann. Inst. Henri Poincaré 17 (2000) 307–369 329

DEFINITION 5.3. – LetD = (U0, . . . ,Ur−1) be an s-invariant domain
(D ∈ D) and z ∈M . We defineG(z) = GD(z) = {t ∈ ∆: ∃n ∈ N such
thatf nt (z) ∈D} andH(z)=HD(z)=∆\G(z), the perturbation vectors
that will sendz intoD and those that never do so, respectively.

LEMMA 5.7. – Let us suppose thatz ∈M is such thatν∞(HD(z)) > 0
for someD ∈D and t is aH -generic vector(H =H(z)=HD(z)).

ThenH(w)=HD(w)=∆ for everyw ∈ ω(z, t ).
This lemma assures that those points whose perturbed orbits never

fall in some invariant domainD for many (ν∞-positive measure)
perturbations haveω-limit points (under generic perturbations) which are
neversent into the same domainD by every perturbation. This is another
“independence of perturbation” property for the orbits ofω-limit points.

Proof. –Let us fix aH -generic perturbation vectort andw ∈ ω(z, t ).
By contradiction, let us suppose there ares ∈ ∆ andn ∈ N such that

f ns (w) ∈ D. Then there must be a neighborhoodUw of w in M and a
neighborhoodVs of s in ∆ such thatf n(Uw×Vs )⊆D by the continuity
of f n :M ×∆→M (by Property 2.1).

But w ∈ ω(z, t ) and t is H -generic, thus there arek ∈ N andθ ∈ H
very close tot , with positive probability, such thatf k(z, t ) ∈ Uw and
σ kθ ∈ Vs by Lemma 5.2, sinceν∞(H) > 0. Thereforef k+n(z, θ ) ∈ D
contradictingθ ∈H . 2

LEMMA 5.8. – Let z be a point ofM and V a subset of∆, with
ν∞(V ) > 0, such that forν∞-a.e. vectort ∈ V and everyw ∈ ω(z, t )
there iss ∈∆ (s = s( t,w)) such that the orbitO(w, s ) eventually falls
in some minimal invariant domain:

∃M=M( s ) minimal∃n= n( s ) ∈N: f ns (w) ∈M.

Then we will have a�-minimal domainM, a setW ⊆ V , with
ν∞(W) > 0, and am ∈N such thatf mθ (z) ∈M for everyθ in W .

Let us observe that the hypothesis does not prevent the point from
being sent into different invariant domains by different perturbations, but
the lemma ensures there will be a positive measure set of perturbation
vectors sending the pointinto the same invariant domain! In other words,
the system under parametric noise cannot be unstable to the extent
of sending a given point into completely different places by nearby
perturbations.
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Proof. –As in the proof of Lemma 5.2 let us fixδ > 0 and a compactC
contained inV such thatν∞(V \ C) < δ andE(1V |Bj )|C is continuous
for everyj > 1. We may assumeν∞(C) > 0.

Now we taket ∈ C such thatt is bothV -generic and aν∞-density
point ofC.

Letw be a point inω(z, t ) and{nj }∞j=1⊆N a sequencen1< n2< · · ·
such thatf

nj
t (z)→ w whenj →∞. We will fix, from the hypothesis,

a minimal domainM, an integerk ∈ N and a perturbation vectorθ ∈∆
such thatf k(w, θ ) ∈M.

SinceM is open andf k :M × ∆→ M is continuous (see Prop-
erty 2.1), there are neighborhoodsUw of w in M andUθ of θ in ∆ such
thatf k(Uw ×Uθ)⊆M.

By the choice ofw andt there ism ∈N with the property

j >m⇒ (
f
nj
t (z) ∈Uw andβ = ν∞(σ nj V ( t, nj )∩Uθ )> 0

)
.

BecauseE(1V |Bj )|C is continuous, there isρ > 0 such that

s ∈ B( t, ρ)∩C⇒ ∣∣E(1V |Bnm)( s )−E(1V |Bnm)( t )∣∣< β

2

andf nm(z,B( t, ρ))⊆Uw by the continuity off nm :M ×∆→M .
Then we haveν∞(σ nmV ( s, nm) ∩ Uθ) > β/2 > 0 for every s∈

B( t, ρ)∩C because∣∣ν∞(σ nmV ( t, nm)∩Uθ )− ν∞(σ nmV ( s, nm)∩Uθ )∣∣
= ν∞[(Uθ ∩ σ nmV ( t, nm))∆(Uθ ∩ σ nmV ( s, nm))]
= ν∞[Uθ ∩ (σ nmV ( t, nm)∆σnmV ( s, nm))]
6 ν∞

(
σ nmV ( t, nm)∆σ

nmV ( s, nm)
)

= ∣∣ν∞(σ nmV ( t, nm))− ν∞(σ nmV ( s, nm))∣∣< β

2
.

It follows that

W = ⋃
s∈B( t,ρ)∩C

{
(s1, . . . , snm, u1, u2, . . .): u ∈ (σ nmV ( s, nm)∩Uθ )}

is a subset ofV such that
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ν∞(W)=
∫

B( t,ρ)∩C
ν∞
(
σ nmV ( s, nm)∩Uθ )dνnm( s )

> β
2
· ν∞(B( t, ρ)∩C)> 0

becauset is aν∞-density point ofC. Moreover

f nm(z,W)⊆ f nm(z, (B( t, ρ)∩C))⊆ f nm(z,B( t, ρ))⊆Uw
and f k(Uw × Uθ ) ⊆M with σ nmW ⊆ Uθ . Thus f nm+k(z,W) ⊆M,
completing the proof of the lemma.2

6. FINITE NUMBER OF MINIMAL INVARIANT DOMAINS

Two basic properties of the members ofD are the following direct
consequences of hypothesis A) of Theorem 1 and Definitions 3.2 and 3.3.

PROPERTY 6.1. – Any s-invariant domainD = (U0, . . . ,Ur−1) is such
that every open setUi contains some ball of radiusξ0 > 0, i = 0, . . . ,
r − 1. Consequently, each open set has a volume(m measure) greater
than some constantl0> 0.

PROPERTY 6.2. – The period of any invariant domainD ∈ D is
bounded from above by a constantTp ∈N dependent onl0 (Tp 6 1/ l0).

6.1. Minimals exist

We start by showing that Zorn’s lemma can be applied to the partially
ordered set(D,�) of completely and symmetrically invariant domains
of M . Having established this, we conclude that there are minimal
invariant domains inM .

Let C be a�-chain in(D,�), that is, ifD,D′ ∈ C then eitherD �D′
or D′ � D. By Property 6.2, the domains ofC have a finite number of
distinct periods. So ifρ :C→N is the map that associates to eachD ∈ C
its periodρ(D) ∈ N, thenρ(C)= {r1, . . . , rl} andC =⋃lj=1ρ

−1{rj }. We
need to find a lower bound forC in (D,�). We can suppose thatC does
not have a minimum, otherwise we would have nothing to prove. Now
we establish

CLAIM 6.1. –There is aj0 ∈ {1, . . . , l} such that the subchainS =
ρ−1{rj0} does not have a lower bound inC. MoreoverS precedesevery
element ofC: for all D ∈ C there is aD′ ∈ S such thatD′ �D.
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Fig. 3. Dα ≺ Dα′ with Dα,Dα′ in a subchain of period three after suitable
arrangement of indexes.

Indeed, if every subchain of constant periodSj = ρ−1{rj } had a lower
bound Dj ∈ C for j = 1, . . . , l, then the minimum of the subchain
S ′ = {D1, . . . ,Dl} ⊆ C (which always exists becauseS ′ is finite) would
be a minimum forC, in contradiction to the supposition we started with.
So there is someS = Sj0 without a lower bound inC.

Now for the second part of the claim. Let us suppose, by contradiction,
that there is ãD ∈ C such thatD 6� D̃ for everyD ∈ S . But we are within
a chain, thusD̃ ≺ D for all D ∈ S , that is,D̃ would be a lower bound
for S in C, and this contradiction proves the claim.

Now we just need to show thatS has some lower bound in(D,�) in
order to get a lower bound forC.

To do that, let us first observe thatS is made by nested invariant
domains of equal period, all symmetrically invariant. Thus we can
always writeD ∈ S asD = (U0, . . . ,Ur−1) and, for any otherD′ =
(U ′0, . . . ,U ′r−1), we can never have two differentU ′i ,U ′j intersect the same
Uk, i, j, k ∈ {0, . . . , r − 1} andi 6= j (see Fig. 3 for a representation ofS
with period three).

Hence we can rearrange the lower indexes of the open sets that form the
domains ofS in order to obtainS = {Dα}α∈A withDα = (U (α)0 , . . . ,U (α)r−1)

for α ∈A, A some set of indexes, and satisfying the following property

Dα �Dα′ ⇔ (
U (α)i ⊆ U (α

′)
i , i = 0, . . . , r − 1

);
for all α,α′ ∈A.

We can now consider the intersections̃Ui = ⋂α∈AU (α)i , i = 0, . . . ,
r − 1, and observe that, because eachDα is s-invariant, the family
(Ũ0, . . . , Ũr−1) satisfies

f k(Ũi ,∆)⊆ Ũ(k+i) modr , ∀k > 1 ∀i = 0, . . . , r − 1 (12)
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and since fixingα0 ∈ A we haveŨi ⊂ U (α0)
i for i = 0, . . . , r − 1, the

Ũ0, . . . , Ũr−1 are pairwise separated, because theU (α0)
0 , . . . ,U (α0)

r−1 already
were pairwise separated.

Finally, hypothesis A) of Theorem 1 and (12) ensure that everyŨi has
nonempty interior (i = 0, . . . , r − 1). Since theft are diffeomorphisms
for t ∈ B, hence open maps, we deduce thatD̃ = (int( Ũ0), . . . , int( Ũr−1))

is an s-invariant domain ofD which clearly is a lower bound for the
subchainS . Consequently we got a lower bound for the chainC we
started with and proved that Zorn’s lemma can be applied to(D,�).

Moreover, it is easy to see thateach member ofD contains a minimal
domain.

In fact, let us now fixD0 ∈ D and consider the partially ordered set
(DD0,�), whereDD0 = {D ∈ D: D � D0}. Since it can be shown that
each chain of(DD0,�) has a lower bound inDD0, in the same way we
did before, there must be some minimal domain in(DD0,�) which, by
the definition ofDD0, is also a minimal domain of(D,�).

We conclude that each domain inD contains a minimal domain of
(D,�).

6.2. Minimals are pairwise disjoint

Let us now observe that, because each open set of the collection that
forms an invariant domain has a volume (Riemannian measurem onM)
of at leastl0 > 0 by Property 6.1, to prove there is a finite number of
�-minimals we need only show they are pairwise disjoint.

LetD = (U0, . . . ,Ur−1) andD′ = (U ′0, . . . ,U ′r ′−1) be two minimals of
(D,�) whose open sets have some intersection,Ui ∩ U ′j 6= ∅ say, for
somei ∈ {0, . . . , r − 1} andj ∈ {0, . . . , r ′ − 1}.

Because bothD andD′ are s-invariant, we have for allk > 1

f k∆(Ui ∩ U ′j )⊂ f k∆(Ui)⊂ U(i+k) modr and

f k∆(Ui ∩ U ′j )⊂ f k∆(U ′j )⊂ U ′(j+k) modr ′

and thusf k∆(Ui ∩ U ′j )⊂ U(i+k) modr ∩ U ′(j+k) modr ′ . Therefore if we define

D̂= (Ui ∩ U ′j ,U(i+1) modr ∩ U ′(j+1) modr ′, . . . ,

U(i+[r,r ′]−1) modr ∩ U ′(j+[r,r ′]−1) modr ′
)

we will get D̂ ∈D (here[r, r ′] is the least common multiple ofr andr ′).
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The invariance property is clear. Let us check that the open sets
forming D̂ are pairwiseseparated. Indeed, if we had

U(i+k1) modr ∩ U ′(j+k1) modr ′ ∩ U(i+k2) modr ∩ U ′(j+k2) modr ′ 6= ∅
with 06 k1< k26 [r, r ′] − 1 then, in particular,

U (i+k1) modr ∩ U (j+k2) modr 6= ∅ and

U ′(i+k1) modr ′ ∩ U ′(j+k2) modr ′ 6= ∅.
However by Definitions 3.2 and 3.3 we conclude thatk1 ≡ k2 (mod r)
and k1 ≡ k2 (mod r ′) with 06 k1 < k2 6 [r, r ′] − 1, contradicting the
Chinese Remainder Theorem.

We have nowD̂ �D andD̂ �D′, so the minimality of bothD andD′
impliesD = D̂ = D′. We have shown that if two�-minimals intersect
then they are equal. Consequently, we have that they are pairwise disjoint
and, as mentioned above, we conclude there is a finite number of
minimals in(D,�).
6.3. Minimals are transitive

The following is an expression of the dynamical indivisibility of
minimal invariant domains.

LEMMA 6.1. – Every minimal invariant domainM= (U0, . . . ,Ur−1)

is transitive in the following sense. For everyz ∈M (meaningz ∈
U0∪ · · · ∪ Ur−1) the sequence{f n∆(z)}∞n=1 is dense inM.

We will say that minimal invariant domains arerandomly transitiveor
r-transitivewhen referring to this kind of transitiveness.

Proof. –In fact, letM = (U0, . . . ,Ur−1) ∈ D be a minimal and let us
take some pointz ∈ Ui with i ∈ {0, . . . , r − 1} andX = ω(z,∆) (cf.
Definition 5.2).

By Lemma 5.5, we haveX ⊆M= U0 ∪ · · · ∪ U r−1, X is c-invariant
and goes cyclically through theU0, . . . ,U r−1, under every perturbation
vector of∆. Besides, by Lemma 5.6 there isD ∈D such thatD ⊂X. So
D �M, in contradiction with the�-minimality ofM.

Hence it must be thatM = D and then{f n∆(z)}∞n=1 is dense in
U0∪ · · · ∪ Ur−1, as stated. 2

Given a minimalM = (U0, . . . ,Ur−1), since it is s-invariant, it will
also be invariant with respect toft for every t ∈ T , because the vector
(t, t, t, . . .) is in∆.
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This means we havef kt (Ui) ⊂ U(i+k) modr for all k > 1 and i = 0,
. . . , r − 1.

However, we cannot state any kind of indivisibility for this domain
with respect toft because the domain was originally a minimal domain,
but with noise. The perturbations around the systemfa may have
mixed, in a single collection of open sets, several attractors indivisible
with respect toft , but that under random choices of parameters were
indistinguishable. We cannot proceed further in this because we made no
hypothesis about the dynamics of theft without noise.

7. STATIONARY PROBABILITY MEASURES

7.1. Existence and absolute continuity

Let z be a point ofM . The formalization of the dynamics under noise
by means of the operatorS enables us to naturally associate a probability
measure to the orbits of the system: the push-forward ofν∞ from∆ toM
via the mapf k given byf k(z, ν∞), k > 1. We have defined this as the
probability which integrates continuous functionsϕ :M→R as

f k(z, ν∞)ϕ = [f k(z, ·)∗ν∞]ϕ = ∫ ϕ(f k(z, t ))dν∞( t ), k > 1.

These probabilities are not stationary in general, but if we consider
their averages

µn = 1

n

n∑
j=1

f j (z, ν∞), n= 1,2, . . . , (13)

we obtain a sequence of probability measures inM which, by compact-
ness of the spaceP(M) of probabilities measures overM with the weak
topology, has some limit pointµ∞ = limi→∞ 1

ni

∑ni
j=1f

j (z, ν∞). This
means the integral of a continuousϕ :M→Rwith respect toµ∞ is given
by

µ∞(ϕ)= lim
i→∞

1

ni

ni∑
j=1

∫
ϕ
(
f j (z, t )

)
dν∞( t ).

This accumulation point is a stationary probability. In fact,∫ ∫
ϕ ◦ f (w, s) dµ∞(w)dν(s)
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=
∫ [

lim
i→∞

1

ni

ni∑
j=1

∫
(ϕ ◦ fs)(f j (z, t ))dν∞( t )

]
dν(s)

and ∫ [
1

ni

ni∑
j=1

∫
(ϕ ◦ fs)(f j (z, t ))dν∞( t )

]
dν(s)

= 1

ni

ni∑
j=1

∫ ∫
ϕ
(
fs ◦ ftj ◦ · · · ◦ ft1(z)

)
dν∞( t ) dν(s)

= 1

ni

ni∑
j=1

∫
ϕ
(
f j+1
t (z)

)
dν∞( t )

= 1

ni

ni∑
j=1

∫
ϕ
(
f jt (z)

)
dν∞( t )

+ 1

ni

[∫
ϕ
(
f ni+1
t (z)

)
dν∞( t )−

∫
ϕ
(
ft(z)

)
dν∞( t )

]
for i > 1. Since supw∈M |ϕ(w)| = ‖ϕ‖ is finite, the second term of the last
expression converges to zero wheni→∞, while the first term gives the
integral ofϕ with respect toµ∞, that is∫

ϕ dµ∞ = lim
i→∞

∫ [
1

ni

ni∑
j=1

∫
(ϕ ◦ fs)(f j (z, t ))dν∞( t )

]
dν(s)

=
∫ [

lim
i→∞

1

ni

ni∑
j=1

∫
(ϕ ◦ fs)(f j (z, t ))dν∞( t )

]
dν(s)

=
∫ ∫

ϕ ◦ fs(w)dµ∞(w)dν(s),
where we have used the dominated convergence theorem to exchange the
limit and the integral signs. In addition, becauseC0(M,R) is dense in
L1(M,µ∞) with theL1-norm, we see the last identity holds for every
µ∞-integrableϕ :M→R.

Moreover, ifE is any Borel subset ofM we can write

µ∞(E)=
∫

1E dµ∞ =
∫ ∫

1E
(
ft(x)

)
dµ∞(x) dν(t)

=
∫ ∫ ∫

1E
(
ft2 ◦ ft1(x)

)
dµ∞(x) dν(t1) dν(t2)

...
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=
∫ ∫

1E
(
f kt (x)

)
dµ∞(x) dν∞( t )

=
∫ ∫

1E
(
f kt (x)

)
dν∞( t ) dµ∞(x)

=
∫
f k(x, ν∞)(E) dµ∞(x)

for k = 1,2,3. . .. Hypothesis B) of Theorem 1 guarantees that
f k(x, ν∞)� m for k > K . Thusµ∞(E) = 0 wheneverm(E) = 0. We
have just proved

LEMMA 7.1. – Given z ∈ M , any accumulation point of the aver-
ages(13) is a stationary absolutely continuous probability measure over
M .

Let us remark thatµ∞ = µ∞(z) depends onz ∈M and the accumula-
tion point of the averages (13) may not be unique.

7.2. Ergodicity and characteristic probabilities

Let us supposez ∈D for someD ∈D. Then it is clear that suppµ∞ ⊂
D, whatever accumulation point of the averages (13) we choose.
Moreover, by Remark 3.1 we have thatD = (U0, . . . ,U r−1) satisfies (5)
also. Thus ifw ∈ suppµ∞, we get by hypothesis A) thatf k(w,∆) ⊃
B(f kt0(w), ξ0) for all k > K , and by the invariance of the support we
conclude suppµ∩D 6= ∅ because int(∂D)= int(∂U0∪ · · · ∪ ∂Ur−1)= ∅.
In addition, ifz belonged to a minimalM ∈D, then the invariance of the
support, the fact that suppµ∩D 6= ∅ and the r-transitiveness ofM (given
by Lemma 6.1) together imply suppµ=M.

LEMMA 7.2. – If M ∈ D is a minimal invariant domain andµ a
stationary absolutely continuous probability measure withsuppµ=M,
then

ϕ(x)=
∫
ϕ
(
ft(x)

)
dν(t), µ-a.e.x⇒ ϕ isµ-a.e. constant

for every bounded measurable functionϕ :M→R.

Proof. –What we want to prove is equivalent to the following for every
Borel setE:

1E(x)=
∫

1E
(
ft(x)

)
dν(t), µ-a.e.x⇒µ(E)= 0 or 1. (14)
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Let E be a Borel set that satisfies the left hand side of (14) and let us
suppose thatµ(E) > 0. Sinceµ�m we havem(E) > 0 and thus there
is a closedF ⊆ E such thatm(E \ F) = 0= µ(E \ F). Moreover the
following holdsµ-a.e.

1F (x)= 1E(x)=
∫

1E
(
ft(x)

)
dν(t)

=
∫ ∫

1E
(
ft
(
fs(x)

))
dν(s) dν(t). (15)

In fact, letN be the set of those pointsx which do satisfy the left hand
side identity of (14). Thenµ(N)= 1 and alsoµ×ν∞(N×∆)= 1. Since
µ is stationary we haveµ×ν∞(S−1(N×∆))= 1, that is (cf. Section 2.2)∫
µ(f −1

s (N)) dν(s)= 1⇔ µ(f −1
s (N))= 1 for ν∞-a.e.s ∈ T . Moreover

the set

Ns =
{
x ∈M: 1E

(
fs(x)

)= ∫ 1E
(
ft
(
fs(x)

))
dν(t)

}
is equal to(fs)−1(N) for all s ∈ T . Thereforeµ(Ns)= 1 for ν-a.e.s ∈ T .
This means 1E(fs(x)) = ∫ 1E(ft(fs(x))) dν(t), for ν-a.e.s ∈ T andµ-
a.e.x.

In particular we get (15) when integrating both sides with respect tos.
Likewise we can have (15) with any number of compositions, that is

1F (x)= 1E(x)=
∫

1E
(
f k(x, t )

)
dν∞( t ), µ-a.e.x, k = 1,2, . . . ,

and we can write∫
1E
(
f k(x, t )

)
dν∞( t )= f k(x, ν∞)(E)= f k(x, ν∞)(F )

for k >K (16)

by hypothesis B) of Theorem 1. From the last two identities we arrive at

1F (x)=
∫

1F
(
f k(z, t )

)
dν∞( t ), µ-a.e.x.

This identity implies that forµ∞-a.e.x ∈ F we havef k(x, t ) ∈ F
for ν∞-a.e. t ∈ ∆ and k > K . However, sincet ∈ ∆ 7→ f k(x, t ) ∈ M
is continuous for every fixedk > 1 and fk(x, t ) ∈ F for a dense set of
vectorst in ∆ (becauseν∞-a.e. implies density in∆), we deduce that
f k(x, t ) ∈ F for all t ∈∆ (becauseF is closed) andk >K . Then, if we
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defineU ′i = Ui ∩
⋃
x∈F,k>K int (f k(x,∆)), i = 0, . . . , r − 1, we see that

theU ′i ⊂ F are open, nonempty (by hypothesis A) and because suppµ=
M and int(M) =M = U0 ∪ · · · ∪ Ur−1) and soD = (U ′0, . . . ,U ′r−1) is
an s-invariant domain.

In fact, fixing y ∈ U ′i for some 06 i 6 r − 1, s ∈∆ andn > 1, there
arek > K and δ > 0 such thatB(y, δ) ⊂ f k(x,∆) andf ns (B(y, δ)) ⊂
f k+n(x,∆) ⊂ Ui+n modr by definition ofU ′i . Hencef ns (y) ∈ int(f k+n(x,
∆))∩ Ui+n modr after Property 2.1(3).

We have built an s-invariant domainD ∈ D such thatD �M. The
minimality of M givesD =M and henceF ⊇M, that is,µ(E) =
µ(F)> µ(M)= 1. 2

Lemma 7.2 implies thatµ∞ is ergodic, that is,µ∞ × ν∞ is S-ergodic.
(For ease of writing we makeµ= µ∞ in the following discussion.)

Indeed, let us assume thatψ :M ×∆→ R is anS-invariant bounded
measurable function:ψ(S(z, t ))=ψ(z, t ), µ× ν∞-a.e.(z, t ) ∈M ×∆.

For eachk > 0 we define

ψk(x, t1, . . . , tk)=
∫
ψ(x, t1, t2, . . . , tk, tk+1, . . .) dν(tk+1) dν(tk+2) . . .

and we have, by the invariance ofψ ,

ψ0(x)=
∫
ψ(x, t1, t2, . . .) dν(t1) dν(t2) . . .

=
∫
ψ
(
ft1(x), t2, t3, . . .

)
dν(t2) dν(t3) . . . dν(t1)

=
∫
ψ0
(
ft1(x)

)
dν(t1), µ-a.e.x ∈M.

Therefore, by Lemma 7.2, we conclude thatψ0 is µ-a.e. constant. In
general, fork > 1,

ψk(x, t1, . . . , tk)=
∫
ψ(x, t1, t2, . . . , tk, tk+1, . . .) dν(tk+1) dν(tk+2) . . .

=
∫
ψ
(
ft1(x), t2, . . . , tk, tk+1, . . .

)
dν(tk+1) dν(tk+2) . . .

=ψk−1
(
ft1(x), t2, . . . , tk

)
, µ× νk-a.e.(x, t1, . . . , tk).

We then haveψ1≡ ψ0, µ× ν-a.e.;ψ2≡ ψ1, µ× ν2-a.e.;. . . and so,
by induction

ψk ≡ψ0≡ constant, µ× νk-a.e., for everyk > 1.
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However if we identify ψk(x, t ) with ψk(x, t1, . . . , tk), then ψk
coincides withE(ψ |Bk), µ× ν∞-a.e. and we have seen in Lemma 5.1
thatE(ψ |Bk)→ ψ, µ × ν∞-a.e., whenk→∞. Hence we have also
ψ ≡ constant, µ× ν∞-a.e., and conclude thatµ× ν∞ is S-ergodic.

Ergodicity, Birkhoff’s theorem and the absolute continuity imply
that µ = µ∞ is physical. Indeed, suppµ = M = E(µ) µ-a.e. be-
causeµ(E(µ)) = 1 by Birkhoff’s ergodic theorem. So, ifE = E(µ),
then 1E(x) = ∫ 1E(f (x, t)) dν(t) for µ-a.e.x becauseE is invariant.
Hence, recalling the proof of Lemma 7.2, we getE = E(µ) ⊃M and
m(E(µ))>m(M) > 0 (M is a collection of open sets).

We easily deduce that any two physical probability measuresµ1,µ2

whose support isM must be equal. Indeed, since bothE(µ1) andE(µ2)

containM, the time averages of every continuousϕ :M → R on the
orbits of somex ∈M must equal both

∫
ϕ dµ1 and

∫
ϕ dµ2.

The above arguments prove the existence of acharacteristic measure
for each minimal invariant domain.

PROPOSITION 7.3. – Given a minimalM ∈ D there is only one
physical absolutely continuous probability measure whose support is
contained inM. Moreover, everyx ∈M is in the ergodic basin of this
characteristic measure.

8. DECOMPOSITION OF STATIONARY PROBABILITIES

Let µ be a stationary probability. Then suppµ is a c-invariant set. By
hypothesis A) of Theorem 1 we deduce that int(suppµ) 6= ∅.

Let C1,C2, . . . be the connected components of int(suppµ): it is an at
most countable family of connected sets and int(suppµ)=⋃i>1Ci .

Sinceft is a diffeomorphism for everyt ∈ T , thus a continuous open
map, we deduce that eachft (Ci) is a connected open set contained in
suppµ, by the c-invariance. Hence there is somej = j (i, t) such that
ft(Ci)⊂Cj by openness and connectedness.

In particular, by the same reasoning, we see that every point inCi is
sent byft in the interior of suppµ for all t ∈ T andi > 1.

We show thatj = j (i, t) does not depend ont ∈ T .
By contradiction, let us suppose there arei > 1, t0 and t1 in B

such thatj0 = j (i, t0) 6= j (i, t1) = j1 and let us fixx ∈ Ci . We take a
continuous curveγ : [0,1] → T with endpointst0 andt1 in B: γ (0)= t0
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andγ (1)= t1. We know that

f
(
x, γ (s)

) ∈ int(suppµ)= ⋃
i>1

Ci for all s ∈ [0,1],

but sincef (x, γ (0)) = f (x, t0) ∈ Cj0 and f (x, γ (1)) = f (x, t1) ∈ Cj1
with Cj0,Cj1 distinct connected components of int(suppµ), we conclude
there iss ∈]0,1[ such that

f
(
x, γ (s)

) ∈ ∂Cj0 ⊂ ∂(suppµ)= suppµ \ (int(suppµ)
)
,

a contradiction. So everyCi is sent into someCj(i) by anyft and the
permutationi 7→ j (i) does not depend ont ∈ T .

We remark, in particular, that if forx ∈ Ci we havef k(x, t ) ∈ Cj for
somej , k > 1 and t∈∆, thenf k(x,∆)⊂ Cj .

Sinceµ×ν∞(Ci×∆) > 0 (i > 1) Poincaré’s recurrence theorem guar-
antees thatµ× ν∞-a.e. pair(x, t ) ∈ Ci ×∆ is ω-recurrent with regard
to the action ofS. By last remark, we see thatf k(Ci,∆) returns toCi in-
finitely often, for every fixedi. Hence, again by hypothesis (A), eachCi
contains aξ0-ball. Thus, becauseM is compact, the pairwise disjoint fam-
ily C1,C2, . . .must be finite and so int(suppµ)= C1∪̇ · · · ∪̇Cl (a disjoint
union).

The open setsC1, . . . ,Cl may not be pairwise separated. However,
the following reflexive and symmetric relationCi ∼ Cj ⇔ Ci ∩ Cj 6=
∅, (16 i, j 6 l) generatesa unique equivalence relation' such that,
if C̃1, . . . , C̃q are the'-equivalence classes, thenW1= ⋃ C̃1, . . . ,Wq =⋃
C̃q are pairwise separated open sets. Moreover, these sets are inter-

changed by anyft (t ∈ T ) in the same way theC1, . . . ,Cl were, that is,
the permutation of their indexes by the action offt does not depend ont .

The permutation of the indexes of theW1, . . . ,Wq has a finite number
of cycles which are a finite collection of pairwise separated open sets
satisfying Definition 3.3. We have proved

PROPOSITION 8.1. – Every stationary measureµ is such that the
interior of its support is made of a finite number of s-invariant domains.

Remark8.1. – Ifµ were ergodic, then

lim
n→∞

1

n

n−1∑
j=0

1Wi
(
f jt (x)

)= µ(Wi) > 0
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for µ × ν∞-a.e.(x, t ) ∈M × ∆ and 16 i 6 q. So almost every point
of W1 ∪ · · · ∪Wq returns toWi infinitely many times. In this case the
interior of suppµ is made of a single s-invariant domain.

Let now M1, . . . ,Mh be all the minimal domains inside the s-
invariant domains given by Proposition 8.1 (recall Section 6.1). Provi-
sionally we assume the following

LEMMA 8.2. – The normalized restriction of a stationary measure to
a c-invariant set is a stationary probability.

Let the normalized restrictions beµMi
(A) = 1

µ(Mi )
· µ(A ∩Mi),

i = 1, . . . , h, whereA is any Borel set andµ(Mi) > 0 (becauseMi

is a collection of open sets inside int(suppµ)). By Proposition 7.3,µMi

must be the characteristic probability ofMi , i = 1, . . . , h.

Remark8.2. – This means the characteristic probability of eachMi

must give zero mass to the border∂Mi , since it coincides with its
normalized restriction to the interior ofMi .

To see that these probabilities are enough to defineµ, we consider
λ = µ − µ(M1) · µM1 − · · · − µ(Mh) · µMh

. If λ 6≡ 0, thenλ is a
stationary measure (of course, being stationary is an additive property)
whose support is nonempty. By Proposition 8.1 and by Section 6.1 we
have some minimal domainM in suppλ with λ(M) > 0. But suppλ⊂
suppµ \ (M1 ∪ · · · ∪Mh) and theM1, . . . ,Mh are the only minimals
in suppµ. We have reached a contradiction, soλ≡ 0 and we have proved
(apart Lemma 8.2)

PROPOSITION 8.3. – Every stationary probability is a linear finite
and convex combination of characteristic probabilities.

Let us note that these arguments show that suppµ= suppµM1∪̇ · · · ∪̇
suppµMh

and consequentlyµ(M1) + · · · + µ(Mh) = 1, that is, the
linear combination above is indeed convex.

To end this section we prove the remaining lemma.

Proof of Lemma 8.2. –Let µ be a stationary measure andC a c-
invariant set.

We remark that we know every point ofC stays inC, but we do not
know whether points in the complement suppµ \ C enter inC by the
action offt .

First, we showD = suppµ \C to bealmostcompletely invariant.
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In fact, we may assumeµ(D) > 0 (otherwiseC = suppµ, µ-mod 0)
and write

0<µ(D)=
∫

1D(x) dµ(x)=
∫ ∫

1D
(
f (x, t)

)
dµ(x) dν(t)

becauseµ is S-invariant. By the invariance ofC, x ∈ C ⇒ f (x, t) ∈
C⇒ 1D(f (x, t))= 0 for everyt ∈ T and so∫ ∫

1D
(
f (x, t)

)
dµ(x) dν(t)=

∫ ∫
D

1D
(
f (x, t)

)
dµ(x) dν(t).

DefiningD1(t)= {x ∈D: f (x, t) ∈D} andD2(t)= {x ∈D: f (x, t)
/∈D} for t ∈ T , we have

µ(D)=
∫ ∫
D1(t)∪D2(t)

1D
(
f (x, t)

)
dµ(x) dν(t)=

∫
µ
(
D1(t)

)
dν(t) > 0,

whereµ(D1(t)) 6 µ(D) for every t ∈ T . Thusµ(D1(t)) = µ(D) for
ν-a.e.t , that is,f (x, t) ∈D for µ×ν-a.e.(x, t) ∈D×T . In other words,
points outsideC almost never enter inC.

Now we know that 1C(x) = 1C(f (x, t)) for µ × ν-a.e. pair(x, t).
Hence, ∫

ϕ · 1C dµ=
∫ ∫

ϕ
(
ft(x)

) · 1C(ft(x))dµ(x) dν(t)
=
∫ ∫

ϕ
(
ft(x)

) · 1C(x) dµ(x) dν(t)
for anyϕ ∈C0(M,R), that is, the restriction ofµ toC is stationary. 2

9. TIME AVERAGES AND MINIMAL DOMAINS

What remains to be done is essentially to fit together previous results.
Indeed, Sections 6 and 7 prove items 1 and 2 in the statement of
Theorem 1. To achieve the decomposition of item 3 we are going to
show that every pointz ∈M is sent into some minimal domain byν∞-
a.e. perturbation of∆ and theν∞-mod 0 partition of∆ obtained by this
property satisfies 3(a), 3(b) and 3(c), since we already know thatm-a.e.
point inside a minimal belongs to the respective ergodic basin.

Let z ∈ M and let µ be a stationary probability given by some
accumulation point of the averages (13). By Proposition 8.3 we knowµ
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decomposes in the following way

µ= α1 ·µ1+ · · · + αh ·µh (17)

where 0< α1, . . . , αh < 1, α1 + · · · + αh = 1 andµ1, . . . ,µh are the
characteristic probabilities of the minimalsM1, . . . ,Mh, respectively.

Decomposition (17) and the construction ofµ ensure there is, for every
i = 1, . . . , h, a setVi ⊂ ∆ with ν∞(Vi) > 0 such that there isk ∈ N
satisfyingf k(z, s ) ∈Mi for everys ∈ Vi.

Indeed,µ(Mi) > 0 implies there exist open setsU ⊂ U ⊂ V ⊆Mi

such thatµ(U) > 0 and soϕ ∈ C(M,R) with 06 ϕ 6 1, suppϕ ⊆ V
andϕ|U ≡ 1 satisfiesµ(ϕ)= limi→∞ 1

ni

∑ni
j=1

∫
ϕ(f j (z, t )) dν∞( t ) > 0.

Then we have, for somej ∈N:

ν∞
{
t ∈∆: f j (z, t ) ∈Mi

}
>
∫
ϕ
(
f j (z, t )

)
dν∞( t ) > 0.

Now we claim the setsVi occupy the entire space∆ or equivalently
(cf. Definition 5.3)

PROPOSITION 9.1. – For every z ∈ M we haveGM1(z) ∪ · · · ∪
GMl

(z) = ∆, ν∞-mod 0 and GMi
(z) ∩ GMj

(z) = ∅ for every pair
16 i < j 6 l whereM1, . . . ,Ml are all the minimal invariant domain
ofD.

Proof. –By contradiction, let us suppose there isV ⊂∆with ν∞(V ) >
0 such thatν∞(V ∩ GMi

(z)) = 0, i = 1, . . . , l (or V ⊂ ⋂li=1HMi
(z),

ν∞-mod 0).
Let t be a V -generic vector and letw ∈ ω(z, t ). By Lemma 5.7

we have
⋂l
i=1HMi

(w) = ∆, ν∞-mod 0, that is, the orbit ofw under
almost every perturbation never falls inM1 ∪ · · · ∪Ml . Consequently
any stationary probability obtained from the orbits ofw as in Section 7.1
will admit a (nontrivial) decomposition (according to Proposition 8.3)
µ= β1 · µ̃1+· · ·+βh̃ · µ̃h such that 06 β1, . . . , βh 6 1,β1+· · ·+βh = 1
and eachµ̃i is the characteristic probability of̃Mi , i = 1, . . . , h, where
each of theM̃1, . . . ,M̃h is distinct fromM1, . . . ,Ml.

This contradict the supposition that theM1, . . . ,Ml are all the
minimal invariant domains ofD and so such a setV cannot exist. 2

We now easily derive the continuous dependence of the setsVi(x) from
x ∈ M with respect to the distance betweenν∞-mod 0 setsA,B ⊂ ∆
given bydν(A,B)= ν∞(A4B).
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We fix x ∈M and note that eachVi(x) can be written as

Vi(x)=
∞⋃
k=1

Vi,k(x) whereVi,k(x)= { t ∈∆: f k(x, t ) ∈Mi

}
,

k > 1, (18)

are open andVi,k(x)⊆ Vi,k+1(x) for all k > 1 by the complete invariance
ofMi , i = 1, . . . , l. This implies that for someδ > 0 we can findk0 ∈N
such thatν∞(Vi(x) \ Vi,k0(x))6 δ for all 16 i 6 l.

On the one hand, by the finiteness ofk0, Property 2.1 and the openness
of the domains that formMi , we get the existence ofγ > 0 with the
property Vi,k0(y) ⊇ Vi,k0(x) for all y ∈ B(x, γ ). Henceν∞(Vi(y)) >
ν∞(Vi,k0(y)) > ν∞(Vi,k0(x)) > ν∞(Vi(x)) − δ wheneverdM(y, x) < γ
and for everyi = 1, . . . , l.

On the other hand

ν∞
(
Vi(y)

)= 1− ν∞(V1(y)
)− · · · − ν∞(Vi−1(y)

)
− ν∞(Vi+1(y)

)− · · · − ν∞(Vh(y))
6 1− ν∞(V1(x)

)− · · · − ν∞(Vi−1(x)
)

− ν∞(Vi+1(x)
)− · · · − ν∞(Vh(x))+ (h− 1) · δ

= ν∞(Vi(x))+ (h− 1) · δ
for all 16 i 6 l and continuity follows.

We are left to show item 3(c) of Theorem 1 holds with respect to this
decomposition.

Let us fix 16 i 6 l such thatν∞(Vi) > 0.
We note that (18), the openness of theMi and the continuity

Property 2.1(1) imply theVi(z) to be open subsets of∆, that is, for every
t ∈ Vi(z) there arek ∈ N andρ > 0 such thatf k(z,B( t, ρ))⊂Mi and
soVi(z)⊃ B( t, ρ). According to Section 7.2 we have

Mi ⊂E(µi) and thus
{
s ∈ Vi(z): f k(z, s ) ∈E(µi)}⊃ B( t, ρ).

(19)

This means that everys in B( t, ρ) ⊂ Vi = Vi(z) is such thatw =
f k(z, s ) ∈E(µi), that is,

lim
n→∞

1

n

n−1∑
j=0

ϕ
(
f j (w,u)

)= ∫ ϕ dµi for everyϕ ∈C0(M,R)

andν∞-a.e.u ∈∆.
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Since time averages do not depend on any finite number of iterates,
item 3(c) of Theorem 1 follows and the proof of Theorem 1 is complete.

Remark9.1. – We note thatdiffeomorphismin the arguments and
definitions of Sections 2 through 9 may be replaced throughout by
continuous open map. This means Theorem 1 is a result ofcontinuous
Ergodic Theoryand not specific ofdifferentiable Ergodic Theory: aC0-
continuous family of continuous open mapsft :M→M, t ∈ B, would
suffice.

Remark9.2. – The conclusions of Theorem 1 can be obtained with
weaker hypothesis instead of the stated A) and B).

Indeed, it is very easy to see that the integerN may depend onx in the
statement of A). Thus it can be replaced by

A ′) There isξ0> 0 such that for allx ∈M there existsN =N(x) ∈N
satisfyingf k(x,∆)⊃ B(f k(x), ξ0

)
for all k >N .

Moreover, B) can be weakened so that the absolute continuity of a
stationary probabilityµ still holds by allowingf k(x, ν∞)�m for some
k > 1. If this k does not depend onx ∈M , then we can still write (16)
and proceed to prove Lemma 7.2.

Other weakenings of B) are possible, one such will be of use
following Section 11 dealing with random parametric perturbations near
homoclinic bifurcations.

10. BOWEN’S EXAMPLE

This is the answer to a question raised by C. Bonatti. This example
captures the meaning of Theorem 1: even if a givendeterministic
(noiseless) system is devoid of physical measures (its Birkhoff averages
do not exist almost everywhere) we may nevertheless get a finite number
of physical probabilities describing the asymptotics of almost every orbit
just byaddinga small amount of random noise.

Example5. – Bowen’s example(see [28] for the not very clear reason
for the name) is a folklore example showing that Birkhoff averages need
not exist almost everywhere. Indeed, in the system pictured in Fig. 4
Birkhoff averages for the flowdo not exist almost everywhere, they only
exist for the sourcess3, s4 and for the set of separatrixes and saddle
equilibriaW =W1 ∪W2 ∪W3 ∪W4 ∪ {s1, s2}.

The orbit under this flowφt of every pointz ∈ S1× [−1,1] =M not
in W accumulates on either side of the separatrixes, as suggested in the
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Fig. 4. A sketch of Bowen’s example flow.

figure, if we impose the conditionλ−1 λ
−
2 > λ

+
1 λ
+
2 on the eigenvalues of

the saddle fixed pointss1 ands2 (for more specifics on this see [28] and
references therein).

We apply Theorem 1 to this case. We remark thatM is not a
boundaryless manifold, but its borderS1 × {±1} is sent byφ1 into
S1× [−1,1]. Moreover, Theorem 1 refers not to perturbations of flows,
so we will consider the time one mapφ1 as our diffeomorphism
f :M →M and, sinceM is parallelizable, we can make an absolutely
continuous random perturbation, as in Example 1 of Section 2.4. In this
circumstances the proof of Theorem 1 equally applies.

For everything to be properly defined, though, we must restrict the
noise levelε > 0 to a small interval]0, ε0[ such that the perturbed orbits
stay inS1×]−1,1[. After this minor technicalities we proceed to prove

PROPOSITION 10.1. – The system above, under random absolutely
continuous noise of levelε ∈]0, ε0[, admits a single physical absolutely
continuous probability measureµ whose support is a neighborhood of
the separatrixes: int(suppµ) ⊃ W . Moreover the ergodic basin ofµ is
the entire manifold: E(µ)=M, µmod 0.

Proof. –Let ε ∈]0, ε0[ be the fixed noise level from now on and letU
be the ball of radiusε/4 arounds1. We will build fundamental domains
for the action off = φ1 overM \W in U , as explained below.

We choose two strait linesl1, l2 throughs1 crossingU and letl′1, l′2 be
their images underφ1 as sketched in Fig. 5. Now we choose two points in
each linel1, l2 on either side ofs1: p1,p2,p3 andp4, and consider their
orbits under the flowφ for positive time, until they return toU and cut
l′1, l′2, as depicted in the abovementioned figure.
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Fig. 5. How the fundamental domains are obtained.

The four intersections of the orbit ofpi with the properlj , l′j , together
with portions of the orbit and oflj , l′j define a “square”Fi (shadowed in
Fig. 5) which is a fundamental domain for the dynamics off = φ1 on the
connected components ofM \W, i = 1,2,3,4 and j= 1 or 2.

This means that everyz ∈M \W is such that there is ak > 1 with
zk = f k(z) ∈ F = F1 ∪ F2 ∪ F3 ∪ F4. Moreover, by the choice ofU, zk
may be sent into anyFi, i = 1,2,3,4, by adding to a vector of length
smaller thanε. Thus we deduce thatf k(z,∆)⊃ F1 ∪ F2 ∪ F3 ∪ F4 and
even more:f k(z,∆)⊃U .

Keeping in mind that form> 1 we havef k+m(z,∆)= f m(f k(z.∆),
∆
)= {f m(w,∆): w ∈ f k(z,∆)}, we see thatf k+m(z,∆)will contain all

thef -images of eachF1,F2,F3 andF4, which will return toU infinitely
many times. Furthermore, at each return the points may again be sent into
anyF1,F2,F3 or F4 by anε-perturbation. Hence the sets of the sequence
{f n(z,∆)}∞n=1 containF1,F2,F3 or F4 for infinitely manyn′s and also
all theirf -images.

We conclude thatω(z,∆) contains a neighborhood ofW .
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The same holds forw ∈ W , sincef 1(w,∆) is an open set and so
contains somez ∈ M \ W . That is,everyz ∈ M is such thatω(z,∆)
contains a neighborhood ofW .

Therefore, there can be only one minimalM in the perturbed system,
such thatM ⊃ W and into which every pointz ∈ M finally falls by
almost every perturbed orbit (this is a consequence of Sections 6.2, 7,
8 and 9). We have further that the characteristic probabilityµM is the
physical probabilityµ of the system, withE(µ) = M, µ mod 0, and
suppµ⊃M⊃W , as stated. 2

11. HOMOCLINIC BIFURCATIONS AND RANDOM
PARAMETRIC PERTURBATIONS

We consider arcs (one-parameter families) of diffeomorphisms exhibit-
ing a quadratic homoclinic tangency and derive similar properties for
their random parametric perturbations to those stated in Theorem 1.

11.1. One-parameter families

The arcs we will be considering are given by aC∞ function

f :M2×]−1,1[→M2

such that for every−1 < t < 1, ft :M2 → M2, x 7→ f (x, t) is
a diffeomorphism of the boundaryless surfaceM2. The family of
diffeomorphismsF = (ft)−1<t<1 satisfies the following conditions.

1. F has afirst tangencyat t = 0, that is (v. [22, Appendix 5])
(a) for t < 0, ft is persistently hyperbolic;
(b) for t = 0 the nonwandering setΩ(f0) consists of a closed hy-

perbolic setΩ̃(f0)= lim t↗0Ω(ft) together with a homoclinic
orbit of tangencyO associated with a hyperbolic fixed saddle
pointp0, so thatΩ(f0)= Ω̃(f0)∪O;

(c) the branchesWs+(p0), W
u+(p0) of the invariant manifolds

Ws(p0), W
u(p0) have a quadratic tangency alongO unfolding

generically as pictured in Fig. 6 (v. [22, Chapter 3]):O is the
only orbit of tangency between stable and unstable separatrixes
of periodic orbits off0;

2. The saddlep0 has eigenvalues 0< λ0 < 1 < σ0 satisfying the
conditions for the existence ofC2 linearizing coordinates in a
neighborhood of(p0,0) in M2×]−1,1[ (v. [27]).



350 V. ARAÚJO / Ann. Inst. Henri Poincaré 17 (2000) 307–369

Fig. 6. A sketch of the situation to be considered.

Condition 1 imposes bounds on the region where new accumulation
points can appear fort > 0 (small)—Section 11.3 will specify this
(cf. [22, Appendix 5]).

We note that condition 2 above is generic in the space of allC∞ one-
parameter families satisfying 1. Moreover, those families that satisfy 1
are open (cf. [22, Chapter 3, Appendix 5] and references therein).

11.2. Statement of the results

For some smallt? > 0, to be explained in the following sections, we
fix t0 ∈]0, t?[, ε0 = min{|t0|, |t? − t0|} and thenoise levelε ∈]0, ε0[.
We consider the systemft0 under a random parametric perturbation of
noise levelε, Ft0,ε, as defined in Section 2.1. We let∆ = ∆ε(t0) be the
perturbation space[t0− ε, t0+ ε]N.

We will be interested in studying what happens inQ, a closed
neighborhood ofq to be constructed. We need an effective definition of
interesting points.

DEFINITION 11.1 (First Return Times). –Given somez ∈ M2 and
t ∈∆ we let

r(z, t,1)=min
{
k > 0: f k(z, t ) ∈Q}

and inductively definer(z, t, n+ 1) =min{k > 1: f R(z,t,n)+k(z, t ) ∈Q}
for everyn > 1, whereR(z, t, n) =∑n

i=1 r(z, t, i), with the convention
min∅ =+∞.

DEFINITION 11.2. – A V -recurrent pointis a z ∈Q for which there
exists aV ⊂∆ satisfying



V. ARAÚJO / Ann. Inst. Henri Poincaré 17 (2000) 307–369 351

1. ν∞(V ) > 0;
2. r(z, t, n) <∞ for everyn> 1 andν∞-a.e.t ∈ V .

In other words,z ∈Q is interestingif its perturbed orbits pass through
Q infinitely often under a positive measure set of perturbations.

We can now state

THEOREM 2. – For everyC∞ arc of diffeomorphisms as described
in Section11.1 and any given homoclinic tangency pointq associated
to the saddlep0, there are a closed neighborhoodQ of q and t? > 0
such that, for eacht0, ε > 0 satisfying0 < t0 < t? and 0 < ε < ε0 =
min{|t0|, |t? − t0|}, the random parametric perturbationFt0,ε of ft0 with
noise levelε admits a finite number of probabilitiesµ1, . . . ,µl whose
support intersectsQ and that

1. µ1, . . . ,µl are physical absolutely continuous probability mea-
sures;

2. suppµi ∩ suppµj = ∅ for all 16 i < j 6 l;
3. for all z ∈Q andV ⊂∆ such thatz is V -recurrent there are open

setsV1= V1(z), . . . , Vl = Vl(z)⊂ V such that
(a) Vi ∩ Vj = ∅, 16 i < j 6 l;
(b) ν∞(V \ (V1∪ · · · ∪ Vl))= 0;
(c) for all 16 i 6 l andν∞-a.e.t ∈ Vi we have

lim
n→∞

1

n

n−1∑
j=0

ϕ
(
f j (z, t )

)= ∫ ϕ dµi, for everyϕ ∈ C(M,R).

11.3. Adapting the linearization

As preparation for the proof of Theorem 2 by using Theorem 1 we
study the adaptation of the linearizing coordinates to our setting.

Condition 2 enables us to consider a change of coordinatesϕt :L ⊂
R2→M2 in a neighborhoodL of everypt , where|t|< t? for some small
t? > 0 and

ft
(
ϕt (x, y)

)= ϕt(λt · x,σt · y) (20)

with 0 < λt < 1 < σt the eigenvalues of the hyperbolic saddle fixed
point pt . These coordinates will be adapted much like [22, p. 49 and
Appendix 5]. Specifically, after choosing a homoclinic pointq associated
to p0:

I) we supposeq ∈Wu(p0) ∩Ws(p0) to be inL—to achieve this
we may extendL alongWs(p0) as explained in [22, Chapter 2];
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II) we extendL alongWu(p0) in order thatr = f −1
0 (q) be inL;

III) we use the implicit function theorem and two independent
rescalings of thex- andy-axis to get, because of condition 1(c):
(a) q = (1,0), r = (0,1), pt = (0,0) andWs

loc(pt),W
u
loc(pt )

are thex- andy-axis, respectively;
(b) ft(0,1) is a local maximum of they-coordinate restricted to

Wu(pt);
(c) ϕ−1

t ◦ ft ◦ ϕt (0,1)= (1, t);
for every|t|< t? in the coordinates defined byϕt ;

IV) writing Λ0 the basic set to whichp0 belongs (possiblyΛ0 =
{p0} trivially) by condition 1(b) we haveWs(Λ0)=Ws(Λ0∪O)
andWu(Λ0) = Wu(Λ0 ∪ O) and there exists a filtration∅ 6=
M1⊂M2⊂M such that (v. [22, Appendix 5, pp. 212–214] and
cf. [26, Chapter 1]):
(a) Mi is closed andf0(Mi)⊂ int(Mi) for i = 1,2;
(b) M1⊂ int(M2), and
(c) Λ0 ∪O = (⋂j>0f

j
0 (M2))∩ (⋂j>0f

−j
0 (Mc

1));
V) sinceΛ0 is a basic set (of saddle type) there is a small compact

neighborhoodU of Λ0 where extensionsHs, Hu of the stable
and unstable foliationsWs(Λ0), Wu(Λ0) are defined (v. [22,
Appendix 1] and references therein), and by IV(c) there is
N? ∈N such that:
(a) (

⋂N?−1
j=0 f

j
0 (M2))∩(⋂N?−1

j=0 f
−j
0 (Mc

1))⊂U ∪Q? whereQ? ⊂
L is a neighborhood of the portion ofO outside U
with finitely many componentsQ1,Q2, . . . ,Ql andQ? ∩
U = ∅. Moreover we can assume they satisfyf0(Q1) ⊂
Q2, . . . , f0(Ql−1)⊂Ql with q ∈ Q̃=Qi , i ∈ {1, . . . , l};

(b) making t? > 0 smaller if need be andQ? andU a little
bigger, we get also for allt1, . . . , tN, t ′1, . . . , t ′N ∈]−t?, t?[(

N?−1⋂
j=0

ftj ◦ · · · ◦ ft1(M2)

)
∩
(
N?−1⋂
j=0

f −1
t ′1
◦ · · · ◦ f −1

t ′
N
(Mc

1)

)
=U ∪Q?

and alsoft1(Q1)⊂Q2, . . . , ftl−1(Ql−1)⊂Ql for all t1, . . . ,
tl−1 ∈]−t?, t?[;

(c) ft(Mi)⊂ int(Mi) for all |t|< t? andi = 1,2;
(d) Λt = ⋂n∈Z f nt (U) is the analytic continuation ofΛ0 for all
|t|< t?;
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VI) for every closed neighborhoodQ⊂ Q̃⊂ L of q andt? > 0 small
we have that:
(a) there isNQ ∈ N such thatfti ◦ · · · ◦ ft1(Q) ⊂ L for all

t1, . . . , ti ∈]−t?, t?[ andi = 1, . . . ,NQ;

(b) in the neighborhoodR=⋃|t |<t? f −1
t (Q) of r = (0,1)—we

may supposeR ⊂ L by makingQ and t? smaller, keeping
(a) by increasingNQ—the mapf̃t = ϕ−1

t ◦ ft ◦ ϕt has the
form

(x,1+ y) 7→ (
1+ αy + ηx +H1(t, x, y);
βy2+ γ x + t +H2(t, x, y)

)
, (21)

whereα · β · γ 6= 0,H1 is of order 2 or higher andH2 is of
order 3 or higher iny and order 2 or higher inx, t andy · t ;

(c) for all |t| < t? we makeft (0,1) ∈ int (Q) by taking t?

smaller if needed and keepingQ and NQ unchanged
satisfying (a) and (re)definingR as in (b);

(d) for any givenδ0 > 0 and all sufficiently smallQ and t?,
we may keep everything up until now increasingNQ and
imposing|D2Hi|, |D3Hi|< δ0, i = 1,2;

VII) since all of the above holds for every small (compact) neigh-
borhoodQ ⊂ Q̃ of q and t? > 0, except thatNQ increases, we
may supposeQ is so small thatNQ > N? and then maket? so
small that item V) holds withQ in the place ofQ̃ for some inte-
gerN >N?. Furthermore writingQ′ for this new neighborhood
we may suppose thatΛt still is the maximal invariant set inside
B(U,ρ)=⋃z∈U B(z, ρ) for |t|< t? andB(U,ρ)∩ B(Q′, ρ)=
∅ for some smallρ > 0;

VIII) we may suppose the extended foliationsHs,Hu, which are
defined in a neighborhood ofp0 (sincep0 ∈Λ0), were extended
by positive and negative iterations off0 to cover all of L.
Moreover we may assume also that there are extended foliations
Hst ,Hut defined all overL with respect toft for every|t|< t?;

IX) in a small neighborhoodA of R given byA= (⋃z∈RB(z, ξ)) \
R, ξ > 0 small (we may think of it as a smallannulusaround
R), every point is sent byft outside ofU ∪Q′, for everyt ∈ T ,
becauseU andQ′ are separated according to item VII.A is open
and will be called thenonreturnannulus.

We note that Fig. 6 was made having these items already in mind.
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11.4. Another tour of another proof

To begin with, pick aV -recurrent pointz ∈Q and deal with its generic
ω-limit pointsw, which are alwaysregular by the following

PROPOSITION 11.1. – There existsJ ∈ N such that ifz ∈ Q is V -
recurrent for someV ⊂∆=∆ε(t0) with ν∞(V ) > 0, then the first return
times ofw ∈ ω(z, t ), for all V -generic t , do not depend ons ∈ ∆ and
are bounded byJ :

r(w, s, n)≡ r(w,n)6 J for everyn> 1.

DEFINITION 11.3. – The pointsw ∈M2 which satisfy the conclusion
of the proposition above will be calledregular points (with respect to
Ft0,ε).

Taking advantage of the regularity ofw, the expression (21) forft |R
and condition 1, we will derive versions of hypothesis A) and B) of
Theorem 1:

PROPOSITION 11.2. – Let w ∈M2 be a regular point. Writingrn =
r(w,n), n> 1, the following holds.

1. For everys ∈]t0− ε, t0+ ε[ there is aξ0= ξ0(s) > 0 such that for
all n> 2

f Rn(w,∆)⊃ B(f Rns (w), ξ0
)

whereRn =
n∑
i=1

ri;

2. For all n> 2 it holds thatf Rn(w, ν∞)�m.

In other words, we get conditions A) and B) of Theorem 1 for the
return times ofw, which do not depend on the perturbation chosen, since
w is regular. Behind Proposition 11.2 is the geometrically intuitive idea of
mixing expanding and contracting directions nearq due to the homoclinic
tangency, together with condition 1 that keeps the orbits of regular points
confined in a neighborhood ofΛ0 ∪O (v. Section 12).

This is enough to prove Theorem 2.
Indeed, settingK = 2(J + 1) thenR2 = R2(w) 6 K for every regu-

lar point w and for k > K there aren > 2 and 06 i 6 rn+1 − 16 J
(by Proposition 11.1) such thatk = Rn + i. After item 1 of Proposi-
tion 11.2 we havef k(w,∆)= f i(f Rn(w,∆),∆)⊃ f it0(B(f Rnt0 (w), ξ0))

and since 06 i 6 J there is someξ ′0> 0 such thatf it0(B(f
Rn
t0 (w), ξ0))⊃
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B(f
Rn+i
t0 (w), ξ ′0) = B(f kt0(w), ξ ′0) becauseft is a diffeomorphism. We

have hypothesis A).
For hypothesis B) we letw andk > K be as above. Thenk = R + i

with i > 0 and R= R2 = R2(w). We supposei > 1 for otherwise item
2 of Proposition 11.2 does the job. We take a measurable setE ⊂M2

such thatm(E) = 0 and observe thatf R+i(w, ν∞)E = νk(F ) where
F = {(t1, . . . , tk) ∈ T k: f R+i(w, t1, . . . , tk) ∈E}.

Defining for every(tR+1, . . . , tk) ∈ T i the sectionF(tR+1, . . . , tk) =
{(s1, . . . , sR) ∈ T R: (s1, . . . , sR, tR+1, . . . , tk) ∈ F } we have by Fubini’s
theorem

νk(F )= νR+i (F )=
∫
νR
(
F(tR+1, . . . , tk)

)
dνi(tR+1, . . . , tk). (22)

However

F(tR+1, . . . , tk)= {(s1, . . . , sR) ∈ T R: f itR+1,...,tk
◦ f Rs1,...,sR(w) ∈ E

}
= {(s1, . . . , sR): f Rs1,...,sR(w) ∈ (f itR+1,...,tk

)−1
(E)

}
and eachft is a diffeomorphism, so the inverse image of a set of
measure zero is a set of measure zero. HenceνR(F (tR+1, . . . , tk))

is given by f R(w, ν∞)[(f itR+1,...,tk
)−1(E)] = 0 sincef R2(w, ν∞) � m

by Proposition 11.2(2). We deduce from (22) thatf R+i(w, ν∞)E =
f k(w, ν∞)(E) = νk(F ) = 0 wheneverm(E) = 0, i.e.,f k(w, ν∞)� m

for everyk >K .
It is clear that Theorem 2 holds by considering(D,�) as the set of s-

invariant domainsD = (U0, . . . ,Ur−1) with respect toFt0,ε whose points
U0 ∪ · · · ∪ Ur−1 are regular points, with the same relation� as before,
and using Theorem 1.

We should explain how to get the decomposition of item 3 of
Theorem 2 forV -recurrent pointz ∈Q. We use two previous ideas:

(1) Going back to Section 9, taking a genericw ∈ ω(z, t ) (i.e., t is
V -generic) provides a stationary probabilityµ, as in Sections 7
and 8, which decomposes as in (17) and we get the setsVi = { s ∈
∆: ∃k > 1 such thatf k(w, s ) ∈Mi} as in item 3 of Theorem 1.

(2) The previous item together with Proposition 11.1 just says that a
V -recurrent pointz ∈Q satisfies Lemma 5.8, i.e., there areW ⊂ V
with ν∞(W) > 0 and m∈ N such thatf mθ (z) ∈M for every
θ ∈W , whereM is some minimal of(D,�). We know there is
just a finite numberM1, . . . ,Ml of minimals in(D,�) and define
Vi = Vi(z)= { s ∈ V : ∃k > 1 such thatf k(z, s ) ∈Mi}, 16 i 6 l.
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Repeating the arguments of Proposition 9.1 with∆ replaced byV
throughout gives item 3 of Theorem 2 and completes the proof.

12. PHYSICAL PARAMETRIC NOISE WITH A SINGLE
PARAMETER

We start the proof of Proposition 11.2 deducing the following conse-
quence of condition 1 in Section 11.1 and items V and VI.

LEMMA 12.1. – For every smallt? > 0 and Q and everyz ∈ Q
recurrent under some vectort = (tj )∞j=1 with |tj | < t?, j > 1, i.e., such
thatω(z, t )∩Q 6= ∅, the following holds

f j (z, t ) ∈ L for 06 j 6NQ and

f j (z, t ) ∈U ∪Q? for j >NQ. (23)

Proof. –We letz ∈Q⊂U ∪Q? ⊂M2∩Mc
1 be a recurrent point under

t as stated, and suppose thatf j (z, t ) /∈ U ∪Q? for somej > N?. Then
by item Vb it must hold

f j (z, t ) ∈
N?−1⋃
i=0

ftj ◦ · · · ◦ ftj−i (Mc
2) or

f j (z, t ) ∈
N?−1⋃
i=0

f −1
tj+1
◦ · · · ◦ f −1

tj+i (M1).

Since z ∈ U ∪ Q? ⊂ M2 we have by item Vc thatf i(z, t ) ∈ M2

for every i > 0. Hence only the right hand side alternative above can
hold, otherwise we would have for some 06 i 6 N? − 1 that ftj ◦· · · ◦ ft1(z) ∈ ftj ◦ · · · ◦ ftj−i (Mc

2) and softj−i−1 ◦ · · · ◦ ft1(z) ∈Mc
2 with

j − i − 1> 0 because we tookj >N?, a contradiction. But then we get
ftj ◦ · · · ◦ ft1(z) ∈ f −1

tj+1
◦ · · · ◦ f −1

tj+i (M1), i.e.,f j+i (z, t ) ∈M1, and item

Vc saysf j+i+k(z, t ) ∈M1 for all k > 0 withQ⊂U ∪Q? ⊂Mc
1. That is,

ω(z, t )∩Q= ∅, contradicting the choice ofz andt .
We have show (23) to hold forj > N?, sinceQ? ⊂ L. However, by

item VIa, we knowf j (z, t ) ∈ L for 16 j 6 NQ, whereNQ > N? by
item VII. 2

Remark12.1. – The arguments above show that if we replaceN?

by N and assumẽQ = Q as in item VII, then writingQ′ for this new
neighborhood of the portion ofO outsideU , we may ensure under the
same conditions of Lemma 12.1 thatf j (z, t ) ∈U ∪Q′ for all j >N .
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This confinementproperty in turn implies

LEMMA 12.2. – For every givenb0> 0, c0> 0 andσ > 1 there are
• a sufficiently small compact neighborhoodQ⊂Q? ⊂ L of q, and
• a small enought? > 0

such thatNQ of itemVIa be big enough in order that whenever
• v0 ∈ Tz0M2 with z0 ∈Q;
• t = (tj )∞j=1 is a sequence satisfying|tj |< t?, j > 1, and
• there isk ∈ N such thatNQ 6 k <∞ is the first integer satisfying
f kt (z) ∈R;

then we have
1. slope(v0)> c0⇒ slope(Df kt (z0)v0)> b0, and

2. ‖Df kt (z0)v0‖> σ‖v0‖,
where‖ · ‖, the maximum norm onL ⊂ R2, and the slope are to be
measured in the linearizing coordinates given byϕ0 :L→M2.

In other words, every vector sufficiently away from the tangent
directions ofHs at Q will keep pointing away fromHs when it first
arrives atR, i.e., there are no folds in between by the action offt .

Proof. –By items I through VII of Section 11.3 there is an expanding
cone fieldCu defined overU ∪Q? ∪ L respected by allft with |t| < t?
outside ofR. It may be seen as a cone field centered around the tangent
vectors toHu, and we may assume that vectors inCu at points ofL
have slope> b0, sinceHu is given byx = cont. in the domainL of
the coordinate chartϕ0.

We let v0 ∈ Tz0M2, z0 ∈ Q, t and NQ 6 k < ∞ be as in the
statement of the lemma. If slope(v0) > c0, then by VIa it holds that
zNQ = f NQt (z0) ∈ L andvNQ = DfNQt (z0)v0 ∈ Cu(zNQ). Indeed by (20)
we have slope(vNQ) > CNQ · slope(v0), whereC ≈ σ0λ

−1
0 > 1, andNQ

may be taken sufficiently big according to item VI, by shrinkingQ andt?.
Likewise we may arrange for‖vNQ‖> σ‖v0‖ to hold.

If k = NQ, then the lemma is proved. Otherwise we can writezk =
f kt (z0) = f k−NQs (zNQ) ∈ R where s = σ k−NQt and vk = Df kt (z0)v0 =
Df

k−NQ
s (zNQ)vNQ . Moreover, Lemma 12.1, the construction ofCu and

the definition ofk > 1 as the first iterate to arrive atR together imply
that the iteratesvNQ, . . . , vk−1, vk are all in the respective cones ofCu,
and therefore slope(vk)> b0 and‖vk‖> ‖vNQ‖> σ‖v0‖. 2

Now for the effect of the tangency inQ, recalling that the slope and
norm are measured in theϕ0 coordinates.
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LEMMA 12.3. – Given ζ > 0 there is b0 > 0 such that for all
sufficiently small compact neighborhoodsQ of q and smallt? > 0 it holds
for every|t|< t? that

z ∈R, v ∈ TzM2

andslope(v)> b0

⇒
 slope(Dft(z)v)6 ζ and

‖Dft(z)v‖> α

100
· ‖v‖.

Proof. –We takez ∈R, v ∈ TzM2 andζ > 0. By the differentiability
of ϕt with respect tot we know thatf t = ϕ−1

0 ◦ ft ◦ ϕ0 has the same
local expression (21) as̃ft . We may supposeϕ0(z) = (z, y + 1) and
Dϕ0(v)= (v1, v2) and derive from (21) that

slope
(
Dϕ−1

0

(
ft(x, y + 1)

)
Dft(x, y + 1)(v1, v2)

)
=
∣∣∣∣ [2βy +D3H2(t, x, y)] · v2+ [γ +D2H2(t, x, y)] · v1

[α +D3H1(t, x, y)] · v2+ [ρ +D2H1(t, x, y)] · v1

∣∣∣∣
6 |2βy +D3H2(t, x, y)| + |γ +D2H2(t, x, y)| · |v1/v2|
||α+D3H1(t, x, y)| − |ρ +D2H1(t, x, y)| · |v1/v2|| .

If slope(v1, v2)> b0 then we can write

6 |2βy +D3H2(t, x, y)| + |γ +D2H2(t, x, y)| · b−1
0

||α +D3H1(t, x, y)| − |ρ +D2H1(t, x, y)| · b−1
0 |

.

We easily see that ifb0 is big enough andδ0 > 0 in item VI is
small enough, then sinceα · β · γ 6= 0 the last quotient approximates
|2βy|/|α| = |2βα−1| · |y|, which can be made smaller then any positive
ζ > 0 by shrinkingR via takingQ andt? > 0 smaller. Moreover making
the compact neighborhoodQ of q and t? > 0 smaller just enablesδ0 to
be smaller, so we are safe.

The denominator in the last quotient has a modulus bigger than∣∣|α+D3H1(t, x, y)| · |v2| − |ρ +D2H1(t, x, y)| · |v1|
∣∣

> |v2| ·
∣∣|α+D3H1(t, x, y)| − |ρ +D2H1(t, x, y)| · |v1/v2|

∣∣
>
∥∥(v1, v2)

∥∥ · ∣∣|α+D3H1(t, x, y)| − |ρ +D2H1(t, x, y)| · b−1
0

∣∣
> α

100
· ∥∥(v1, v2)

∥∥
since α 6= 0 and |D3H1|, |D2H1| and b−1

0 may be made very small.
Also |v2| =max{|v1|, |v2|} because we may take|v2/v1| > b0 > 1. This
provides the result on the norm.2



V. ARAÚJO / Ann. Inst. Henri Poincaré 17 (2000) 307–369 359

Fig. 7. The iterations in the proof of Proposition 11.2.

We lett0, ε > 0 be such that|t|< t? andε <min{|t|, |t?− t0|} as in the
statement of Theorems 1 and 2 and observe the following.

Remark12.2. – Expression (21) for̃ft |R implies there arel0, η > 0
such that the smooth curvecz :T = [t0 − ε, t0 + ε] →M2, t 7→ f (z, t)

has slope> η and velocity> l0 at every pointcz(t) independently of
z ∈R andt ∈ T .

If we make ζ = η/3 we get, by Lemma 12.3, ab0 > 0 such that
this lemma holds for all sufficiently smallQ and t?. Setting c0 = η
and using theb0 just obtained, Lemma 12.2 holds for every sufficiently
small t? and Q. We note that (23) of Lemma 12.1, on which both
Lemmas 12.2 and 12.3 rest, still holds if we shrinkQ and t? and,
moreover, Lemmas 12.2 and 12.3 are independent of each other.

Hence there are a compact neighborhoodQ of q and t? > 0 such that
both Lemmas12.2and12.3hold with someb0> 0 andc0= η, ζ = η/3>
0.

We are now ready for the

Proof of 11.2. –We letw ∈Q be a regular point with respect toFt0,ε
according to Definition 11.3 and pick somet ∈ ∆ = ∆ε(t0) andn > 1.
Thenwn = f Rn(w, t ) ∈Q andz= f Rn−1(w, t ) ∈R. Moreover sincew
is regular, its perturbed orbitsO(w, s ) have the same return times toQ
independently ofs ∈ ∆, and socz is a smooth curve inQ with slope
> c0= η and speed> l0.

Settings = σ rnt then

c= f rn+1−1
s ◦ cz : t ∈ T 7→ f rn+1−1(cz(t), trn+1, . . . , trn+1−1

)
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is a curve inR with slope> b0 and speed> σ0l0 by Lemma 12.2,
whereas, by Lemma 12.3,fu ◦ c is a curve inQ with slope6 ζ = η/3
and speed> α

100σ0l0 for all u ∈ T = [t0− ε, t0+ ε].
The regularity ofw implies Φ(t, u) = f (c(t), u) to be such that

Φ(t, u) ∈ f Rn+1(w,∆)⊂Q for every(t, u) ∈ T × T . In short we have
slope(D1Φ)6 η/3,
‖D1Φ‖> α

100
· σ0l0,

and
{

slope(D2Φ)> η,
‖D2Φ‖> l0. (24)

Noting thatDΦ is the derivative off Rn+1(w, .)with respect to theRnth
andRn+1th coordinates att , we haveDΦ =DRn,Rn+1f

Rn+1(w, t ) :R2→
Twn+1M

2 is a surjection for everyt ∈ ∆. We conclude thatf Rn+1
w :∆→

M2, t 7→ f Rn+1(w, t ) is a submersion. This immediately gives 11.2(2) by
definition off Rn+1(w, ν∞), because the inverse image by a submersion
preserves sets of measure zero.

Making t = (s, s, s, . . .) ∈∆ for somes ∈ T , since the bounds in (24)
do not depend ont , we deduce fromf Rn+1(w,∆) ⊃ Φ(T × T ) that
there isξ0 = ξ0(s) > 0 such thatf Rn+1(w,∆) contains a ball of radius
ξ0 aroundΦ(s, s)= f Rn+1

s (w) as stated in 11.2(1).2
13. REGULARITY OF LIMIT POINTS

Let z ∈ Q be V -recurrent withν∞(V ) > 0 and lett be aV -generic
vector andw ∈ ω(z, t).

CLAIM 13.1. – If someθ ∈∆ takesw toQ after k > 1 iterates, then
every otherϕ ∈∆ must do the same.

Indeed, ifk > 1 and θ∈ ∆ are such thatf k(w, θ ) ∈ Q and there is
ϕ ∈∆ such thatf k(w,ϕ ) /∈Q, then we must havef k−1(w, θ ) ∈R and
f k−1(w,ϕ ) /∈R.

By connectedness ofT k−1 and continuity off k (v. Property 2.1)
there must beψ ∈ ∆ such thatf k−1(w,ψ ) ∈ A. SinceA is open and
w ∈ ω(z, t ) with t V -generic, we may find for smallδ > 0 a n ∈ N
(according to Lemma 5.2) such that for everys ∈ V satisfyingd( s, t ) <
δ, dM(f

n(z, s ),w) < δ andd(σ ns,ψ ) < δ it holds thatf n+k−1(z, s ) ∈
A, and sof n+k(z, s ) ∈ (U ∪Q′)c. Moreover, these points form a set of
positiveν∞-measure.

According to Remark 12.1 (then above can be made arbitrarily
big, bigger thanN in particular), thoses cannot define a perturbed
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orbit O(z, s ) with infinitely many returns toQ, which contradicts the
assumptions onz andV .

The previous arguments readily prove

CLAIM 13.2. – The orbit ofw under anyθ ∈∆ cannot fall outside of
U ∪Q′.

CLAIM 13.3. – If someθ ∈ ∆ keeps the orbitO(w, θ ) insideU for
all kth iterates withk > k0, then every otherϕ ∈∆ must do likewise.

In fact, if θ ∈ ∆ is such thatf k(w, θ ) ∈ U for all k > k0 for some
k0 ∈N and there arek1> k0 andϕ ∈∆ such thatf k1(w,ϕ ) /∈U , then by
the connectedness ofT k1, Property 2.1 and the separation betweenU and
Q′ given by item VII, there isψ ∈∆ satisfyingf k1(w,ψ ) ∈ (U ∪Q′)c.
We may now repeat the arguments proving the preceding claim.

For w ∈ ω(z, t ) with t a V -generic vector we have the following
alternatives:

1. w returns toQ a finite number of times only under everyθ ∈∆;
2. w never passes throughQ under everyθ ∈∆;
3. w returns toQ infinitely often and r(w, s, n) = r(w,n), s ∈
∆, n> 1.

Sincew cannot get out fromU ∩Q′ by Claim 13.2, alternatives 1 and 2
imply that the orbits ofw stay forever inU after some finite number of
iterates or never leaveU , respectively. For our purposes it is enough to
supposew ∈ ω(z, t )∩Q.

13.1. Finite number of returns

First we eliminate alternative 1. By Claims 13.1 and 13.3 the return
times toQ and the iterate after which the orbits remain forever inU do
not depend on the perturbation vector.

Let r0 ∈ N be the last return iterate ofw toQ under everyθ ∈∆. The
point w is like a regular point up to iterater0 and so the arguments in
Section 12 show thatf r0(w,∆) contains a curvec with slope> η and
speed> l0 at every point. So its length is> 2ε · l0 = a0 > 0 and since
w ∈ ω(z, t ), no orbit is allowed to leaveU ∪Q′. Hencef k(c,∆) ⊂ U
for all k > 1. In particular,ck = f kt0(c)= f k(c, t0 )⊂U, k > 1.

According to the previous section, afterNQ iterates curvec will have
all its tangent vectors inCu and keep them this way for all iterates onward,
becauseck ⊂ U for all k > 1. SinceCu is a field of unstable cones, the
length of ck will grow without bound withck being anunstable curve
always insideU .
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This is a contradiction, sinceU is a small neighborhood of a hyperbolic
setΛt0 of saddle type which is the maximal invariant set insideU .

13.2. No returns

Let w be as in alternative 2. Consequentlyf kt0(w) ∈ U for all k > 1.
SinceΛt0 is the maximal invariant set insideU , we deduce that ifγ u

is a small segment ofHut0(w) centered atw, then it is not possible
that f kt0(γ

u) ⊂ U for all k > 1. Likewise if we replaceU by B(U,ρ),
by item VII. Hence, writingγ u+, γ u− the two segments such thatγ u+ ∪
γ u− = γ u andγ u+ ∩ γ u− = {w}, there arek± > 1 and nonempty intervals
I+ ⊂ γ u+, I− ⊂ γ u− satisfying f it0(I±) ⊂ B(U,ρ) for 1 6 i 6 k and
f k+1
t0

(I±) ⊂ (B(U,ρ) ∪ B(Q′, ρ))c—becauseB(U,ρ) ∩ B(Q′, ρ) = ∅
and by connectedness ofγ u± (v. Fig. 8).

Let x ∈ I± andy ∈Hst0(x). Then we have

dM
(
f kt0(x), f

k
t0
(y)
)
6 CλkdM(x, y)

where 1> λ > |λt | for |t| < t?. So everyy ∈ Hst0(x) with dM(x, y) 6
C−1λ−k · ρ/2 satisfiesf kt0(y) ∈ (U ∪Q′)c.

Geometrically this means that nearw there are two stripsB± made of
Hst0-leaves with lengthC−1λ−k · ρ/2 and whose intersection withγ u is
I± (cf. Fig. 8).

Making γ u small andk big we can make the length ofB± big and the
distance tow small. The angle between leaves inB± andγ u is near a
straight angle in theϕt0-coordinates ofL⊃Q 3w, since the slope ofHst0
is near 0.

Letn1< n2< n3< · · · be such thatzj = f nj (z, t )→w whenj→∞.

Fig. 8. The situation nearw and the image ofI±.
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We definecj :T → L, u 7→ fu(f
nj−1(z, t )), the perturbation curve

throughzj and observe that eitherB+ orB− intersectscj (T ) in a segment
of positive length> a1 > 0, since slope(c′j (u))> η and the length ofcj
is> a0> 0, for all u ∈ T andj > 1.

This means there is a segmentSj of length> a2 > 0 in T such that
cj (Sj )⊂ B± and thusf k+1

t0
(cj (Sj ))⊂ (U ∪Q′)c.

According to Lemma 5.3, for every 0< γ, δ < 1 we can findk0 ∈ N
such that for allj > k0 we haveν(pnj Vnj−1( t, nj − 1, s )) > 1− δ for
a positive measure setVnj−1 ⊂ V and a set ofs ∈ ∆ with ν∞-measure
> 1− γ . Hence, sincek is fixed, we may find forj big a s ∈ ∆ very
close tot0= (t0, t0, . . .) (takingγ > 0 small) such that

ν
(
Sj ∩ pnj Vnj−1( t, nj − 1, s )

)
> 0 and f k+1

s

(
cj (Sj )

)⊂ (U ∪Q′)c.
We have shown that insideV there is a positive measure set whose

perturbation vectors sendz into (U ∪Q′)c afternj +k+1 iterates, where
j (andnj ) may be made arbitrarily big. This contradicts the assumption
of V -recurrence onz, since those perturbed orbits will never again return
toQ. Alternative 2 is thus impossible.

13.3. Bounded first return times

The points w ∈ ω(z, t ) ∩ Q with t a V -generic vector satisfy
alternative 3. Going back to the arguments in Section 13.1, we have an
unstable curvec in f k(w,∆) whose length cannot grow unbounded.
Therefore it must leaveU and go to Q(sincew no orbit may leave
U ∪ Q′) after a finite number or iterates bounded by someJ ∈ N. We
observe that since the length ofc is > 2ε · l0 and the diameter ofR is
finite, we must have(2εl0) · σ J ≈ diam(R).

This proves Proposition 11.1 and Theorem 2.

Remark13.1. – We may drop the first tangency condition of Sec-
tion 11.1 if we strengthen Definition 11.2 ofV -recurrent point by adding
the following item

3. for ν∞-a.e.t ∈ V there isn= n( t )> 1 such thatf k(z, t ) ∈U ∪Q
for all k > n,

whereU is a fixed neighborhood of the basic setp0 belongs to andQ a
neighborhood of the piece of the orbit of tangency outsideU .

Lemma 12.1 is now needless and the rest of the proof is unchanged.
The scope of the theorem is enlarged and next section shows how this
extra condition onV -recurrence is not too restrictive.
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14. INFINITELY MANY ATTRACTORS

We start with the particular case of perturbations of sinks.

DEFINITION 14.1. – We sayf ∈ Diff l(M), l > 1, has aperturbation
of a sink in a finite collection(U0, . . . ,Ur−1) of pairwise disjoint open
sets ofM if there exists a neighborhoodV of f in Diff l(M) such that, for
every continuous arcG = {gt}t∈B ⊂ V with g0≡ f , the following holds:

1. gnt (Ui )⊂ U(i+n) modr for everyn> 1, t ∈ BN and06 i 6 r − 1;
2. There is a constantβ > 0 such that for every pointx ∈ Ui , 06 i 6
r − 1, everyv ∈ TxM \ {0} and everyt ∈ BN it holds that

lim sup
n→+∞

1

n
log
∥∥Dgnt (x) · v∥∥6−β;

3. With the notation introduced at Definition5.2we have

diam
(
ω
(
Uj ,∆ε(0)

)∩ Ui)→ 0 whenε→ 0+

for every06 i 6 r − 1.
[WhereB = B j(0,1) and∆ε(0)= (B j (0, ε))N as in Section2.1.]

Next proposition characterizes this kind of invariant domains.

PROPOSITION 14.1. – Let f be aCl diffeomorphism ofM, l > 1.
Thenf has a hyperbolic sinks0 with periodk > 1 if, and only if,f has
a perturbation of a sink in a neighborhood(U0, . . . ,Ur−1) of the orbit
s0, s1= f (s0), . . . , sr−1= f r−1(s0) of s0.

Proof. –First some results that locate the limit points near a perturbed
sink.

If s0 ∈ M is a hyperbolic sink forf with period r , then for some
0 < λ1 < 1 every eigenvalueλ ∈ C of Df r(s0) satisfies |λ| 6 λ1.
Moreover, given someλ1 < υ < 1 there areδ > 0 and a neighborhood
V of f in Diff l(M)—both may be made arbitrarily small—such that
each eigenvalueλ ∈ C of Dgr(x) satisfies|λ| 6 υ for everyg ∈ V and
x ∈ B(s0, δ). Consequently

dM
(
gr(x), gr(y)

)
6 υ · d(x, y)

for everyx, y ∈ B(s0, δ) andg ∈ V. (25)

So, writing si = f i(s0), we see that(U0 = B(s0, δ), . . . ,Ur−1 = B(sr−1,

δ)) is a finite collection of pairwise disjoint (we may takeδ < (1/2) ×
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min{dM(si, sj ): 0 6 i < j 6 r − 1}) open sets ofM that satisfies
conditions 1 and 2 of Definition 14.1.

To get condition 3 we have the next

LEMMA 14.2. –Let G = {gt}t∈I ⊂ V be some continuous arc in
Diff l(M) with g0 ≡ f . Let Pi = {si(t): t ∈ B} be the set of analytic
continuations of the orbitO(s0) of the sinks0 with respect togt , t ∈ B.

If we fixx ∈ Ui , 06 i 6 r − 1, andt ∈∆, then we have

dM(y,Pj )6
υ

1− υ ·max
{
diam(Pk): 06 k 6 r − 1

}
,

for everyy ∈ ω(x, t )∩ Uj , j = 0, . . . , r − 1.

Proof. –This is an easy consequence of (25).2
We now know thatω(x, t )⊂B(P,γ )whereγ = υ

1−υ ·max{diam(Ph):
06 h6 r − 1} and, sinces0 is an hyperbolic sink forf ≡ g0, we have

diam
({
sh(t): t ∈ B j (0, ε)

})→ 0 whenε→ 0+

by the structural stability results for such attractor.
Therefore item 3 holds for(U0, . . . ,Ur−1) constructed above and we

have shown that in a neighborhood of the orbit of every hyperbolic sink
there is a perturbation of sink.

Conversely, let us supposef has a perturbation of a sink in some col-
lection(U0, . . . ,Ur−1) of pairwise disjoint open sets and takeG = {gt}t∈I
as in Definition 14.1. Then we will have by definitionω(Ui,∆ε1(0)) ⊆
ω(Ui,∆ε2(0)) for every small 0< ε1 < ε2 and every 06 i 6 r − 1.
Property 3 of Definition 14.1 now ensures there is a points0 such that
{s0} =⋂ε>0[ω(U0,∆ε(0))∩ U0] sinceω(U0,∆ε(0)) is a closed set.

Writing 0= (0,0, . . .) then 0∈ ∆ε(0) andω(s0,0) ⊂ ω(U0,∆ε(0))
for everyε > 0. Thus{s0} = ω(s0,0) ∩ U0 = ωf (s0) ∩ U0. Considering
the dynamics induced in(U0, . . . ,Ur−1) by the arcG we see thatωf (s0)=
{s0, . . . , sr−1} wheresi = f i(s0), i = 0, . . . , r − 1.

Since the limit isf -invariant, we havef r(s0) = s0 and found ar-
periodic orbit off . In addition, Property 2 of Definition 14.1 guarantees
that for eachv ∈ T 1

s0
M = {u ∈ Ts0M: ‖u‖ = 1} such thatv is an

eigenvector ofDf r(s0) corresponding to the eigenvalueλ ∈C (using the
complexification ofDf r(s0) :Ts0M → Ts0M if need be) the following
holds

0>−β > lim sup
n→+∞

1

rn
log
∥∥Df n·r (s0) · v∥∥

= 1

r
log |λ|⇒ |λ|6 exp(−rβ) < 1
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and so sp(Df r(s0))⊂ {z ∈ C: |z|< 1}. Hences0, . . . , sr−1 is the orbit of
an hyperbolic sink forf . 2
14.1. Newhouse’s and Colli’s phenomena

Let us suppose the familyf satisfying the conditions specified in
Section 11.1 is also in the conditions of Newhouse’s theorem (cf. [16,
17] and [22]) on the coexistence of infinitely many sinks, that is,p0 is a
dissipative (|detDf0(p0)|< 1) saddle point.

We may now choose a parametera > 0 such thatfa has infinitely many
hyperbolic sinks inQ. Moreovera > 0 may be taken arbitrarily close to
zero (see [22, Chapter 6]) and thus all the results of previous sections
apply to the present setting.

Let N be some positive integer and let us pickN distinct orbits
of hyperbolic sinks forfa in Q: O(s(i)), i = 1, . . . ,N . Since they
are hyperbolic attractors, they are isolated: there exist pairwise disjoint
– even separated – open neighborhoodsVi of O(s(i)), i = 1, . . . ,N .
Moreover, by the previous subsection, we may construct a perturbation
of a sink inside eachVi associated toO(s(i)) with respect to an arcFa,εi ,
for someεi > 0, and every 16 i 6N .

We now observe that a perturbation of a sink obviously is, in particular,
a completely and symmetrically invariant domain. Specifically, each
perturbation of a sink constructed inVi is a completely and symmetrically
invariant domain with respect to the arcFa,εi , i = 1, . . . ,N .

Hence, settingε0 = min{ε1, . . . , εN}, we haveε0 > 0 and the former
invariant domains are also completely and symmetrically invariant with
respect to the arcFa,ε for every 0< ε < ε0. Then, by Section 6.1, there
is a minimal domainMε

i inside each perturbation of a sinkVi , for every
16 i 6N and noise level 0< ε < ε0.

We have thus constructedN distinct minimal invariant domains inQ
for the arcFa,ε for every 0< ε < ε0 and proved

PROPOSITION 14.3. – Given an arcF as in Section11.1wherep0 is
a dissipative saddle point, for every parametera > 0 sufficiently close to
zero such thatfa has infinitely many sinks inQ, we have the following.

For everyN ∈ N there existsε0 > 0 such that, for every0< ε < ε0,
the number of minimal invariant domains inQ for the arcFa,ε is no less
thanN .

We now remark that what enables us to build an invariant domain
in a neighborhood of a sink is the fact that it is attractive: given any
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neighborhoodU of the orbit of a sinks0, . . . , sr−1 there is another
neighborhoodV ⊂ V ⊂ U of the same orbit such thatf (V ) ⊂ V (a
trapping region). By continuity, this persists for any diffeomorphismg
close tof and hence we get an invariant domain.

In [7] E. Colli shows how to have infinitely many Hénon-like attractors
when generically unfolding an homoclinic tangency under the same
conditions of Newhouse’s theorem. These attractors are separated like
the infinity of sinks in the Newhouse phenomenon and each one admits a
trapping regionaccording to [2] and [30]. Specifically, the constructions
described in [7] can be carried out verbatim within a restricted set of
parameter values having this property, without altering the statements of
any theorem in that paper.

Consequently we may state and prove a proposition analogous to 14.3
replacingsinkby Hénon-like attractorin the paragraphs above.

15. SOME CONJECTURES

The methods used in this paper are prone to generalization. We propose
some here.

(1) Is there somesimilar result to Theorem 1 for flows? The kind of
perturbation to perform is part of the question.

(2) In Section 14 a characterization is given for invariant domains
originating from a perturbation of a sink. Is there somesimilar
characterization of an invariant domain obtained by a perturbation
of an Hénon-like strange attractor?

(3) The same question regarding perturbations of elliptic islands. This
is more subtle: we may ask whether there is some invariant domain
near an elliptic island.

(4) We did not look at what happens to the physical probabilities when
the noise levelε > 0 tends to zero. Does the limit exist? If it does
then it must be anf -invariant probability measure. Is it an SRB-
measure?

(5) Globally what can we say about the stochastic stability of the
infinitely many Dirac (in Newhouse’s phenomemon) or SRB (in
Colli’s phenomenon) measures in a neighborhood of a homoclinic
tangency point? Here a global notion of stochastic stability is
required, see, e.g., [31]: ifµi are the SRB measures off (i =
1,2, . . .), time averages of each continuousϕ along almost all
random orbits should be closed to the convex hull of the

∫
ϕ dµi

for smallε > 0.
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