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ABSTRACT. – In this paper we extend a classical result of Serrin to a class of elliptic problems
�u+f (u, |∇u|)= 0 in exterior domainsRN \G (orΩ \G with Ω andG bounded). In caseG is
an union of a finite number of disjointC2-domainsGi andu= ai > 0, ∂u/∂n= αi � 0 on∂Gi ,
u → 0 at infinity, we show that if a non-negative solution of such a problem exists, thenG has
only one component and it is a ball. As a consequence we establish two results in electrostatics
and capillarity theory. We further obtain symmetry results for quasilinear elliptic equations in the
exterior of a ball.

RÉSUMÉ. – Nous étendons un résultat classique de Serrin à des problèmes elliptiques
�u + f (u, |∇u|) = 0 dans des domaines extérieures du typeR

N \ G (où Ω \ G, avecΩ et
G bornés). En supposant queG = ⋃k

i=1Gi , où Gi sont des domaines disjoints de classeC2,
et queu = ai > 0, ∂u/∂n = αi � 0 sur∂Gi , u → 0 à l’infini, nous montrons que ce problème
admet une solution classique seulement siG a une seule composante connexe etG est une boule.
Comme conséquence nous obtenons deux résultats sur des problèmes provenant de l’électrosta-
tique et de la théorie de la capillarité. Nous obtenons aussi des résultats de symétrie pour des
équations elliptiques quasi-linéaires dans l’extérieur d’une boule.

1. Introduction and main results

This paper is a contribution to the study of symmetry properties of non-negative
solutions of elliptic partial differential equations, which started with the classical papers
by Serrin and by Gidas, Ni and Nirenberg ([13] and [6]; see also [4] for a more
recent approach). We concentrate on exterior and annuli-like domains, possibly multiply-
connected, with different boundary conditions on each connected component of the
boundary.

Consider the model problem

�u+ f (u) = 0 in R

N \G,
u� 0 in R

N \G,
u→ 0 as|x| → ∞,

(1)
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wheref ∈ C1([0,∞)), with f ′(0) < 0. We suppose that

G=
k⋃

i=1

Gi, (2)

wherek ∈ N andGi are boundedC2-domains such thatGi ∩Gj = ∅ for i = j .
The boundary conditions that we impose on∂G are the following

u= ai > 0 and
∂u

∂n
= αi � 0 on∂Gi, i = 1, . . . , k, (3)

whereai, αi , i = 1, . . . , k, are constants andn denotes the inward normal to the boundary
of Ω \G.

Our main result (Theorem 2 below), applied to problem (1), gives the following
statement.

THEOREM 1. – Supposeu ∈ C2(RN \G) is a solution of(1), satisfying(3). ThenG
has only one connected component(i.e. k = 1). Moreover,G is a ball and the solutionu
is radial with respect to the center of this ball.

Let us now describe the general setting that we consider. We study boundary-value
problems of the type

{
Qu+ f (u, |∇u|) = 0, u� 0, u ∈C2 in Ω \G,
Boundary Conditions (BC),

(4)

whereQ is a (nonlinear) strongly elliptic operator,Ω ⊂ R
N,N � 2, is aC2-domain,G

is as in (2),G⊂ Ω andΩ \G is connected.
We distinguish two cases forΩ .

Case A. Ω is bounded. Here the boundary conditions on∂Ω read

u= 0 and
∂u

∂n
= β on ∂Ω, (5)

whereβ is a constant.

Case B. Ω = R
N . Then we suppose that

∇u(x) → 0 and u(x) → 0 as|x| → ∞. (6)

In the particular case whenf does not depend on|∇u|, instead of (6) we only suppose
that

u(x) → 0 as|x| → ∞. (7)

A positive solution satisfying (7) is often called a ground state.
We consider the following assumptions on the elliptic operator and the functionf .
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(q) Qu = div(g(|∇u|)∇u), whereg ∈C2([0,∞)), g(s) > 0 and(sg(s))′ > 0 for all
s � 0. In other words, we suppose thatQ is a regular strongly elliptic operator.

(f) f (u,p) is a locally Lipschitz continuous function in[0,∞)2 and, in Case B, is a
non-increasing function ofu for small positive values ofu andp.

These assumptions are satisfied in the applications we present below. Our results
remain true for any generalisation of (q) and (f) which leads to a “good” equation for
the comparison function in the “moving planes” method (see Step 1 in Section 2.2). In
particular, a natural question is whether we can consider nonlinearities which are not
Lipschitz continuous inu at the origin. See Remark 2 at the end of this section.

In the sequel we denote by (BC) either (3) and (5), or (3) and (6), or (3) and (7),
depending on the case we consider. The following theorem contains our main result.

THEOREM 2. – Suppose(q) and (f) hold. If u is a solution of(4) satisfying(BC),
thenk = 1, Ω andG are concentric balls centered at some pointx0 ∈ R

N , u is radial,
that isu= u(|x − x0|), and

du

dr
< 0 for r = ∣∣x − x0∣∣ ∈ (ρ1, ρ2),

whereρ1 andρ2 denote the radii ofG andΩ (0< ρ1 < ρ2 � ∞).

The presence of assumptions on both the solution and its normal derivative on the
boundary makes problem (4) overdetermined. It can be viewed as a free boundary type
problem. This kind of problem was introduced in Serrin’s classical paper [13], where he
considered the caseu > 0,G= ∅,Ω bounded.

In recent years there have been some partial results for non-emptyG and un-
boundedΩ . In particular, whenΩ is bounded, Alessandrini [1] obtained Theorem 2
whenf ≡ 0. In the same case (Ω bounded), Willms, Gladwell and Siegel [15] obtained
the result forf ≡ 1 andQ=�, providedN = 2,Ω andGi are convex and satisfy some
additional curvature conditions. The most general previous results were derived by Re-
ichel [10–12]. He proved Theorem 2 under the additional hypotheses

(r) a1 = · · · = ak = a and 0< u < a in Ω \G.

Notice that in our result (r) is not assumed a priori, but is rather derived as a consequence
of Theorem 2.

The statement of Theorem 2 thus unifies and extends all the above results for
problem (4).

Another related result was derived by Aftalion and Busca [3]. Using a method based
on the Kelvin transform in exterior domains, they obtained Theorem 1 (Ω = R

N,Q =
�) for a different class of functionsf , including power nonlinearities likeup, for
N

N−2 � p � N+2
N−2. Aftalion and Busca supposek = 1 and 0� u � a. One can see, using

their method together with our approach here, that their result holds if in their work the
latter two hypotheses are replaced by (2) and (3).

As a consequence of Theorem 2, we obtain two results in electrostatics and capillarity
theory. These problems have been open for some time.

THEOREM 3. – Two or moreC2,α-regular conducting bodies inRN do not admit
constant equilibrium charge distributions on their boundaries.
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THEOREM 4. – Two or moreC2,α-regular solid cylinders, dipped into an infinite
plain liquid reservoir, cannot raise a capillary surface to constant heights on their walls.

As far as Theorem 3 is concerned, we recall that ifΩ is a domain inR
N , a

charge distributionρ ∈ C(∂Ω) is said to be in equilibrium if the induced single-layer
potential

ψ(x) =
∫
∂Ω

ρ(y)γ (|x − y|) dσy

is constant inΩ ; hereγ (t) = − 1
2π log t if N = 2 andγ (t) = − 1

4πt if N = 3. Then the
function ψ satisfies an equation of type (4) withQ = � andf = 0. Note that when
N = 2 we haveψ → −∞ as |x| → ∞, but this creates no problems when we apply
Theorem 2 (see a remark by Reichel in [11]).

The physical setting described in Theorem 4 leads to an equation of type (4), with

g(s) = 1√
1+ s2

and f (u) = −κu, κ > 0

(the original discussion on this problem can be found in [13]; see also [11] and [12],
where the cases of one conducting body or one cylinder were studied).

Our next result concerns the case whenΩ or G (or both) is a priori supposed to
be a ball. In this situation, to obtain a symmetry result on the solution, we do not
need to assume that its normal derivative is constant on the corresponding boundary.
A previous result in this sense was obtained by Reichel, who considered the case when
Ω is bounded, and assumed condition (r) (with weak instead of strict inequalities, see
[10]).

THEOREM 5. – SupposeG is a ball. Then the conclusion of Theorem2 holds true if
(3) is replaced by

u= a > 0 and
∂u

∂n
� 0 on ∂G. (8)

Analogously, ifΩ is a ball, the same conclusion holds if(5) is replaced by

u= 0 on ∂Ω.

There is no difficulty in extending Theorem 5 (with the same proof) to the limiting
caseG= {x0} (i.e. ρ1 = 0), wherex0 ∈ R

N is such thatu(x0) = maxx∈Ω u(x) > 0. This
actually means that, whenΩ is a ball andG = {x0}, Theorem 5 reduces to the classical
symmetry result of Gidas, Ni and Nirenberg ([6], see also [5]). Furthermore, in the same
situation (G = {x0}), whenΩ is arbitrary, we obtain an extension of Serrin’s result to
non-negative solutions.
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THEOREM 6. – Suppose(q) and (f) hold and letu ∈ C2(Ω) be a solution of the
following problem 


Qu+ f (u, |∇u|) = 0 in Ω,
u� 0, u ≡ 0 in Ω,

u= 0,
∂u

∂n
= const on ∂Ω.

(9)

ThenΩ is a ball with radiusρ2, centered atx0, u is radial, and

du

dr
< 0 for r = ∣∣x − x0∣∣ ∈ (0, ρ2).

The result which we get by puttingΩ = R
N andG= {x0} in Theorem 5 was recently

obtained independently by Serrin and Zou in [14] (see also [8]). In this paper they study
the symmetry properties of a larger class of elliptic equations onR

N , which includes
singular operators like thep-Laplacian.

Our theorems rely on the widely used method of “moving planes”, introduced by
Alexandrov and developed in this setting by Serrin.

Finally, we describe several possible extensions of our theorems.

Remark1. – We can weaken the hypothesis on the regularity of the solution by adding
an extra assumption on the shape of the domainΩ \G. All our theorems remain true for
weak solutions inC1(Ω \G) (as in [14]), providedΩ andG are such that the critical
positionsλ' and λΩ in the moving planes method are always attained when internal
tangency occurs (see Section 2 for definitions of these). In particular, this assumption is
satisfied for symmetric domains.

If we want to considerC1-weak solutions, we need also to suppose that the function
f vanishes atu = 0. Note that this hypothesis is a consequence of the existence of a
C2-solution.

Remark2. – After this work was completed the author learned of a recent paper on the
strong maximum principle by Pucci, Serrin and Zou [9], where, extending earlier results
by Vasquez [16], they establish essentially optimal conditions on the functionf under
which a non-negative solution ofQu + f (u, |∇u|) = 0 is strictly positive everywhere.
They consider differential inequalities and singular elliptic operators.

For instance, whenf is independent of|∇u|, one of their results says the strong
maximum principle holds provided

∫
0

du√
F(u)

= ∞, (10)

whereF(u) = ∫ u

0 f (s) ds. It is elementary to check that (10) is satisfied iff is Lipschitz
continuous atu= 0.

It is not difficult to see that condition (f) can be replaced by the hypotheses in [9]
which ensure the validity of the strong maximum principle.
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2. Proofs

We apply the method of “moving planes”, in order to show that for any direction
γ ∈ R

N \ {0} there existsλ = λ(γ ) ∈ R, such that the domain and the solution are
symmetric with respect to the hyperplane

Tλ = {
x ∈ R

N | 〈x, γ 〉 = λ
};

here〈·, ·〉 denotes the scalar product inR
N .

We fix γ , say γ = e1 = (1,0, . . . ,0). For any x = (x1, . . . , xN) ∈ R
N we put

x = (x1, x
′) ∈ R × R

N−1 and denote byBδ(x) the open ball with radiusδ centered at
x. For everyA ⊂ R

N andλ, t ∈ R we set

Dλ = {
x ∈ R

N | x1 > λ
};

Aλ = the reflection ofA with respect toTλ;
Γt(A)=A− te1 = {

x ∈ R
N | (x1 + t, x′) ∈A

}
,

Γ (A)= ⋃
t∈R

Γt(A).

For i = 1, . . . , k, we define the quantities

di = inf
{
λ ∈ R | Tµ ∩Gi = ∅ for all µ> λ

};
λi = inf

{
λ � di | (Gi ∩Dµ)

µ ⊂ Gi and〈n(z), e1〉> 0

for all µ> λ and allz ∈ Tµ ∩ ∂Gi

};
d = max

1�i�k
di, λ' = max

1�i�k
λi .

In other words,di is the x1-coordinate of the right-hand cap ofGi . Note thatTdi is
tangent to∂Gi and thatλi < di (this is well-known, see [2]). For a bounded domainΩ

we denote bydΩ andλΩ the corresponding values forΩ .

Fig. 1. Two types of domainsGi : the critical positionλi is attained at a point of orthogonality
(a), or at a point of tangency (b). For allµ> λi the part ofGi to the right ofTµ has its reflection
insideGi and the outward normal to∂Gi at each point of the boundary of this part makes an
acute angle with the directione1.
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We callλi (respectivelyλ') the critical position forGi (respectivelyG). We say that
λi is attained at a position of internal tangency if(Gi ∩Dλi )

λi ⊂ Gi (see Fig. 1). When
λi is not attained at a position of internal tangency, we say it is attained at a position of
orthogonality.

We setΣλ = (Dλ ∩Ω) \ (Gλ ∪G) and consider the function

wλ(x) = u
(
xλ

) − u(x).

This function is well defined inΣλ. Our goal is to show thatwλ ≡ 0 in Σλ for some
λ ∈ R such thatTλ is a hyperplane of symmetry forΩ andG.

In the next section we establish some properties of the reflected setGλ, which we use
in Sections 2.2 and 2.3 to prove our theorems.

2.1. Some reflection properties of the set G

The following easy property ofG will permit us to treat this set in most cases like
consisting of only one domain.

LEMMA 2.1. – Letλ � λ'. For anyi ∈ {1, . . . , k}, we have

Gλ
i ∩

(⋃
j =i

(
Gλ

j ∪Gj

))∩Dλ = ∅.

Hence any point on∂Gλ
i ∩Dλ has a neighbourhood which does not intersect

⋃
j =i (G

λ
j ∪

Gj).

Proof. –It is obvious thatGi ∩ Gj = ∅ implies Gλ
i ∩ Gλ

j = ∅. It is also clear that
λ� λ' implies, by the definition ofλ',

Gi ∩Dλ ⊆ Gλ
i ∩Dλ,

for all i ∈ {1, . . . , k}. Hence, for anyi = j ,

Gλ
i ∩ (

Gλ
j ∪Gj

) ∩Dλ ⊆ (
Gλ

i ∩Gλ
j

) ∩Dλ = ∅. ✷
We use Lemma 2.1 to obtain a characterisation of the boundary points of the reflected

regionsGλ
i . It will be crucial in the subsequent discussion.

Let z ∈ ∂Gλ
i ∩Dλ be such thatΓt(z) belongs toGλ

i for small positive values oft . We
define the quantities

t = t(z) := min
{
t > 0 | Γt(z) ∈ ∂Gλ

i

};
t = t(z) := min

{
t > 0 | Γt(z) ∈ ∂Gλ

i ∪ ∂Gi

}; (11)

ρ = ρ(z) := dist(z, Tλ) > 0.

It is clear that 0< t � t < ∞, sinceGi is smooth and bounded.

LEMMA 2.2. – If λ � λ', then anyz ∈ ∂Gλ
i ∩ Dλ, i = 1, . . . , k, has one of the

following properties(exclusively)
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Fig. 2. Four types of points on∂Gλ
i ∩ Dλ: the arcs (A,B], [H,I), (J,K) are of type (I), the arcs

(B,C], [E,F], [G,H) are of type (II), the arcs (C,D), (D,E), (F,G) are of type (III), and the point D
is of type (IV).

(I) Γt(z) ∈ Σλ for small positive values oft or there exists a sequencetm ↘ 0 such
thatΓtm(z) ∈ ∂Gλ

i ∩Dλ;
(II) 0 < t(z)� ρ(z), the open segment(Γt(z), z) belongs toGλ

i , andΓt(z) ∈ ∂Gλ
i ;

(III) 0 < t(z) < ρ(z), the open segment(Γt(z), z) belongs toGλ
i , andΓt(z) ∈ ∂Gi ;

(IV) λ = λ' andz ∈ ∂Gλ
i ∩ ∂Gi (the symmetry case).

The four cases of Lemma 2.2 are shown on Fig. 2. In this way we obtain four types of
points on∂Gλ

i ∩Dλ.

Proof of Lemma 2.2. –Fix a pointz ∈ ∂Gλ
i ∩Dλ and suppose (I) does not hold forz.

We are going to show thatz satisfies one of the other three alternatives.
Since (I) is false forz, Lemma 2.1 implies thatΓt(z) ∈ Gλ

i for small positive values
of t , so thatt(z) andt(z) are well-defined. First we observe that

t(z)� 2ρ(z).

Indeed, if this is not true, we obtain a contradiction with the fact thatλ � λ'. In order to
write this rigorously we note that

{
Γt(z)

λ
}λ+ 1

2 (t−2ρ) = zλ.

Sincezλ andΓt(z)
λ are two points on∂Gi , this implies that we have internal tangency

for Gi to the right of or at positionλ+ 1
2( t − 2ρ). Consequently, in caset > 2ρ,

λ' � λi � λ+ 1

2
( t − 2ρ) > λ,

which is a contradiction.
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If t(z)= 2ρ(z), then it is obvious thatzλ = Γt(z) ∈ ∂Gλ
i , so

z ∈ ∂Gλ
i ∩ ∂Gi.

Since in this situation we have tangency to the right of or at positionλ, we deduceλ = λ',
that is, we are in case (IV).

The last case to consider ist(z) < 2ρ(z). We claim that in this caset(z) � ρ(z), that
is,Γt(z) ∈Dλ. If t(z)� ρ(z), this is obvious. If

ρ(z) < t(z) < 2ρ(z),

then the pointΓt(z)
λ ∈ ∂Gi is to the left ofz and to the right ofTλ; we infer

t(z)� dist
(
z,Γt(z)

λ
)
< ρ(z).

It follows from Lemma 2.1 that ift(z) � ρ(z), then t(z) does not change in case we
replaceGi byG in (11). We infer from this fact that the open segment(Γt(z), z) belongs
to Gλ

i .
Finally, it is clear that we have either case (II) or case (III), depending on whether the

point at which we reacht(z) is on∂Gλ
i or on∂Gi . ✷

2.2. The case Ω = R
N

We first give the general plan of the proof of Theorem 2. We use a hyperplane
perpendicular toe1 and say it has reached a positionλ providedwµ � 0 in Σµ for
all µ � λ. The hyperplane “starts” atλ = +∞ and “moves” asλ decreases. In the
initializing step of our proof we show that this process can begin, that is,wλ � 0 in Σλ

for sufficiently largeλ. Next we observe that if the moving plane has reached a position
λ, then the solutionu is strictly decreasing — in thex1-direction — in the region to
the right of the planeTλ. By using this fact we show that the moving plane reaches
positiond, which permits us to prove that, in a neighbourhood of∂G, the solutionu is
strictly decreasing in the direction of the outward normal to∂G. Then, having already all
the necessary information on the solution, we can show that the moving plane reaches
the critical positionλ'. A device due to Serrin permits us to prove thatwλ' ≡ 0 in a
connected componentZ of Σλ' . We conclude by showing that all points on∂Z \ Tλ' are
of the symmetry type (IV) (see Lemma 2.2), and by using a topological argument due to
Fraenkel.

We divide the proof of Theorem 2 into ten steps.

STEP 1. – There existsλ ∈ R such thatwλ � 0 in Σλ, for all λ � λ.

Proof. –In order to simplify the presentation, we first suppose that we are in the
situation of Theorem 1, that is, hypotheses (q) and (f) are replaced by

(q1) Q=�;
(f1) f (u,p) does not depend onp, f ∈C1([0,∞)) andf ′(0) < 0.
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Sinceu tends to zero at infinity we can takẽλ ∈ R such that̃λ > d and

u(x) <
1

2
min

1�i�k
ai for |x| > λ̃,

so thatwλ >
ai
2 > 0 on∂Gλ

i , for all i and allλ � λ̃.
Now we can proceed in a standard way. Suppose the claim in Step 1 is false, that is,

there exists a sequence{λm}∞
m=1 such that

lim
m→∞λm = ∞, λm � λ̃,

andwλm takes negative values inΣλm . Sincewλ is zero onTλ and tends to zero at infinity
for a fixedλ, we see thatwλm attains its negative minimum insideΣλm , say at a point
x(m). Then

∇wλm

(
x(m)

) = 0 and �wλm

(
x(m)

)
� 0.

On the other hand, it is clear that the functionvλ(x) = u(xλ) satisfies inΣλ the same
equation asu. By substracting the two equations we see thatwλ satisfies a linear equation
of the type

�wλ + bλ(x)wλ = 0 in Σλ (12)

for all λ ∈ R, wherebλ(x) = f ′(c(λ, x)), with

c(λ, x) ∈ [
min

{
u
(
xλ

)
, u(x)

}
,max

{
u
(
xλ

)
, u(x)

}]
.

Sincewλm(x
(m)) < 0, we see that 0� c(λm, x

(m)) � u(x(m)) and therefore limm→∞ c(λm,

x(m)) = 0. It follows thatbλm(x
(m)) is strictly negative for largem. Hence

0� �wλm

(
x(m)

) = −bλm
(
x(m)

)
wλm

(
x(m)

)
< 0,

which is a contradiction.
The way to extend this argument to the general case is well-known. We sketch it here,

for the sake of completeness. After substracting the two equations foru andvλ and doing
some standard computations, we obtain a linear strictly elliptic equation with bounded
coefficients, in the form

∂i
(
aij (x)∂jwλ

) + bi(x)∂iwλ + c(x)wλ = 0, (13)

wherec(x) � 0, provided the functionsu(x) andvλ(x) are sufficiently small. Then we
can use the weak maximum principle, as in [7], to conclude thatwλ � 0 in Σλ, for λ
sufficiently large. ✷

Step 1 shows that the number

λ0 = inf
{
λ ∈ R | wµ � 0 in Σµ for all µ> λ

}
is well defined. It is obvious thatλ0 is finite. Notice that, by continuity,wλ0 � 0 in Σλ0.
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STEP 2. – We have

∂u

∂x1
< 0

in the set{x ∈ R
N | x1 > max{λ0, d}}.

Proof. –Fix µ > max{λ0, d}. Notice that for allλ > d the setΣλ is connected and
regular. It follows from the strong maximum principle and Hopf’s lemma, applied to
(13), that for anyλ ∈ [λ0,∞) ∩ (d,∞), eitherwλ ≡ 0 in Σλ or wλ > 0 in Σλ, with
∂wλ

∂ν
< 0 on points of∂Σλ at whichwλ takes value zero (here and in the sequelν denotes

the outward normal to∂Σλ).
If wµ > 0 in Σµ we obtain, using the fact thatwµ = 0 on Tµ,

0>
∂wµ

∂ν

∣∣∣∣
Tµ

= − ∂wµ

∂x1

∣∣∣∣
Tµ

= 2
∂u

∂x1

∣∣∣∣
Tµ

. (14)

Supose for contradiction thatwµ ≡ 0 in Σµ. We distinguish two cases. First, ifwλ > 0
in Σλ for all λ > µ then, using (14) withµ replaced byλ, we see that∂u

∂x1
< 0 in Dµ.

Then we fix a pointx ∈Σµ such thatΓ (x)∩G = ∅, and obtain the contradiction

u(x) � u
(
xλ0

) = u
((
xλ0

)µ) = u
(
x1 + 2(µ− λ0), x

′)< u(x)

(see Fig. 3).
Second, ifwµ̃ ≡ 0 in Σµ̃ for some µ̃ > µ, we take a pointy ∈ ∂G such that

Γ (y)∩G = ∅ and, by using consecutive reflexions with respect toTµ andTµ̃, obtain an
unbounded sequence of points at whichu takes a fixed positive value — contradiction
with (BC). ✷

STEP 3. – λ0 � d.

Proof. –Suppose for contradiction thatλ0 > d. As explained above, eitherwλ0 ≡ 0
in Σλ0 or wλ0 > 0 in Σλ0. First assumewλ0 ≡ 0 in Σλ0. We can always take two points

Fig. 3. The contradictions in Steps 2 and 3.
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y, z ∈ ∂G
λ0
1 such thaty1 < z1 andy′ = z′. Then, by Step 2,u(y) > u(z). However, we get

u(y) = u
(
yλ0

) = a1 = u
(
zλ0

) = u(z),

becausewλ0 ≡ 0.

Next, supposewλ0 > 0 in Σλ0, with
∂wλ0
∂ν

< 0 on points of∂Σλ0 wherewλ0 = 0. By
using the minimal choice ofλ0 we can find a sequence{λm}∞

m=1 such that limm→∞ λm =
λ0, λm < λ0, andwλm takes negative values inΣλm . Let x(m) ∈Σλm be such that

wλm

(
x(m)

) = min
x∈Σλm

wλm(x) < 0.

Using the assumptionλ0 > d, we fixm0 such that

dist
(
Gλm,Tλ0

)
� 1

2
dist

(
Gλ0, Tλ0

)
> 0, (15)

for m � m0.
We distinguish two cases.
Case1. x(m) ∈ intΣλm , for all m � m0.
In this case a contradiction is obtained in a standard way. As in Step 1 we see

that �wλm(x
(m)) � 0 and ∇wλm(x

(m)) = 0. If {x(m)} tends to infinity we obtain a
contradiction exactly as in Step 1. If a subsequence of{x(m)} converges to a pointx0, then
by passing to the limit we obtainx0 ∈ Σλ0, wλ0(x

0) � 0 and ∇wλ0(x
0) = 0. This means

thatx0 ∈ ∂Σλ0 andwλ0(x
0) = 0, so Hopf’s lemma implies∇u(x0) = 0, a contradiction.

Case2. x(m) ∈ ∂Σλm , for somem �m0.
We drop the super(sub-)scriptm, for simplicity. Sincewλ = 0 on Tλ, we see that

x ∈ ∂Gλ
i , for somei ∈ {1, . . . , k}. We infer from (15) thatΓt(x) belongs toDλ0, for

small t > 0.
We apply Lemma 2.2, which saysx has one of the four properties described in the

statement of this lemma. Hereλ > d > λ', hencex cannot be of type (IV). It cannot be
of type (III) either, sinceG ⊂ R

N \ Dλ. We are going to obtain a contradiction in the
remaining two cases.

First, supposex is of type (I). If Γt(x) belongs toΣλ for small t > 0 we consider
the directional derivative∂wλ

∂(−e1)
(x). By the minimal choice ofx this derivative has to be

non-negative. On the other hand, it is easy to see that

∂wλ

∂(−e1)
(x) = ∂u

∂x1
(x)+ ∂u

∂x1

(
xλ

)
<

∂u

∂x1

(
xλ

)
,

by Step 2.
We are going to show that∂u

∂x1
(xλ) is non-positive. The fact thatΓt(x) ∈ Σλ for small

t > 0 implies〈n(xλ), e1〉 � 0 (it is a standard fact that a direction which makes an acute
angle with the inward normal to the boundary of a smooth domain enters the domain). It
is clear thatu≡ const on∂Gi implies

∂u

∂ξj

∣∣∣∣
∂Gi

≡ 0, j = 1, . . . ,N − 1,
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for any orthonormal basisξ1, . . . , ξN−1 in the tangent plane to∂Gi . Hence, by (BC),

∂u

∂x1

(
xλ

) = 〈
n
(
xλ

)
, e1

〉∂u
∂n

(
xλ

)
� 0,

which leads to a contradiction.
Next, still in case (I), suppose that there exists a sequence of positive numberstm → 0,

such thatx(m) := Γtm(x) ∈ ∂Gλ
i . We have

wλ

(
x(m)

)
�wλ(x),

by the minimal choice ofx. On the other hand, Step 2 together withtm > 0 implies
u(x(m)) > u(x). Hence

wλ

(
x(m)

) = ai − u
(
x(m)

)
< ai − u(x) = wλ(x),

a contradiction.
Finally, if x is of type (II), we see thatΓt(x) ∈ ∂Gλ

i ∩ Dλ0 (sinceGλ ⊂ Dλ0), where
t = t(x) is the number defined in Section 2.1. Hence, by Step 2,

wλ

(
Γt(x)

) = ai − u
(
Γt(x)

)
< ai − u(x) = wλ(x),

which contradicts the minimal choice ofx. ✷
Remark 3. – We can now prove Theorem 5 forG = {x0}, wherex0 ∈ R

N is such that
u(x0) = maxx∈RN u(x) > 0. By Step 3,λ0 � x0

1 andwλ0 � 0 in Σλ0. By taking a moving
plane coming from the left we getwx0

1
≡ 0 in Σx0

1
. To be more precise, by “a plane

coming from the left” we mean the same process of moving a hyperplaneTλ which
starts atλ = −∞ and moves asλ increases. The regionΣλ would then be defined to the
left of Tλ.

STEP 4. – For anyz ∈ ∂G and any unit vectorη, for which〈η,n(z)〉>0, we can find
a sufficiently small ballBδ(z) such that

∂u

∂η
(ζ ) < 0 for all ζ ∈ Bδ(z) \G.

This statement was already used by Reichel, who established it under condition (r).
Since we do not assume this stronger condition, we have to provide a different proof.

The proof of Step 4 is the only place in Section 2.2 where we have to be careful about
the fact that there might be more than one domainGi . We postpone this proof for the
time being.

STEP 5. – wλ > 0 in Σλ, for anyλ ∈ [λ0,∞)∩ (λ',∞).

Proof. –In view of Steps 2 and 3 we can restrict ourselves to the caseλ � d. By the
strong maximum principle, all we have to exclude iswλ ≡ 0 in a connected component
Z of Σλ. Suppose for contradiction we are in this situation.
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Fig. 4. The shaded regions are the connected components ofΣλ.

First we observe that any connected componentY of Σλ satisfies

dist
(
∂Y ∩Dλ,Tλ

) = 0 (16)

(see Fig. 4). Indeed,Y is connected, soY λ is also connected and henceY λ is a connected
component of(RN \ G) \ Dλ. SinceR

N \ G is itself connected, we see that eitherY λ

contains a left neighbourhood ofTλ or

dist
(
∂Y λ \Dλ,Tλ

) = 0. (17)

The first alternative is impossible because of the fact thatTλ touches at least one of the
domainsGi (recall thatλ � d). By reflection (17) implies (16).

Now (16) permits us to take a sequence{z(m)}∞
m=1 ⊂ ∂Z ∩ Dλ, which converges to

a point z0 ∈ Tλ ∩ ∂Z ∩ ∂G. Sinceλ > λ', we have〈n(z(m)λ), e1〉 > 0 for sufficiently
largem, and the open segment betweenz(m)λ andz(m) belongs toBδ(z

0) \ G, whereδ
is chosen as in Step 4. Then, by Step 4,u decreases strictly fromz(m)λ to z(m), which
yieldswλ(z

(m)) > 0, a contradiction with the fact thatwλ ≡ 0 in Z. This last argument
was used by Reichel in [10].✷

STEP 6. – We have

∂u

∂x1
< 0 in Dλ' \G,

whereλ' = max{λ0, λ'}.
Proof. –By proceeding as in Step 2, we see that this is a direct consequence of Step 5

and Hopf’s lemma. ✷
STEP 7. – λ0 � λ'.
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Proof. –Supposeλ0 > λ'. By Step 5 we know thatwλ0 > 0 in Σλ0. Proceeding as in
Step 3, we find two sequences{λm}∞

m=1, {x(m)}∞
m=1, such that

lim
m→∞λm = λ0, λ' < λm < λ0, x(m) ∈Σλm \ Tλm

andwλm attains its negative minimum inΣλm atx(m).
A number of different situations may arise. We are going to obtain a contradiction in

each of them.
Case1. There is a subsequence of{x(m)}, such thatx(m) ∈ intΣλm .
If lim m→∞ |x(m)| = ∞ we obtain a contradiction as in Step 1. If a subsequence of

{x(m)} converges to a pointx0 which belongs to the regular part of∂Σλ0, we obtain a
contradiction as in Case 1 of Step 3. Ifx0 belongs to the singular part of∂Σλ0, we have
x0 ∈ Tλ0 ∩ ∂G, so that the argument we used at the end of the proof of Step 5 implies
wλm(x

(m)) > 0, form sufficiently large.
Case2. There is a subsequence of{x(m)}, such thatx(m) ∈ ∂Σλm .
Notice that in this case{x(m)} is bounded, since∂Σλm \ Tλm is a bounded set. Fixi

such that (along a subsequence)x(m) ∈ ∂G
λm
i . We shall apply Lemma 2.2 tox(m) and

reach a contradiction in all its four cases, with the help of Step 6. However, Step 6 gives
information on the behaviour of the solution only to the right ofTλ0, so we have first to
exclude the case when{x(m)} ⊂ ∂Σλm \ Dλ0 (see Fig. 5). If such a subsequence exists,
thenλm → λ0 implies (along a subsequence)x(m) → x0 ∈ Tλ0 ∩ ∂Gi . Then the argument
we used at the end of the proof of Step 5 leads to a contradiction.

Therefore we can assume thatx(m) ∈ ∂G
λm
i ∩ Dλ0. We apply Lemma 2.2 tox(m). If,

for somem, the pointx(m) is of type (I) we obtain a contradiction exactly as in Step 3.
Points of type (IV) are also excluded, sinceλm > λ'.

It remains to reach a contradiction in casex(m) is of type (II) or (III) for all m.
Let t = t(m) be the quantity defined in Section 2.1 and letx(m) := Γt(x

(m)). We treat
separately the cases whenx(m) belongs or not toDλ0 (note that by Lemma 2.2 we only
know thatx(m) ∈Dλm , see Fig. 5).

Case2.1.x(m) ∈Dλ0 for somem ∈ N.

Fig. 5. The different situations in Case 2. For instance, the points on the arcs [A,B] and [C,D]
give rise to Case 2.2.
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First supposex(m) is of type (II), that is,x(m) ∈ ∂G
λm
i ∩ Dλ0. Then we obtain a

contradiction with the minimal choice ofx(m), exactly as in Step 3.
Second supposex(m) is of type (III), that is,x(m) ∈ ∂Gi ∩Dλ0. Then〈n(x(m)), e1〉> 0

(sinceλ0 > λ'). Thereforeu decreases strictly fromx(m) to x(m) (indeed, by Step 4 it
starts fromx(m) by decreasing and continues decreasing, by Step 6). Henceu(x(m)) <

u(x(m)) = ai , and

wλm

(
x(m)

) = ai − u
(
x(m)

)
> 0,

a contradiction (recall thatwλm is negative atx(m)).
Case2.2.x(m) ∈Dλm \Dλ0 for all m ∈ N.
Since x(m) ∈ ∂Gi ∪ ∂G

λm
i , we see that{x(m)} is bounded. So we can extract a

subsequencex(m) → x0 ∈ ∂Gi ∩ Tλ0 = ∂G
λ0
i ∩ Tλ0. Then form sufficiently large the

segment betweenxm and its orthogonal projection onTλ0 belongs toBδ(x
0). Step 4

implies thatu decreases on that segment. By using Step 6 to the right ofTλ0, we see that
u decreases on the whole segment(x(m), x(m)). Then we obtain a contradiction exactly
as in Case 2.1, for both types of points.✷

STEP 8. – wλ' ≡ 0 in at least one connected component ofΣλ' .

Proof. –By Step 7,wλ' � 0 in Σλ'. The following argument was carried out in [11].
We outline the proof for completeness.

If there existsz0 ∈ ∂G ∩ Tλ' such that〈n(z0), e1〉 = 0, one can show that all first
and second order derivatives ofwλ' vanish atz0 (see [11], pp. 389–391 for detailed
computations). Then Serrin’s corner lemma (see [13]) immediately implies thatwλ' ≡ 0
in the connected component ofΣλ' whose boundary containsz0.

If no suchz0 exists, by the definition ofλ' we can findz1 ∈ ∂G ∩ Dλ' such that
z
λ'
1 ∈ ∂G and(∂(G∩Dλ'))

λ' is internally tangent to∂G at zλ'1 . By (BC), wλ'(z1) = 0
and ∂wλ'

∂ν
(z1) = 0, so the claim of Step 8 follows from Hopf’s lemma.✷

STEP 9. – LetZ be a connected component ofΣλ' such thatwλ' ≡ 0 in Z. Then

∂Z \ Tλ' ⊂ ∂G.

Proof. –We shall once more make use of Lemma 2.2. Another way of stating Step 9 is
to say that all points on∂Z\Tλ' are of the symmetry type (IV). Suppose for contradiction
that there exists a pointz ∈ ∂Z \ Tλ' (sayz ∈ ∂G

λ'
i ), which is not of type (IV). We are

going to obtain a contradiction in all of the remaining three cases.
The point z is not of type (I), since if it were,wλ' ≡ 0 in Z would lead to a

contradiction, exactly as in Step 3. Ifz is of type (II) or (III), we set, as before,
z = Γt(z)(z) ∈ Dλ' . Then Step 6 implies thatu decreases strictly on the segment(z, z).
In case (II) we get

ai = u
(
zλ'

)
� u(z) > u(z)= u

(
zλ'

) = ai,

sincewλ' � 0 in Σλ' andwλ'(z) = 0. Analogously, in case (III) we have

ai = u(z) > u(z)= u
(
zλ'

) = ai.
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Step 9 follows. ✷
STEP 10. – Conclusion.

Proof. –Once we have proved Step 9, the conclusion is obtained via a topological
argument, due to Fraenkel and used in this setting by Reichel. Note that under condition
(r) the previous Step 9 is obvious and is independent of all other steps.

We sketch the argument for completeness. SetGc = R
N \G and

X =Z ∪Zλ ∪ (
∂Z ∩Gc

) ∪ (
∂Zλ ∩Gc

)
.

The setX is symmetric with respect toTλ, since Step 9 implies

∂Z ∩Gc ⊂ Tλ ∩Gc.

One may check thatX is open inGc and hence∂X ⊂ ∂G. ThenGc \ X = Gc \ X,
which implies thatX =Gc, sinceGc is connected. ✷

Finally we go back to Step 4.

Proof of Step 4. –We use induction with respect tok. First assumek = 1. If α1 < 0,
Step 4 is obvious, by continuity. Hence we can assumeα1 = 0, or equivalently∇u ≡ 0
on ∂G. This implies|D2u| = | ∂2u

∂n2 | on ∂G.
Fix a pointz0 ∈ Td ∩ ∂G, so that

∂u

∂x1
(z0) = ∂u

∂n
(z0) = 0.

Steps 2 and 3, together with the assumptionλ0 � d, imply

∂u

∂x1

(
Γt(z

0)
)
< 0,

for negativet . We conclude that

∂2u

∂n2
(z0) = ∂2u

∂x2
1
(z0)� 0. (18)

On the other hand, it is easy to compute thatu= const and∇u = 0 on ∂G imply

div
(
g(|∇u|)∇u

)|∂G = g(|∇u|)�u|∂G + 〈∇[
g(|∇u|)],∇u

〉|∂G = g(0)�u|∂G
and

�u|∂G = ∂2u

∂n2

∣∣∣∣
∂G

.

Hence

∂2u

∂n2
≡ −f (a1,0)

g(0)
= const on∂G.
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By (18),f (a1,0) � 0. If f (a1,0) > 0, Step 4 follows easily, since

∂2u

∂η2
= 〈η,n〉2∂

2u

∂n2
on∂G.

If f (a1,0) = 0, we see that all first and second order derivatives ofu vanish on∂G. This
implies that the function

u(x) =
{
u(x) for x ∈ R

N \G,
a1 for x ∈G,

belongs toC2(RN) and solves the equation



Qu+ f (u, |∇u|)= 0 in R

N ,
u � 0, u ≡ 0 in R

N ,
u(x) → 0 asx → ∞.

(19)

However, the shape ofu contradicts the result for equations onRN that we have
already proved (see Remark 3), which says a solution of (19) has a non-zero gradient
everywhere, except at one point.

Suppose next that Step 4 is proved fork−1 domainsGi , and consider a problem with
k domains. By Steps 5–10, Theorem 2 holds for problems withk − 1 domainsGi . Set

I =
{
i | αi < 0 or

∂2u

∂n2
< 0 on∂Gi

}

andJ = {1, . . . , k} \ I . Note that the statement of Step 4 is true forGi with i ∈ I .
We claim thatJ is empty. Suppose this is not the case, and set

d = max
j∈J dj .

It is clear that Step 5 can be proved for values ofλ such thatλ � λ0 andλ > max{λ', d}.
Hence, as in Step 6,

∂u

∂x1
< 0 inDmax{λ',d} \G.

It follows that, ifλ' > d, Steps 7–10 hold with the same proofs, yielding a contradiction.
If λ' � d the moving plane reaches at least one domainGj0, with j0 ∈ J . As in the case
k = 1, this impliesf (aj0,0) � 0 and f (aj0,0) = 0, by the definition ofJ . Then, defining
the functionu with a1 replaced byaj0 andG replaced byGj0, we obtain a contradiction
with Theorem 2, in the case when there arek − 1 domains.

This concludes the proof of Theorem 2 forΩ = R
N . ✷

Proof of Theorem 5. –We now suppose thatG is a ball and (8) holds. Observe that
the hypotheses of Theorem 5 are sufficient to carry out the first three steps in the above
proof. It is easy to see that Step 3 impliesu < a in R

N \ G. Indeed, if there exists
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x ∈ R
N \G such thatu(x) � a, we take moving planesTλ(γ ), for γ = x, and see thatu

has to increase strictly on the ray fromx to the boundary∂G, which is a contradiction,
sinceu= a on ∂G.

The rest of the proof is elementary. We know thatwλ > 0 in Σλ for λ > max{λ0, λ'}.
To proveλ0 � λ', we have only to consider Case 1 in Step 7. It remains the same, since
u < a in R

N \G implies Step 4 (see for example [11]). Finally,wλ' ≡ 0 is obtained with
the help of a moving plane coming from the left.✷
2.3. Bounded domains Ω

We begin with a simple but basic observation, which permits us to treat this case in
essentially the same way as the caseΩ = R

N .

LEMMA 2.3. – If wλ ≡ 0 in a connected componentZ of Σλ then

Z ∩ ∂Ω ∩ ∂Gλ = ∅.

Proof. –At any pointz ∈ ∂Ω ∩ ∂Gi
λ we have

wλ(z) = ai − 0> 0.

COROLLARY 2.1. – If wλ ≡ 0 in a connected componentZ of Σλ, then either
dist(Z, ∂Ω) > 0 or Z contains a neighbourhood of∂Ω ∩ ∂A(Z) in Ω , whereA(Z)
denotes the connected component ofΩ ∩Dλ containingZ.

The next three lemmas ensure the symmetry ofΩ , provided the moving plane reaches
the critical positionλΩ .

LEMMA 2.4. – Either β > 0 or β = 0 and ∂2u

∂n2 > 0 on ∂Ω . Hence the statement
of Step4 in Section2.2 is true for Ω and we can findε0 > 0 such thatu > 0 in
{x ∈Ω | dist(x, ∂Ω) < 2ε0}.

Proof. –Sinceu� 0 in Ω, we immediately see that eitherβ > 0, orβ = 0 and∂2u

∂n2 � 0
on ∂Ω . If Lemma 2.4 were false, following the proof of Step 4 of Section 2.2 we obtain
|∇u| ≡ 0 and|D2u| = ∂2u

∂n2 ≡ 0 on∂Ω . This implies that the function

u(x) =
{
u(x) for x ∈ Ω \G,
0 for x ∈ R

N \Ω

belongs toC2(RN \G) and solves (4) inRN \G. On the other hand, the result we already
proved in Section 2.2 saysu has to be strictly positive.

LEMMA 2.5. – If λ ∈ [λΩ, dΩ) andwλ ≡ 0 in a connected componentZ of Σλ which
contains a neighbourhood of∂Ω ∩ ∂A(Z) in Ω , thenλ = λΩ andΩ is symmetric with
respect toTλ.

Proof. –Note that forλ ∈ [λΩ, dΩ) the setS := ∂Ω ∩ ∂A(Z) is connected and its
reflexion with respect toTλ is contained inΩ . We shall prove thatSλ ⊂ ∂Ω , which is
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the desired symmetry property. Set

H = {
z ∈ S | zλ ∈ ∂Ω

}
.

We are going to show thatH = S. First,H is clearly not empty, since it contains the set
Tλ ∩S. Second, the setH is open inS. To prove this, fixz0 ∈H andε ∈ (0, ε0), such that
Bε(z

0)∩ A(Z) ⊂ Z; hereε0 is the number from the previous lemma. By Lemma 2.4, if
z ∈ (Bε(z

0)∩S)\H , thenwλ(z) > 0, which impliesz /∈Z — a contradiction (see Fig. 6).
We infer thatBε(z)∩ S ⊂ H , that is,H is open. Finally, it is clear thatS \H is open in
S, and we conclude thatH = S.

LEMMA 2.6. – If λ0 � λΩ , thenwλΩ ≡ 0 in some connected componentZ of ΣλΩ ,
which contains a neighbourhood of∂Ω ∩ ∂A(Z) in Ω .

Proof. –To constructZ such thatwλΩ ≡ 0 in Z we repeat the proof of Step 8,
Section 2.2. Then it is obvious from the construction that∂Z ∩ ∂Ω = ∅, and
Corollary 2.1 yields Lemma 2.6.✷

Proof of Theorem 2 (bounded domains). –We shall only sketch this proof, as all its
ingredients have already appeared above. We adapt the proof in Section 2.2 to the case
of a bounded domainΩ . Step 1 is again the initialising step, in which we now prove that
wλ � 0 in Σλ for λ smaller, but sufficiently close todΩ (this is easy, by using the fact
that the maximum principle holds for any linear strictly elliptic operator with bounded
coefficients, provided the measure of the domain is sufficiently small). Step 2 is the
same, since Corollary 2.1 and Lemma 2.5 preventwλ ≡ 0 in a connected component of
Σλ and, in particular, in a right neighbourhood ofTλ, for λ > max{d,λΩ,λ'}. By using
this fact, we can prove (as in Step 3) thatλ0 � max{d,λΩ}, replacing the convergence
to infinity of {x(m)} by convergence to∂Ω . It is important to note that the pointsx(m)

can neither lie on∂Ω (sincewλ � 0 there), nor tend to a point on∂Ω ∩ ∂Gλ
i (since

wλ = ai > 0 at such points). The only difference with Step 3 is that here{x(m)} may tend
to a point on∂Ω ∩ Tλ. In this case we obtain a contradiction by using Lemma 2.4 and
the argument at the end of Step 5.

Theorem 6 is already proved, since we can always suppose that we haveλΩ � x0
1 = d

(if necessary, take a moving plane coming from the left). This means that the moving
plane reaches the critical positionλΩ , so Lemmas 2.5 and 2.6 permit us to obtain
Theorem 6.

Fig. 6. The contradiction in Lemma 2.5.
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There are no other modifications in Steps 4–7, from which we infer thatλ0 �
max{λΩ,λ'}. If λΩ � λ', then it follows from Lemmas 2.5 and 2.6 thatΩ is symmetric
with respect toTλΩ . By applying the argument in Steps 9–10 to the setZ given by
Lemma 2.6, we see thatG is also symmetric (note that the symmetry ofΩ implies
GλΩ ⊂ Ω). If λ' � λΩ , as in Steps 8–9 we obtainwλ' ≡ 0 in a connected componentZ
of Σλ' , such that∂Z \Tλ' ⊂ ∂G. SinceΩ \G is connected, we can repeat the topological
argument in Step 10 to conclude thatΩ \G is symmetric. ✷

Proof of Theorem 5. –If G is a ball, as in Section 2.2 we obtainu < a in Ω \ G. If
Ω is a ball andλ' > λΩ , we obtain a contradiction as in the last proof. Ifλ' < λΩ , we
consider a moving plane coming from the left.✷
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