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ABSTRACT. – We derive an a prioriC2,α estimate in dimension three for the equation
F(D2u) = arctanλ1 + arctanλ2 + arctanλ3 = c, whereλ1, λ2, λ3 are the eigenvalues of the
HessianD2u. For −π/2 < c < π/2, the c-level set ofF(D2u) fails the convexity condition.
Note that for any solutionu of the above equation,(x,�u(x)) is a minimizing graph inR6.

For c = 0,±π, the equation is equivalent to�u = detD2u.

AMS classification:35; 53

RÉSUMÉ. – On déduit une estimation a prioriC2,α en dimension trois pour l’équation
F(D2u)= arctanλ1+arctanλ2 +arctanλ3 = c, oùλ1, λ2, λ3 sont les valuers propres du hessien
D2u. Pour−π/2< c < π/2, l’ensemble de niveau c duF(D2u) ne satisfait pas la condition de
convexité. Remarquez que pour n’importe qu’elle solutionu de l’équation,(x,�u(x)) est un
graphe qui minimise l’aire dansR6. Pourc = 0,±π, l’équation est équivalent à�u = detD2u.

1. Introduction

In this note we derive ana priori C2,α estimate in dimension three for solutions to the
fully nonlinear elliptic equation

F
(
D2u

) = arctanλ1 + arctanλ2 + arctanλ3 = c, (1.1)

whereλ1, λ2, λ3 are the eigenvalues of the HessianD2u. Notice (1.1) just says that the
argument of the complex number(1+ iλ1)(1+ iλ2)(1+ iλ3) is constantc.

For |c| � π/2, the c-level set ofF(D2u), �c = {M symmetric| F(M) = c} is convex.
(This can be seen by computing the second fundamental form of�c, cf. [4] Lemma C.)
TheC2,α estimate also follows from the well known result of Evans [8] and Krylov [12].
For |c| < π/2, the c-level set�c fails the convexity condition (cf. [4] Lemma C), it
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even does not satisfy the assumption in [5], where we prove theC2,α estimate under the
assumption that�c ∩ {M | TraceM = t} is convex for allt .

Eq. (1.1) comes from special Lagrangian geometry [10]. The (Lagrangian) graph
(x,�u(x)) ∈ R

2n is called special when the eigenvaluesλ1, . . . , λn of D2u satisfy

arctanλ1 + · · · + arctanλn = c, (1.2)

and it is special if and only if(x,�u(x)) ∈ R
2n is a minimal surface [10, Theorem 2.3,

Proposition 2.17]. In the three dimensional case, forc = 0,±π, Eq. (1.1) is equivalent
to �u = detD2u.

A continuous functionu(x) is said to be a viscosity solution of (1.1) if it is
both a viscosity subsolution and supersolution. Andu is a subsolution (respectively,
supersolution), if forϕ ∈ C2, ϕ − u has a local minimal atx0, thenF(D2ϕ(x0)) � c

(respectively, ifϕ − u has a local maximum atx0, thenF(D2ϕ(x0)) � c). Note that
if u ∈ C1,1, thenu is a viscosity solution of (1.1) if and only ifu is a strong solution
of (1.1), that isF(D2u) = c almost everywhere (cf. [3, p. 367]). Onceu is aW 2,n strong
solution of (1.2), then(x,�u(x)) is an absolutely volume-minimizing submanifold in
R

2n [10, Theorem 4.2].

THEOREM 1.1. – Let u be a C1,1 viscosity solution ofF(D2u) = arctanλ1 +
arctanλ2 + arctanλ3 = c in the unit ballB1 ⊂ R

3, whereλ1, λ2, λ3 are the eigenvalues
of the HessianD2u. Then forα ∈ (0,1) we have the interior estimates

∥∥D2u
∥∥
Cα(B1/2)

� C
(
α,

∥∥D2u
∥∥
L∞(B1)

)
.

The proof of Theorem 1.1 has two steps. In step one (Section 2), by a geometric
argument we show thatD2u is in VMO (vanishing mean oscillation). This means that
D2u concentrates. In step two (Section 3), we show thatu then is very close to a
quadratic polynomial (Proposition 3.2), and this “closedenss” improves increasingly as
we rescale (Proposition 3.3), thanks to the smoothness ofF(M) that makes it look,
after rescaling, more and more like a linear operator aroundM = D2Pk (Pk is thekth
approximating polynomial).

Once the VMO modulus ofD2u is available, as in [11] one can get theC2,α estimate
by theLp estimate in [7]. Here we give a different approach, following [1] as in [5].
Since the proof is relatively short, we present it here for completeness.

We close this introduction by the following remark. The reason that we restrict
ourselves to the dimension three case is because all 3-d graph like special Lagrangian
cones are linear spaces (Lemma 2.1). In higher dimensional case, this assertion remains
unclear to us.

2. Preliminary estimates (VMO)

The following lemma follows from a well known result in geometry. Here we give yet
another proof.

LEMMA 2.1. – Let u ∈ C∞(R3\{0}) be a viscosity solution of(1.1) in R
3, and

homogeneous degree two, that is,u(tx) = t2u(x). Thenu is a quadratic polynomial.
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Proof. –All we need to do is show thatu isC2 at the origin. Note thatM = (x,�u(x))

is a three dimensional minimal cone inR
6, andM ∩S5 is homeomorphic to a two sphere

S2. By a result of Calabi [6, Theorem 5.5],M ⊂ R
5 ⊂ R

6. So there exits(a, b) ∈ R
3×R

3

such that

ax + b�u(x) = 0.

Without loss of generality, we assumeb = (0,0,−1), then

∂u

∂x3
= a1x1 + a2x2 + a3x3.

Hence u = a1x1x3 + a2x2x3 + 1
2a3x3x3 + v(x1, x2), and v ∈ C∞(R2\{0}) satisfies

F(D2v) = c in the viscosity sense, whereF = F |A and

A =



m11 m12 a1

m21 m22 a2

a1 a2 a3


 ∣∣∣M =

[
m11 m12

m21 m22

]
is symmetric 2× 2 matrix


 .

Since|D2v| is also bounded, we are in the two dimensional case,v is C2 at the origin.
(cf. [9, Theorem 17.2]).

Thusu is C2 at the origin, andu is a quadratic polynomial. ✷
LEMMA 2.2. – Letu be aC1,1 viscosity solution of(1.1) in R

3, and|D2u| � K . Then
u is a quadratic polynomial.

Proof. –Without loss of generality, we assumeu(0) = 0, �u(0) = 0. We “blow down”
u at ∞.

Set

uk(x) = u(kx)

k2
, k = 1,2,3, . . . .

We see that

‖uk‖C1,1(BR)
� C(K,R),

then there exists a subsequence, still denoted by{uk} and a functionuR ∈ C1,1(BR) such
thatuk → uR in C1,α(BR) ask → ∞, and |D2uR| � K . By the fact that the family of
viscosity solution is closed underC0 uniform limit, we know thatuR is also a viscosity
solution ofF(D2u) = c in BR. By theW 2,δ estimate (cf. [2, Proposition 7.4]), we have

∥∥D2uk −D2uR

∥∥
Lδ(BR/2)

� C(K,R)‖uk − uR‖L∞(BR) → 0 ask → ∞.

Note that|D2uk|, |D2uR| � K , then forp > 0, we have

∥∥D2uk −D2uR

∥∥
Lp(BR/2)

→ 0 ask → ∞.

By the diagonalizing process, there exists another subsequence, again denoted by{uk}
and v ∈ C1,1(R3) such thatuk → v in W

2,p
loc (R

3) as k → ∞, |D2v| � K, and v is
viscosity solution ofF(D2v) = c in R

3.
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Sinceu is viscosity solution ofF(D2v) = c in R
3, (x,�u(x)) is a minimal surface in

R
6. Also noteD2uk → D2v in W

2,3
loc (R

3), by the monotonicity formula (cf. [13, p. 84])
and Theorem 19.3 in [13], we conclude thatMv = (x,�v(x)) is a cone. Since the
tangent cone ofMv at each point away from the vertex is a 2-dimensional cone cross
R

1 (cf. [13, Lemma 35.5]), the 2-dimensional cone must be a linear space by the same
arguments as in the end of the proof Lemma 2.1. Then we apply Allard’s regularity result
(cf. [13, Theorem 24.2]) to conclude thatMv is smooth away from the vertex. That is
v ∈ C∞(R3\{0}) andv(tx) = t2v(x). By Lemma 2.1,v is a quadratic polynomial, say,
v(x) = 1

2x
tMx. Again by Allard’s regularity result (cf. [13, Theorem 24.2]),u ≡ v is

a quadratic polynomial. ✷
Recall that a locally integrable functionu is in VMO(') with modulusωu(R,') if

ωu(R,')= sup
x0∈'

0<r�R

∫
−

Br(x0)∩'
|u(x)− ux0,r | → 0, asR → 0,

where
∫−Au denotes the average ofu overA andux0,r the average ofu overBr(x0)∩'.

PROPOSITION 2.3. –Let u be a C1,1 viscosity solution of(1.1) in B1 ⊂ R
3 and

|D2u| � K. ThenD2u ∈ VMO(B1/2) and the VMO modulus ofD2u, ωD2u(r) � ω(r),
whereω only depends onK andω(r) → 0 asr → 0+.

Proof. –Suppose the conclusion of the proposition is not true. Then there exists
ε0 � 0, rk → 0, xk ∈ B1/2, and a family ofC1,1 viscosity solutions ofF(D2u) = c,
{uk}, |D2uk| � K , such that

∫
−
Brk

∣∣D2uk − (
D2uk

)
xk,rk

∣∣ � ε0.

We “blow up” {uk}, set

vk(y) = uk(xk + rky) − �uk(xk) · rky − uk(xk)

r2
k

for |y| � 1

rk
,

we see thatF(D2vk) = c in the viscosity sense and‖vk‖C1,1(BR) � C(K,R). Then
there exists a subsequence, still denoted by{vk} and a functionvR ∈ C1,1(BR) such
that vk → vR in C1,α(BR) ask → ∞, and |D2vR| � K . By the fact that the family of
viscosity solution is closed underC0 uniform limit, we know thatvR is also a viscosity
solution ofF(D2vR) = c in BR . By theW 2,δ estimate (cf. [2, Proposition 7.4]), we have

∥∥D2vk −D2vR
∥∥
Lδ(BR/2)

� C(K,R)‖vk − vR‖L∞(BR) → 0 ask → ∞.

Note that|D2vk|, |D2vR| � K , then forp > 0, we have
∥∥D2vk −D2vR

∥∥
Lp(BR/2)

→ 0 ask → ∞.

By the diagonalizing process, there exists another subsequence, again denoted by{vk},
and v ∈ C1,1(R3) such thatvk → v in W

2,p
loc (R

3) as k → ∞, |D2v| � K , and v is
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viscosity solution ofF(D2v) = c in R
3. By Lemma 2.2, we knowv is a quadratic

polynomial. Hence

0=
∫
−
B1

|D2v − (
D2v

)
0,1

∣∣ = lim
k→∞

∫
−
B1

∣∣D2vk − (
D2vk

)
0,1

∣∣

= lim
k→∞

∫
−
Brk

∣∣D2uk − (
D2uk

)
xk,rk

∣∣ � ε0.

This is a contradiction. ✷
3. C2,α estimates

Once the VMO modulus of HessianD2u is available, we can get the Hölder estimate
of the Hessian of the solutions to general uniformly elliptic equationF(D2u) = 0 with
�F being continuous. In the following Lemma 3.1 and Propositions 3.2, 3.3, we confine
ourselves to the special Lagrangian equation in any dimension

F
(
D2u

) = arctanλ1 + · · · + arctanλn = c, (3.1)

whereλ1, . . . , λn are the eigenvalues of the HessianD2u. In the end of section, relying
on Proposition 2.3 which is true in three dimensional case, we give the proof of
Theorem 1.1.

First we need the following modifying lemma in the proof of Proposition 3.2.

LEMMA 3.1. – Let u be aC1,1 viscosity solution of(3.1). Then for all quadratic
polynomialP satisfying|D2P | � ‖D2u‖L∞ = K , we can modify it toP = P + 1

2sx
2 so

that

F
(
D2P

)= c,

|s| �C(n,K)‖u− P ‖
L∞(B1)

,

‖u− P ‖L∞(B1) �C(n,K)‖u− P ‖
L∞(B1)

.

Proof. –Note thatF(D2P) − F(D2u) = F(D2P) − c, applying the Alexandrov–
Bakelman–Pucci maximum principle, we have

∣∣F (
D2P

) − c
∣∣ � C(n,K)‖u−P ‖

L∞(B1)
.

SinceF(M) is elliptic for |M| � K with ellipticity λ(K), there existss with

|s| � C(n,K)‖u− P ‖
L∞(B1)

so that

F
(
D2P + sI

) = c.

Now letP = P + 1
2sx

2, we arrive at the conclusion of the above lemma.✷
The next proposition shows onceD2u concentrates on a point, thenu gets close to a

polynomial.
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PROPOSITION 3.2. – Assume thatu is aC1,1 viscosity solution of(3.1) in B1 ⊂ R
n,

|D2u| � K in B1, andD2u ∈ VMO(B3/4) with VMO modulusω(r). Then for anyε > 0,
there existη = η(n,K,ω, ε) and a quadratic polynomialP so that∣∣∣∣ 1

η2
u(ηx) −P(x)

∣∣∣∣� ε for x ∈ B1,

F
(
D2P

)= c.

Proof. –Takeρ, r > 0 to be chosen later. Set

wr(x)= 1

r2
u(rx),

sr = Tr
∫
−
B1

D2wr = Tr
∫
−
Br

D2u,

then|sr | � nK .
Solve {�v(x) = sr in B1,

v(x) =wr on∂B1.

By the Alexandrov–Bakelman–Pucci maximum principle and the assumption|D2u| �
K, we have

‖wr − v‖L∞(B1) �C(n)‖�wr − �v‖Ln(B1)

�C(n)

[∫
B1

∣∣D2u(rx) − (
D2u

)
0,r

∣∣n]1/n

�C(n,K)

[∫
B1

∣∣D2u(rx) − (
D2u

)
0,r

∣∣]1/n

=C(n,K)

[∫
−
Br

∣∣D2u(x) − (
D2u

)
0,r

∣∣]1/n

�C(n,K)ω1/n(r).

Also
∥∥D3v

∥∥
L∞(B1/2)

�C(n) sup
x∈∂B1

∣∣∣∣wr(x) −wr(0)− 〈∇wr(0), x〉 − 1

2
sr |x|2

∣∣∣∣
�C(n,K).

If we take the quadratic partP of v at the origin, then

|wr(x)− P(x)| �C(n,K)ω1/n(r)+C(n,K)|x|3.
Now letx = ρy, P (y) = 1

ρ2P(ρy). For |y| � 1, we have

∣∣∣∣ 1

ρ2
wr(ρy)−P(y)

∣∣∣∣ �C(n,K)

[
ω1/n(r)

ρ2
+ ρ

]
.
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Since 1
ρ2wr(ρy) satisfiesF(D2u) = c, by the modifying Lemma 3.1, we perturbP(y)

to another quadratic polynomialP(y) so that

F
(
D2P

) = c

with ∣∣∣∣ 1

ρ2
wr(ρy)−P(y)

∣∣∣∣ �C(n,K)

[
ω1/n(r)

ρ2
+ ρ

]
.

Finally we chooseρ, thenr depending onn,K,ω, ε so that

∣∣∣∣ 1

η2
u(ηy) −P(y)

∣∣∣∣ � ε,

whereη = η(n,K,ω, ε)= ρr . ✷
Finally, Proposition 3.3 indicates the inductive process by which, onceu is close to a

polynomial, it becomesC2,α.

PROPOSITION 3.3. – There existµ ∈ (0,1), m depending onn,K = ‖D2u‖L∞(B1)

and α so that, if ‖u − P ‖L∞(B1) � µ2+α+m, F(D2P) = c, and F(D2u) = c almost
everywhere inB1 ⊂ R

n, whereF is as in(3.1). Then we have a family of polynomials
Pk = ak + 〈bk, x〉 + 1

2x
tCkx, k = 1,2, . . . , satisfying

(i) ‖u− Pk‖L∞(B
µk

) �µk(2+α)+m,

(ii) |ak − ak+1|, µk|bk − bk+1|, µ2k|Ck −Ck+1| � C(n,K) µk(2+α)+m,
(iii) F(Ck) = c.

Proof. –Let P1 = P, we prove this proposition by induction. Set

w(x) = (u− Pk)(µ
kx)

µk(2+α)+m
for x ∈ B1,

then|w(x)| � 1 and forFk(M) = 1
µkα+m F (µkα+mM +Ck)

F k
(
D2w

) = 1

µkα+m
F
(
D2u(µkx)

) = c

µkα+m

almost everywhere inB1. Let v be the solution of

{∑n
i,j=1F

k
ij (0)Dij v = 0 in B3/4,

v = w on ∂B3/4,

whereFij = ∂F(M)/∂mij , M = (mij ). We see

Fk
(
D2v

)=Fk(0)+
n∑

i,j=1

Fk
ij (0)Dij v + O

(∥∥∇2F
∥∥∥∥D2v

∥∥2
µkα+m

)

= c

µkα+m
+ O

(∥∥∇2F
∥∥∥∥D2v

∥∥2
µkα+m

)
.
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Using the interior Hölder estimate onw with β = β(n,K), for example, Proposi-
tion 4.10 in [2],

‖w‖Cβ(B3/4)
�C(n,K).

By the global Hölder estimate onv,

‖v‖Cβ/2(B3/4)
�C(n,K)‖w‖Cβ(∂B3/4)

�C(n,K).

Applying the interior estimate onv, we have forδ > 0 to be chosen later

‖v‖C3(B1/2)
�C(n,K),∥∥D2v

∥∥
L∞(B3/4−δ)

�C(n,K)δ−2.

By the Alexandrov–Bakelman–Pucci maximum principle, we have

‖w − v‖L∞(B3/4−δ) � sup
∂B3/4−δ

|w − v| +C(n,K)
∥∥Fk

(
D2w

)− Fk
(
D2v

)∥∥
L∞(B3/4−δ)

�C(n,K)
[(
δβ + δβ/2) + ∥∥∇2F

∥∥µkα+mδ−4]
�C(n,K)

[(
δβ + δβ/2) +µkα+mδ−4].

Now takeP to be the quadratic part ofv at the origin, we have

‖w − P ‖L∞(Bµ) � C(n,K)
[
µ3 + (

δβ + δβ/2)+µkα+mδ−4].
SinceFk(D2w) = c/µkα+m, by the modifying Lemma 3.1 properly scaled, we perturb
P to another quadraticP so thatFk(D2P) = c/µkα+m which isF(D2P) = c, and

∥∥w − P
∥∥
L∞(Bµ)

� C(n,K)
[
µ3 + (

δβ + δβ/2) +µkα+mδ−4].
We finally chooseµ, thenδ andm, depending onn, K = ‖D2u‖L∞(B1), andα so that

∥∥w − P
∥∥
L∞(Bµ)

� µ2+α.

Rescaling back, we get

∥∥u− Pk −µk(2+α)+mP (µ−kx)
∥∥
L∞(B

µk+1)
�µ(k+1)(2+α)+m.

Let Pk+1 = Pk +µk(2+α)+mP (µ−kx), we see (i), (ii), and (iii) hold. ✷
Proof of Theorem 1.1. – We apply Propositions 2.3, 3.2 tou and Proposition 3.3 to

u(ηx)/η2. From (i) (ii) in Proposition 3.3, we see that the family of polynomials{Pk}
converges uniformly to a quadratic polynomialQ(x) satisfying

∣∣∣∣ 1

η2
u(ηx)−Q(x)

∣∣∣∣ � C(K)|x|2+α.
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Let y = ηx, for |y| � η we get

∣∣∣∣u(y) − η2Q

(
y

η

)∣∣∣∣ � C(K)
1

ηα
|y|2+α.

Similarly, one proves the above inequality at every pointx0 ∈ B1/2, that is, for|y−x0| �
η

|u(y) −Qx0(y)| �C(K)
1

ηα
|y − x0|2+α.

Therefore ∥∥D2u
∥∥
Cα(B1/2)

� C
(
α,

∥∥D2u
∥∥
L∞(B1)

)
.

The proof of Theorem 1.1 is complete.✷
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