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ABSTRACT. – We present a method of constructingε-optimal controls
in the feedback form for state constraint problems.

Our method is as follows: We first find feedback laws directly from the
associated Hamilton–Jacobi–Bellman equation and an approximation of
the value function by the inf-convolution. We then construct piece-wise
constant controls so that corresponding cost functionals approximate the
value function of state constraint problems.

RÉSUMÉ. – Nous présentons une méthode de construction de contrôles
ε-optimaux pour des problèmes avec contraintes d’état.

Notre méthode est la suivant : Premièrement, nous trouvons des lois en
feedback directement à partir de l’équation de Hamilton–Jacobi–Bellman
associée et d’une approximation de la fonction valuer par inf-convolution.
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Ensuite, nous construisons des contrôles constants par morceaux dont le
coût approche la fonction valuer du problèmes avec contraintes d’état.

1. INTRODUCTION

Since the introduction, by Crandall and Lions in 1981, of the notion
of viscosity solution, a notion of weak solution of partial differential
equations, a matter of its importance has been the usefulness in justifying
that the value function of an optimal control probldem is a weak solution
of the associated Hamilton–Jacobi–Bellman (HJB for short) equations.

Although this characterization is important in itself and has many
applications, it is still desirable that the notion of viscosity solution could
be directly used to construct an optimal control like in the classical
heuristic arguments which we present below. Given an optimal control
problem, the classical heuristic arguments work rigorously only under
a strong regularity assumption on the value function which we cannot
usually expect. Indeed, as is well known, there are many optimal control
problems which do not have any optimal control. In this viewpoint, it
is natural and important to seek for anε-optimal control for which, by
definition, the cost functional differs at most byε > 0 from the value
function at the given point in the state space.

It was recent that Clarke, Ledyaev, Sontag and Subbotin [4] introduced
a method of building anε-optimal control in the feedback form for
a given optimal control problem via the associated Hamilton–Jacobi
equation in their study of feedback stabilization.

Our aim here is to extend the method due to Clarke, Ledyaev, Sontag
and Subbotin to state constraint (SC for short) problems and thus to
present a way of constructing anε-optimal control in the feedback form
for a general optimal control problem with state-constraint.

One of technical difficulties in this work may be explained as follows.
The newly developed method by Clarke, Ledyaev, Sontag and Subbotin
depends on approximation arguments mostly based on the techniques
of inf-convolutions which give a convenient regularization of viscosity
supersolutions. On the other hand, by the nature of SC problems, in
order to design anε-optimal control for SC problem, the state space
should not be relaxed or replaced by a larger space. These are somewhat
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conflicting and, in order to solve this technical problem, our strategy
is to replace first the state space by a smaller one and then to make an
approximating argument, so that the state corresponding to theε-optimal
control obtained in our method is kept in the original state space.

We refer to [1] for a different method of findingε-optimal controls by
introducing the semidiscrete approximation. See [7] for the study of the
SC problem by this approach.

Before studying the SC problem, in order to illustrate our strategy, we
shall consider the problem in the whole spaceRN since it is easier than
the SC problem.

We are given functionsf andg on RN ×A which satisfy that
f ∈C(RN ×A,R), g ∈ C(RN ×A,RN),

Mf := supa∈A ‖f (·, a)‖L∞(RN) <∞,
Mg := supa∈A ‖g(·, a)‖W1,∞(RN) <∞,
supa∈A |f (x, a)− f (y, a)|6 ωf (|x − y|) (x, y ∈RN),

(A1)

whereωf : [0,∞)→ [0,∞) is continuous withωf (0)= 0. Here, we let
A⊂ Rm (for some integerm) be a control set.

We denote byA the set of all measurable functionsα : [0,∞)→ A.
For anyα ∈A andx ∈ RN , we denote byX(· ;x,α) the unique solution
of 

dX

dt
(t)= g(X(t), α(t)) (t > 0),

X(0)= x,
(1.1)

which is called the state starting fromx with control α. For a ∈ A, we
also writeX(· ;x, a) if α(t)= a for all t > 0.

Throughout this paper we deal with the following cost functional: for
α ∈A,

J (x,α)=
∞∫

0

e−t f
(
X(t;x,α),α(t))dt.

Although our argument in this paper works for more general discount fac-
tor exp(− ∫ t0 c(X(s;x,α),α(s))ds), wherec : RN×A→R is continuous
and positive, in place of e−t , for the sake of simplicity of the presentaion,
we shall only treat the case whenc≡ 1 as above.

Next, we define the value function by

u(x)= inf
α∈A

J (x,α).
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It is well known that the value function satisfies the following HJB
equations in the viscosity sense:

u(x)+ sup
a∈A
{−〈g(x, a),Du(x)〉− f (x, a)}= 0 in RN. (1.2)

We shall recall an argument to findε-optimal piece-wise constant
controls for this unconstrained control problem assuming thatu andDu
are uniformly continuous.

(Step 1) Fixε > 0. Forx ∈RN , we choosêα(x) ∈A such that

−ε
2
6 u(x)− 〈g(x, α̂(x)),Du(x)〉− f (x, α̂(x)).

(Step 2) Fixx0 ∈ RN . Choosinga0 = α̂(x0) ∈ A, we let X0(·) =
X(· ;x0, a0) for a short periodτ > 0. If τ is small enough, then we see
that

−ε6 u(X0(t)
)− 〈g(X0(t), a0

)
,Du

(
X0(t)

)〉− f (X0(t), a0
)(

t ∈ (0, τ )).
Multiplying the above inequality by e−t , we integrate the resulting
inequality over(0, τ ) to get

−ε(1− e−τ
)
6 u(x0)− e−τ u

(
X0(τ )

)− τ∫
0

e−t f
(
X0(t), a0

)
dt.

(Step 3) Settingx1 =X0(τ ), we choosea1 = α̂(x1) ∈ A. Again, solve
(1.1) with α = a1 and x = x1, and denote it byX1(·). Inductively, we
obtain(ak, xk)= (α̂(xk),X(τ ;xk−1, α̂(xk−1)) (k > 2) such that

−ε6 u(Xk(t))− 〈g(Xk(t), ak),Du(Xk(t))〉− f (Xk(t), ak)(
t ∈ [0, τ )), ((1.3)k)

whereXk(t)=X(t;xk, α̂(xk)). Multiplying ((1.3)k) by e−kτ−t , and then
integrating the resulting inequality over(0, τ ), we take the summation
overk = 0,1,2, . . . to get

−ε6 u(x0)−
∞∫

0

e−t f
(
X(t;x0, αε), αε(t)

)
dt,
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whereαε(t) = ak for t ∈ [kτ, (k + 1)τ ) (k = 0,1,2, . . .). Therefore, we
have ∣∣J (x0, αε)− u(x0)

∣∣6 ε.
We will follow this argument but we will have to use delicate tools

which have been developed in the study of the viscosity solution theory
(see Section 2) since we can not expect thatDu is uniformly continuous.
For instance, to make (1.3)k rigorous, we will need Proposition 2.3. We
also refer to [2] and [1] for the general theory of viscosity solutions for
HJB equations.

Moreover, since we deal with the SC problem, we will have to force
the state (i.e.,X(· ;x0, αε) in the above argument) in the domain. For this
purpose, we have to select suitableα̂(x) whenx is near the boundary of
the domain.

This paper is organized as follows:
In the next section, we give some basic properties of the inf-

convolution for the reader’s convenience. In Section 3, we discuss several
simple geometric properties, one of whose proofs is given in Appendix A.
We discuss the SC problem for subdomains in Section 4. We show the
main result and its proof in Section 5.

2. BASIC PROPERTIES OF INF-CONVOLUTIONS

We shall give various properties of the inf-convolution of functions.
For a compact subsetF of RN , and for a bounded functionu :F →R,

we define the inf-convolution ofu by

uλ(x)= inf
y∈F

{
u(y)+ |x − y|

2

2λ

} (
x ∈RN

)
.

For a functionf :F →R, we shall denote byD−F f (x) (x ∈ F ) the set
of subdifferentials off relative toF ;

D−F f (x)=
{
p ∈RN | f (y)> f (x)+ 〈p,y − x〉 + o

(|y − x|)
asy ∈ F → x

}
.

Also, the set of superdifferentials off is defined byD+F f (x) :=
−D−F (−f )(x) for x ∈ F .

Wheneverx ∈ intF , we shall simply writeD±f (x) for D±F f (x).
Particularly, we will not write the subscriptRN if F =RN .
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We will also use the following notation: for a functionf : RN→R,

D
−
f (x) :=

{
p ∈ RN

∣∣∣∣There arexk ∈RN andpk ∈D−f (xk)
such that lim

k→∞(xk,pk)= (x,p).
}

We first give some well-known properties of the inf-convolution.

PROPOSITION 2.1. –(1) The mappingx → uλ(x) − |x|2/(2λ) is
concave; uλ(·) is semiconcave.
(2) D+uλ(x) 6= ∅ for all x ∈RN and{x ∈ RN |D−uλ(x) 6= ∅} is dense

in RN .

We next show some elementary properties for the reader’s conve-
nience.

PROPOSITION 2.2. –Assume thatu :F →R is lower semicontinuous.
If x ∈ RN andxλ ∈ F satisfy thatuλ(x) = u(xλ)+ |x − xλ|2/(2λ), then
we have

x − xλ
λ
∈D−F u(xλ). (2.1)

Furthermore, ifp ∈D−uλ(x) for x ∈ RN , then there isxλ ∈ F such that

uλ(x)= u(xλ)+ |x − xλ|
2

2λ
and p = x − xλ

λ
∈D−F u(xλ).

Proof. –Since we have

u(xλ)+ |x − xλ|
2

2λ
6 u(y)+ |x − y|

2

2λ
(y ∈ F),

we easily see that(x − xλ)/λ ∈D−F u(xλ).
For p ∈ D−uλ(x), we choose (xk,pk) ∈ F × RN such that

limk→∞(xk,pk) = (x,p) andpk ∈ D−uλ(xk). We also choosexλk ∈ F
so that

uλ(xk)= u(xλk )+ |xk − xλk |22λ
.

From the definition, we see that

u(z)+ |y − z|
2

2λ
> uλ(y)> u

(
xλk
)+ |xk − xλk |2

2λ
+ 〈pk, y − xk〉

+ o
(|y − xk|) (2.2)
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for anyz ∈ F andy ∈RN .
Takingz= xλk andy = xk + δs for anys ∈ SN−1 andδ > 0 in (2.2), we

have

|xk + δs − xλk |2− |xk − xλk |2
2λδ

> 〈pk, s〉 + o(δ)

δ
.

Thus, sendingδ→ 0 in the above, we havepk = (xk − xλk )/λ. Hence, we
find xλ ∈ F such thatp= (x − xλ)/λ.

Moreover, takingy = xk in (2.2), we have

uλ(xk)> u
(
xλk
)+ |xk − xλk |2

2λ
.

Sendingk→∞, from the lower semicontinuity ofu, we conclude the
second assertion.2

We next present a monotonicity type estimate for superdifferentials of
the inf-convolution of functions.

PROPOSITION 2.3. –For anyp ∈D+uλ(x) andq ∈D+uλ(y) (x, y ∈
RN), we have

〈p− q, x − y〉6 |x − y|
2

λ
.

Proof. –Setting vλ(x) = uλ(x) − |x|2/(2λ), we noteD+uλ(x) −
(x/λ)=D+vλ(x). The concavity ofvλ implies that

vλ(y)6 vλ(x)+
〈
p− x

λ
, y−x

〉
and vλ(x)6 vλ(y)+

〈
q− y

λ
, x−y

〉
.

Combining these inequalities, we conclude the assertion.2
We recall the following facts from [3].

LEMMA 2.4 ([3]). –Assume thatu ∈ C(F,R).
(1) ∅ 6=D−uλ(x)⊂D+uλ(x) for all x ∈ RN .
(2) LetX : [0, T )→ RN be a Lipschitz continuous function. Then, we

see that for almost allt ∈ [0, T )
duλ
dt

(
X(t)

)= 〈dX

dt
(t),p

〉
providedp ∈D+uλ(X(t)).
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3. SIMPLE GEOMETRIC PROPERTIES

LetΩ ⊂RN be an open, bounded set.
We shall suppose the uniform exterior sphere condition forΩ :{

There isR > 0 satisfying the following:
For anyz ∈ ∂Ω, there isx ∈RN for whichB(x,R)∩Ω = {z}.

(A2)
Here and later,B(x, r) denotes the standard closed ball with radiusr > 0
and centerx ∈RN .

Our assumption on the vector fields{g(·, a) | a ∈A} is as follows:
There isδ > 0 satisfying the following:

For eachz ∈ ∂Ω, there isa ∈A such that|g(x, a)|> δ, and
B(x + tg(x, a)/|g(x, a)|, δt)⊂Ω for 0< t 6 δ, x ∈ B(z, δ)∩Ω.

(A3)
We denote byA(z) for z ∈ ∂Ω the set of all controls satisfying (A3).

Forγ > 0, we shall define an open subset ofΩ :

Ωγ = {x ∈Ω | dist
(
x,Ωc

)
> γ

}
.

Notice thatΩ0=Ω .
Under these assumptions, we will refer toR > 0 (in (A2)) andδ > 0

(in (A3)) without mentioning where these come. We will also use the
constantr0> 0 defined by

r0 :=min
{
δ

3
,
δ2

4Mg

}
,

whereMg is a constant from (A1).
We introduce the set of generalized normal vectors atz ∈ ∂Ωγ for

γ ∈ [0, r0]:

Nγ (z)= {p ∈RN | 〈p,x − z〉6 o
(|x − z|) asΩγ 3 x→ z

}
.

We define the following set-valued mappingsT 0 :Ω \Ωγ → ∂Ω and
Tγ :Ω \Ωγ → ∂Ωγ : for γ ∈ [0, r0] andx ∈Ω \Ωγ ,

T 0x = {z ∈ ∂Ω | |z− x| = dist
(
x,Ωc

)}
,

Tγ x = {z ∈ ∂Ωγ | |z− x| = dist(x,Ωγ )
}
.
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With these notations, we will write

A
(
T 0x

)= ⋃
z∈T 0x

A(z).

3.1. Geometric properties ofΩγ

We begin with the observation that (A3) together with (A1) implies the
uniform interior cone property ofΩγ for smallγ > 0.

PROPOSITION 3.1. –Assume that(A1) and(A3) hold. Let06 γ 6 r0
andz ∈ ∂Ωγ . Then, we have

B
(
x+ tg(x, a)/∣∣g(x, a)∣∣, tδ/2)⊂Ωγ

(
0< t 6 δ, x ∈ B(z, δ/3) ∩Ωγ

)
.

Proof. –Fix x ∈ B(z, δ/3) ∩ Ωγ , and ζ ∈ B(0, γ ). Let y ∈ T 0z.
Observe thatx + ζ = y + (x − z) + (z − y) + ζ ∈ B(y, δ), and that
x + ζ ∈Ωγ +B(0, γ )⊂Ω . That is,

x + ζ ∈ B(y, δ)∩Ω.
Fix a ∈A(y) and setη(x)= g(x, a)/|g(x, a)|. Hence, by (A3), we have

x + ζ + t(η(x + ζ )+ ξ) ∈Ω (
0< t 6 δ, ζ ∈ B(0, γ ), ξ ∈ B(0, δ)).

Set

η̄= η(x + ζ )− η(x).
Noting that|η̄|6 2Mgγ/δ 6 δ/2, we havēη+B(0, δ/2)⊂ B(0, δ). Thus,
we have

x + ζ + t(η(x)+ ξ) ∈Ω (
0< t 6 δ, ζ ∈ B(0, γ ), ξ ∈ B(0, δ/2)).

Therefore,B(x + tη(x), tδ/2) ⊂ Ωγ for t ∈ (0, δ] andx ∈ B(z, δ/3) ∩
Ωγ . 2

In the proof of Lemma 3.6, we will need the following estimate:

COROLLARY 3.2. –Under the same assumptions as in Proposition3.1
we have

〈
g(x, a), ν

〉
6−δ

2

2

(
x ∈ B(z, δ/3)∩ ∂Ωγ , ν ∈Nγ (x)∩ SN−1).
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Proof. –Let η(x)= g(x, a)/|g(x, a)|. Sincex + t (η(x)+ ξ) ∈Ωγ for
ξ ∈ B(0, δ/2) for small t > 0, we have

t
〈
η(x)+ ξ, ν〉6 o(t).

Dividing the above inequality byt > 0, we sendt→ 0 to get〈
η(x), ν

〉
6−〈ξ, ν〉.

Therefore, takingξ = δν/2, by (A3), we conclude the assertion.2
To prove Lemma 3.6, we will also need the fact that, under assumptions

(A1)–(A3), we can take a special sphere outside ofΩγ (γ > 0),
which touches∂Ωγ . For the reader’s convenience, we give its proof in
Appendix A. As will be seen in Lemma 6.3, to verify that the uniform
exterior shpere condition holds forΩγ , we only need to suppose (A2).

PROPOSITION 3.3. –Assume thatA1), (A2) and (A3) hold. Let0<
γ 6 r0, x ∈ ∂Ωγ andν ∈Nγ (x)∩ SN−1. Then, we have

B(x +Rδν/2,Rδ/2)⊂ (Ωγ )
c.

To estimate the distance fromx ∈ Ω \ Ωγ to Ωγ , we give the next
proposition:

PROPOSITION 3.4. –Assume that(A3) holds. Let0< γ 6 δ2. Then,
we have

dist(x,Ωγ )6
(

1+ 1

δ

)
γ (x ∈Ω \Ωγ ).

Remark. – We note that (A3) impose the Lipschitz continuity of∂Ω
(see, e.g., [5]). We also note that the above assertion fails for general
domains. For instance, ifΩ has a cusp, then the above estimate might
fail.

Proof. –Fix x ∈ Ω \ Ωγ . Let z ∈ T 0x. Notice that|z − x| 6 γ . Let
η(z) ∈ SN−1 from (A3) for thisz ∈ ∂Ω . Then, we have

B
(
z+ tη(z), δt)⊂Ω (0< t 6 δ).

Choosingτ ∈ (0, δ] so thatγ = δτ , we have

B
(
z+ τη(z), γ )⊂Ω.
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This implies thatz+ τη(z) ∈Ωγ . Hence,

dist(x,Ωγ )6
∣∣z+ τη(z)− x∣∣6 |z− x| + τ
6 γ + τ =

(
1+ 1

δ

)
γ. 2

3.2. Estimates on the subdifferentials ofuλ

In this subsection, we use the notation: Forγ > 0, let u :Ωγ → R
be continuous with a modulus of continuityωu. For λ > 0, we define
uλ : RN→R by

uλ(x)= inf
y∈Ωγ

(
u(y)+ |x − y|

2

2λ

)
.

Forx ∈Ω , we choosexλ ∈Ωλ such that

uλ(x)= u(xλ)+ |x − xλ|
2

2λ
.

Also, we fixε ∈ (0,1].
To show thatuλ is a viscosity supersolution of an approximate HJB

equation in Lemma 4.1 provided thatu is a viscosity supersolution of a
HJB equation, we will use the following observation. We note that the
same idea can be found in Section 3 of [4].

LEMMA 3.5. –Assume that(A3) holds. Letγ 6
√
λε. Then, there are

λ1= λ1(ωu, ε, δ,supΩγ |u|) > 0 andC1=C1(δ) > 0 such that

|x − xλ|2
2λ

<C1ε (0< λ6 λ1).

Proof. –Let z ∈ Tγ x ⊂ ∂Ωγ . From the definition ofuλ, we have

|x − xλ|2
2λ

6 |x − z|
2

2λ
+ ωu(|xλ − z|). (3.1)

By Proposition 3.4, we have

|x − xλ|26
(

1+ 1

δ

)2

γ 2+ λM,
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whereM := 4supΩγ |u|. Hence,

|x − xλ|26
[
ε

(
1+ 1

δ

)2

+M
]
λ,

and so,

|xλ − z|26 2
(|xλ − x|2+ |x − z|2)6 2

[
2
(

1+ 1

δ

)2

+M
]
λ.

Thus, settingC =
√

2[2(1+ 1
δ
)2+M], by (3.1), we have

|x − xλ|2
2λ

6 |x − z|
2

2λ
+ωu(C√λ )6 (1+ 1

δ

)2
ε

2
+ ωu(C√λ ). (3.2)

Chooseλ1> 0 such that

ωu
(
C
√
λ
)
6 ε (0< λ6 λ1),

to conclude that

|x − xλ|2
2λ

< C1ε :=
[(

1+ 1

δ

)2

+ 1
]
ε (0< λ6 λ1). 2

The following lemma gives an essential estimate on superdifferentials
of the inf-convolutionuλ.

LEMMA 3.6. –Assume that(A1), (A2) and (A3) hold. Letx ∈ Ω \
Ωγ/2, z ∈ Tγ x ⊂ ∂Ωγ , and 0< θ < 1. Then, there isλ2 = λ2(ωu, ε, δ,

supΩγ |u|, θ) ∈ (0, r2
0] such that

〈
x − z
|x − z| ,

x − xλ
|x − xλ|

〉
> θ

(
0< γ 26 λ6 λ2

)
. (3.3)

Moreover, letγ 2 = ελ. For any M1 > 0, there is λ3 = λ3(ωu, ε, δ,

supΩγ |u|,M1,Mg) ∈ (0, λ2] such that

−
〈
g(x, a),

x − xλ
λ

〉
>M1

(
a ∈A(T 0x

)
, 0<λ6 λ3

)
. (3.4)
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Proof. –Recall that, from Proposition 3.4,

γ

2
6 |x − z|6

(
1+ 1

δ

)
γ. (3.5)

By (3.2), we have

|x − xλ|2
2λ

6 |x − z|
2

2λ
+ωu(C√λ ),

where

C =
√√√√2

[
2
(

1+ 1

δ

)2

+ 4sup
Ωγ

|u|
]
.

Set r = |x − z|. We may assume by choosingλ small enough that
r < ρ :=Rδ/2.

Settingν = (x − z)/r , we observe thatν ∈ Nγ (z) ∩ SN−1. Thus, in
view of Proposition 3.3, we have

B(z+ ρν,ρ)⊂ (Ωγ )
c.

Hence, settingξ = z+ ρν, we have

ρ26 |xλ − ξ |2= |xλ − x|2+ |x − ξ |2+ 2〈x − ξ, xλ − x〉
6 r2+ 2λωu

(
C
√
λ
)+ (ρ − r)2+ 2(ρ − r)〈ν, x − xλ〉.

Thus, we have

〈ν, x − xλ〉> rρ − r
2− λωu(C

√
λ)

ρ − r .

Then, we observe that〈
ν,
x − xλ
|x − xλ|

〉
> (ρ − r)r − λωu(C

√
λ )

(ρ − r)|x − xλ|

> (ρ − r)r − λωu(C
√
λ)

(ρ − r)r(1+ 2λ
r2ωu(C

√
λ))1/2

>
(ρ − r)− λ

r
ωu(C

√
λ )

(ρ − r)(1+ 2λ
r2ωu(C

√
λ ))1/2

.



486 H. ISHII, S. KOIKE / Ann. Inst. Henri Poincaré 17 (2000) 473–502

Sinceλ/r = γ 2/(rε) andλ/r2 = γ 2/(r2ε), by (3.5),λ/r andλ/r2 are
bounded. Therefore, we can chooseλ2> 0 so that if 0< λ6 λ2, then the
right hand side of the above is greater than the givenθ .

We assume henceforth thatλ satisfies the condition described above.
According to (3.3), we have∣∣∣∣ x − xλ|x − xλ| −

〈
ν,
x − xλ
|x − xλ|

〉
ν

∣∣∣∣26 1− θ2.

Fix a ∈A(T 0x). By Corollary 3.2, we see that

〈
g(x, a), ν

〉
6−δ

2

2
.

Writing

g(x, a)= αν + v and
x − xλ
|x − xλ| = βν +w,

whereα = 〈g(x, a), ν〉 andβ = 〈(x − xλ)/|x − xλ|, ν〉, we have

〈v, ν〉 = 〈w,ν〉 = 0,

α 6−δ
2

2
, β > θ, |v|6Mg, |w|2= 1− β2,

−
〈
g(x, a),

x − xλ
|x − xλ|

〉
=−αβ − 〈v,w〉> δ

2β

2
−Mg

(
1− β2)1/2.

If we suppose thatθ is close enough to 1 such thatδβ/2− Mg(1 −
β2)1/2> δ2/4, then we observe that

−
〈
g(x, a),

x − xλ
λ

〉
> δ

2|x − xλ|
4λ

.

Hence, we have

−
〈
g(x, a),

x − xλ
λ

〉
> δ

2γ

8λ
= δ

2

8

√
ε

λ
.

Therefore, there isλ3> 0 such that

−
〈
g(x, a),

x − xλ
λ

〉
>M1 (0< λ6 λ3). 2
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3.3. A property on behavior of states

In this subsection, we observe that the stateX(· ;x, a) for a ∈A(T 0x)

does not move closer to the boundary for a short period.

PROPOSITION 3.7. –Assume that(A1), (A2) and (A3) hold. Then,
there ist0> 0 such that

X(t;x, a) ∈Ωγ

(
06 γ 6 r0, x ∈ ∂Ωγ , a ∈A(T 0x

)
, t ∈ [0, t0]).

Proof. –Fix x ∈ ∂Ωγ and a ∈ A(T 0x). Write X(·) = X(· ;x, a)
simply.

In view of Proposition 3.1, it suffices to show that there ist0 > 0 such
that

X(t) ∈ ⋃
06r6δ

B
(
x + rη(x), rδ/2) (

t ∈ (0, t0]), (3.6)

whereη(x)= g(x, a)/|g(x, a)|.
We note that

∣∣X(t)− x − rη(x)∣∣6 t∫
0

∣∣∣∣g(X(s), a)− rt η(x)
∣∣∣∣ds.

For anyt > 0, choosingr = t|g(x, a)|, we have

∣∣X(t)− x − rη(x)∣∣6 t∫
0

∣∣g(X(s), a)− g(x, a)∣∣ds
6
M2
g t

2

2
= M2

g t

2|g(x, a)| r. (3.7)

Setting t0 = min{δ2/M2
g , δ/Mg}, we see thatr = t|g(x, a)| 6 δ for t ∈

(0, t0]. Moreover, since the right-hand side of (3.7) is estimated from
above byδr/2, (3.6) is valid. 2

4. SC PROBLEMS FOR SUBDOMAINS

In this section, we always suppose that (A1), (A2) and (A3) hold, and
that 06 γ 6 r0.

We shall introduce the value function of the SC problem forΩγ . For
this purpose, we define

Aγ (x)= {α ∈A |X(t;x,α) ∈Ωγ for t > 0
} (

x ∈Ωγ

)
.
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We introduce the notation: forz ∈ ∂Ωγ ,

Aγ (z)=
{
a ∈A

∣∣∣∣ There iss > 0 such thatX(t;x, a) ∈Ωγ

for t ∈ [0, s] andx ∈ B(z, s)∩Ωγ .

}

We note that Proposition 3.7 implies that∅ 6= A(T 0x) ⊂ Aγ (x) for
x ∈Ωγ providedγ ∈ [0, r0]. Thus, we see thatAγ (x) 6= ∅ for γ ∈ [0, r0]
andx ∈Ωγ .

We shall consider the HJB equation:

u(x)+ sup
a∈A
{−〈g(x, a),Du(x)〉− f (x, a)}= 0. (4.1)

In order to study the SC problem forΩγ , we adapt the following
definition of viscosity solutions of (4.1) inΩγ as in [5]:

DEFINITION. – We call u :Ωγ → R a viscosity subsolution(respec-
tively, supersolution) of (4.1) in Ωγ if

u∗(x)+ sup
a∈Aγ (x)

{−〈g(x, a),p〉− f (x, a)}6 0

for all x ∈Ωγ ,p ∈D+Ωγ
u∗(x)

(respectively,

u∗(x)+ sup
a∈A
{−〈g(x, a),p〉− f (x, a)}> 0

for all x ∈Ωγ ,p ∈D−Ωγ
u∗(x)).

We call u :Ωγ → R a viscosity solution of(4.1) in Ωγ if it is both a
viscosity sub- and supersolution of(4.1) in Ωγ .

Here, the superscript and subscript∗, respectively, denote the upper
and lower semicontinuous envelopes of the function. See [1] or [2] for
these definitions.

We now denote byuγ :Ωγ →R the value function of the SC problem
for Ωγ :

uγ (x)= inf
α∈Aγ (x)

∞∫
0

e−tf
(
X(t;x,α),α(t))dt.

It is known in [5] for example that the DPP holds foruγ (γ > 0): for
s > 0,
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uγ (x)= inf
α∈Aγ (x)

( s∫
0

e−t f
(
X(t;x,α),α(t))dt

+ e−suγ
(
X(s;x,α))). (4.2)

It is also known in [5] thatuγ is a viscosity solution of (4.1) inΩγ in
the above sense. Furthermore, the comparison principle in [5] implies the
continuity ofuγ onΩγ .

We begin with the following observation which will be needed in
Section 5:

LEMMA 4.1. –For ε ∈ (0,1] and λ > 0, we setγ 2 = ελ. Let u ∈
C(Ωγ ,R) be a viscosity supersolution of(4.1) in Ωγ . Set uλ(x) =
inf{u(y) + |x − y|2/(2λ) | y ∈ Ωγ }. Then, there are constantsλ4 =
λ4(ωf ,ωu, δ, ε,supΩγ |u|) > 0 andC2= C2(δ,Mg) > 0 such that

−C2ε 6 uλ(x)+ sup
a∈A
{−〈g(x, a),p〉− f (x, a)}(

0< λ6 λ4, x ∈Ω,p ∈D−uλ(x)).
Proof. –We note that it is enough to show the assertion forp ∈

D−uλ(x).
Choosingxλ ∈ Ωγ such thatuλ(x) = u(xλ) + |x − xλ|2/(2λ), by

Proposition 2.2, we see thatp = (x − xλ)/λ ∈ D−Ωγ
u(xλ). Thus, from

the definition, we have

06 u(xλ)+ sup
a∈A
{−〈g(xλ, a),p〉− f (xλ, a)}.

Hence, we have

06 uλ(x)+ sup
a∈A
{−〈g(x, a),p〉− f (x, a)}+Mgλ|p|2

+ ωf (|x − xλ|). (4.3)

In view of Lemma 3.5, there areλ1 = λ1(ωu, ε, δ,supΩγ |u|) > 0 and
C1= C1(δ) > 0 such that

λ|p|2= |x − xλ|
2

λ
6 2C1ε (0< λ6 λ1).
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Chooseλ4= λ4(λ1,C1,ωf ) ∈ (0, λ1] so that

ωf
(|x − xλ|)6 ωf (√2C1λ

)
6 ε (0< λ6 λ4).

Then, fixing

C2= 2C1Mg + 1,

for 0< λ6 λ4, by (4.3), we have

−C2ε 6 uλ(x)+ sup
a∈A
{−〈g(x, a),p〉− f (x, a)}. 2

We shall present a convergence result ofuγ to u0 asγ → 0.
For this purpose, we first extenduγ onΩγ intoΩ by

ūγ (x)=
{
uγ (x) for x ∈Ωγ ,

−∞ for x ∈Ω \Ωγ .

We denote the relaxed limit supremum ofūγ atx ∈Ω by

v(x) = lim
γ→0

∗
ūγ (x)

:= lim
γ→0

sup
{
ūr (y) | y ∈ B(x, γ )∩Ω, 0< r 6 γ

}
.

Notice thatv is upper semicontinuous inΩ , and that|v(x)| 6Mf for
x ∈Ω .

LEMMA 4.2. –For x ∈Ω andp ∈D+v(x), we have

v(x)+ sup
a∈A(x)

{−〈g(x, a),p〉− f (x, a)}6 0.

Remark. – This assertion is slightly weaker than that of the definition
of viscosity subsolutions of (4.1) inΩ since the supremum in the above
is taken overA(x) in place ofA0(x).

Proof. –Because of stability of viscosity subsolutions, it suffices to
prove that ifφ ∈C1 satisfies thatv(x)= φ(x) for x ∈ ∂Ω and thatv 6 φ
in Ω , then we have

0> φ(x)+ sup
a∈A(x)

{−〈g(x, a),Dφ(x)〉− f (x, a)}.
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Suppose that this inequality fails; there areθ > 0 anda ∈A(x) such that

θ 6 φ(x)− 〈g(x, a),Dφ(x)〉− f (x, a).
We selectγk ∈ (0, r0] andxk ∈Ωγk such that

lim
k→∞(xk, γk)= (x,0),

∣∣φ(x)− φ(xk)∣∣< 1

k
,

v(x)6 uγk(xk)+ 1

k
.

Let γ̂k = dist(xk,Ωc) > γk . We note thatγ̂k → 0 ask→∞. Thus,
we may suppose thatA(x) ⊂ A(T 0xk). Set Xk(·) = X(· ;xk, a) for
simplicity. By Proposition 3.7, we can findt0> 0 (independent ofk) such
that

Xk(t) ∈Ωγ̂k

(
t ∈ [0, t0]). (4.4)

For largek, we may also suppose

θ

2
6 φ(xk)− 〈g(xk, a),Dφ(xk)〉− f (xk, a).

Furthermore, we can take smallert0> 0 if necessary to get

θ

4
6 φ

(
Xk(t)

)− 〈g(Xk(t), a),Dφ(Xk(t))〉− f (Xk(t), a)(
t ∈ [0, t0]). (4.5)

Multiplying (4.5) by e−t , we take the integration over(0, t0) to get

θ

4

(
1− e−t0

)
6 φ(xk)− φ(Xk(t0))− t0∫

0

e−tf
(
Xk(t), a

)
dt

6 2

k
+ uγk(xk)− φ(Xk(t0))− t0∫

0

e−t f
(
Xk(t), a

)
dt.

Hence, for a fixedk, we have

θ

8

(
1− e−t0

)
6 uγk(xk)− φ(Xk(t0))− t0∫

0

e−t f
(
Xk(t), a

)
dt.
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By the DPP (4.2) foruγk with s = t0, we have

θ

8

(
1− e−t0

)
6 uγk

(
Xk(t0)

)− φ(Xk(t0)).
Since we may suppose thatXk(t0) converges to a point̄z ∈Ω ask→∞
(by taking a subsequence if necessary), taking the lim sup (ask→∞) in
the above, we have

θ

8

(
1− e−t0

)
6 v(z̄)− φ(z̄),

which is a contradiction. 2
Now we state our convergence result.

THEOREM 4.3. –For anyε > 0, there isγ (ε) > 0 such that if0< r 6
γ (ε), then ∣∣ur(x)− u0(x)

∣∣< ε (x ∈Ωr). (4.6)

Proof. –In view of Lemma 4.2, by the comparison result in [5] (or [6]),
we obtain that

v(x)6 u0(x) (x ∈Ω). (4.7)

We remark that although we used a slightly differentA(x) (for x ∈ ∂Ω)
from that of Lemma 4.2 to construct “test functions” in [5], we can
construct test functions having the same properties as in [5] by using
A(x) in Lemma 4.2.

Since 06 ur − u0 holds inΩr for any r > 0, (4.7) implies (4.6).
Indeed, otherwise, there existsε0 > 0, rk > 0 with limk→∞ rk = 0, and
xk ∈Ωrk with limk→∞ xk = z for somez ∈Ω such that

urk (xk)> u0(xk)+ ε0.

Taking the relaxed limit supremum in the above ask→∞, we get a
contradiction to (4.7). 2

5. MAIN RESULT

We shall writeu for the value functionu0 of the SC problem forΩ :

u(x)= inf
α∈A0(x)

∞∫
0

e−tf
(
X(t;x,α),α(t))dt.
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DEFINITION. – For ε > 0, we callα ∈ A an ε-optimal control of the
SC problem forΩ at x ∈Ω if α ∈A0(x) and

06
∞∫

0

e−t f
(
X(t;x,α),α(t))dt − u(x) < ε.

We notice that the first inequality always holds ifα ∈A0(x).
Our main result is as follows:

THEOREM 5.1. –Assume that(A1), (A2) and (A3) hold. Let u ∈
C(Ω,R) be the value function of the SC problem forΩ , andε > 0. Then,
there exist a constant̂τ ∈ (0, t0], and a mappinĝαε :x ∈Ω→ α̂ε(x) ∈A
such that if for anyx ∈Ω we set

αε(t)= α̂ε(xk) for t ∈ [kτ̂ , (k+ 1)τ̂
)
(k = 0,1,2, . . .),

where {
x0= x,
xk+1=X(τ̂ ;xk, α̂ε(xk)),

thenαε is anε-optimal control of the SC problem forΩ at x.

Proof of Theorem 5.1. –
Step 1: Construction of̂αε and choice of̂τ .
First of all, by Theorem 4.2, we can chooseγ1 ∈ (0, r0] so that

06 uγ (x)− u(x) < ε

4

(
x ∈Ωγ , γ ∈ (0, γ1]). (5.1)

In what follows, we always fixλ= λ(γ ) := γ 2/ε.
Forλ= γ 2/ε ∈ (0, γ 2

1 /ε], we define

u
γ
λ = uγλ(γ )(x)= inf

y∈Ωγ

(
uγ (y)+ |x − y|

2

2λ

)
.

For any x ∈ Ω , we choosexλ ∈ Ωγ so thatuγλ (x) = uγ (xλ) + |x −
xλ|2/(2λ). Then, by Lemma 3.5, there isλ1 ∈ (0, γ 2

1 /ε] such that

|x − xλ|2
2λ

<
ε

4
(0< λ6 λ1). (5.2)
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Taking smallerλ1> 0, the choice of which depends only on the modulus
of continuity ofu, we may suppose that

ωu
(|x − xλ|)< ε

4
(0< λ6 λ1). (5.3)

From the definition, it is easy to see that

sup
x∈Ωγ

∣∣uγ (x)∣∣6Mf (γ > 0).

Thus, settingM1 := 2Mf , by Lemma 3.6 together with Proposition 2.2,
we findλ3 ∈ (0, λ1] such that ifλ ∈ (0, λ3], x ∈Ω \Ωγ/2, p ∈D−uγλ (x)
anda ∈A(T 0x), then we have

06 uγλ (x)−
〈
g(x, a),p

〉− f (x, a). (5.4)

Furthermore, by Lemma 4.1, we findλ4 ∈ (0, λ3] such that ifλ ∈ (0, λ4],
x ∈Ω andp ∈D−uγλ (x), then

− ε
16
6 uγλ (x)+ sup

a∈A
{−〈g(x, a),p〉− f (x, a)}. (5.5)

In what follows, we fixτ̂ := γ 3= (ελ)3/2= ελγ .
We claim that if

−ε
8
6 uγλ (x)−

〈
g(x, a),p

〉− f (x, a)
for a ∈ A, x ∈ Ω andp ∈ D−uγλ (x), and ifX(t) := X(t;x, a) ∈ Ω for
06 t 6 τ̂ , then we have

−ε
4

(
1− e−τ̂

)
6 uγλ (x)− e−τ̂ uγλ

(
X(τ̂ )

)
−

τ̂∫
0

e−t f
(
X(t), α̂ε(x)

)
dt. (5.6)

To prove this claim, we first observe that∣∣X(t)− x∣∣6 tMg.

Thus, we may easily have

u
γ
λ (x)6 u

γ
λ

(
X(t)

)+ tMgd0

λ
, (5.7)
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whered0 := sup{|x − y| | x, y ∈Ω}.
Taking smallert0 if necessary, we may suppose that

ωf
(|X(t)− x|)< ε

16

(
t ∈ [0, t0]). (5.8)

Moreover, we have∣∣∣∣X(t)− xt
− g(X(t), a)∣∣∣∣

6 1

t

t∫
0

∣∣g(X(s), a)− g(X(t), a)∣∣ds 6 tM2
g

2
. (5.9)

For the sake of simplicity, we shall use the symbolC0 to denote various
positive constants depending only onMg,Mf andd0.

Since λ|p| 6 C0 and λ|p(t)| 6 C0 for p ∈ D−uγλ (x) and p(t) ∈
D
−
u
γ
λ (X(t)) by (2.1), (5.9) implies that

−〈g(x, a),p〉+ 〈g(X(t), a),p(t)〉
6 tC0

λ
+
〈
X(t)− x

t
, p(t)− p

〉
.

Hence, by noting Lemma 2.4(1), Proposition 2.3 together with (5.6)
yields that

−〈g(x, a),p〉6−〈g(X(t), a),p(t)〉+ tC0

λ
.

By the above inequality with (5.7) and (5.8), we see that

−C0τ̂

λ
− 3ε

16
6 uγλ

(
X(t)

)−〈g(X(t), a),p(t)〉− f (X(t), a)(
t ∈ [0, τ̂ ]).

Since we may suppose that 0< γ 6min{t1/30 ,1/(16C0)}, recallingτ̂ =
ελγ , multiplying the above inequality by e−t and then, integrating the
resulting inequality over(0, τ̂ ), in view of Lemma 2.4(2), we get (5.6).

Next, because of the choice ofτ̂ , we may suppose that

X(t;x, a) ∈Ω (
x ∈Ω γ

2
, a ∈A, t ∈ [0, τ̂ ]). (5.10)

We now fixλ= λ4. Thus,γ =√λ4ε andτ̂ = (λ4ε)
3/2.
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We shall define the mappinĝαε :Ω→A in the following manner:

α̂ε(x)=


a ∈A(T 0x), providedx ∈Ω \Ωγ/2,

a ∈A, for which−ε/86 uγλ (x)− 〈g(x, a),p〉
−f (x, a), holds forp ∈D−uγλ (x),
providedx ∈Ωγ/2.

Step 2: Verification.
In view of (5.4) and (5.5), we observe that ifx ∈Ω andp ∈D−uγλ (x),

then we have

−ε
8
6 uγλ (x)−

〈
g
(
x, α̂ε(x)

)
,p
〉− f (x, α̂ε(x)). (5.11)

Furthermore, (5.10) and Proposition 3.7 yield that

X
(
t;x, α̂ε(x)) ∈Ω (

x ∈Ω, t ∈ [0, τ̂ ]). (5.12)

Now we shall verify thatαε ∈ A defined in Theorem 5.1 satisfies our
assertions.

Recall thatx0= x, t0= 0, xk+1=X(τ̂ ;xk, α̂ε(xk)), andαε(t)= α̂ε(xk)
for t ∈ [kτ̂ , (k+ 1)τ̂ ) (k = 0,1,2, . . .). Due to (5.12), it is obvious to see
thatαε ∈A0(x).

By (5.11) withxk for k > 0, our claim in Step 1 yields that

−ε
4

(
1− e−τ̂

)
6 uγλ (xk)− e−τ̂ uγλ

(
X
(
τ̂ ;xk, α̂ε(xk)))

−
τ̂∫

0

e−t f
(
X
(
t;xk, α̂ε(xk)), α̂ε(xk))dt.

Multiplying the above inequality by e−kτ̂ and then, taking the summation
overk = 0,1,2, . . . , from the definition ofαε, we have

−ε
4
6 uγλ (x0)−

∞∫
0

e−t f
(
X(t;x0, αε), αε(t)

)
dt. (5.13)

Let xλ ∈ Ωγ satisfiy thatuγλ (x0) = uγ (xλ) + |x0 − xλ|2/(2λ). Then,
by (5.2), we have

u
γ
λ (x0) < u

γ (xλ)+ ε
4
.
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Hence, by (5.1) and (5.3), we have

u
γ
λ (x0) < u(x0)+ 3ε

4
.

This together with (5.13) yields that

−ε < u(x0)−
∞∫

0

e−t f
(
X(t;x0, αε), αε(t)

)
dt 6 0. 2

APPENDIX A

In order to prove Proposition 3.3, we will need the following lemmas:
Let P ⊂ SN−1 and define

K = coP.

Let p ∈K .

LEMMA A.1. –We have

B
(
p, |p|)⊂ ⋃

q∈P
B(q,1).

Proof. –Forp ∈K , we setp=∑n
i=1λiqi, where

λi > 0,
n∑
i=1

λi = 1, qi ∈ P.

Fix y ∈ B(0, |p|). We want to show that there isi ∈ {1, . . . , n} such
that |p+ y − qi|6 1, which implies that

p+ y ∈ B(qi,1)⊂
⋃
q∈P

B(q,1).

We may assume that

|p+ y − q1|6 |p+ y − q2|6 · · ·6 |p+ y − qn|.
We shall prove that|p+ y − q1|6 1. From this chain of inequalities we
get

〈q1,p+ y〉> 〈q2,p+ y〉> · · ·> 〈qn,p+ y〉.
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Note that

〈q1− qi,p〉> 〈qi − q1, y〉 (i = 2, . . . , n),

and that

p− q1=
(

1−
n∑
i=2

λi

)
q1+ λ2q2+ · · · + λnqn − q1

= λ2(q2− q1)+ · · · + λn(qn − q1).

We compute that

|p+ y − q1|2= |p− q1|2+ 2〈y,p − q1〉 + |y|2
6 |p− q1|2+ 2λ2〈y, q2− q1〉 + 2λ3〈y, q3− q1〉
+ · · · + 2λn〈y, qn − q1〉 + |p|2

6 |p− q1|2− 2λ2〈p,q2− q1〉 − 2λ3〈p,q3− q1〉
− · · · − 2λn〈p,qn − q1〉 + |p|2

6 |p− q1|2− 2〈p,p− q1〉 + |p|2
6 |p− q1− p|2= |q1|2= 1,

and finish the proof. 2
Let γ > 0 andz ∈ ∂Ωγ . For simplicity, we set

N(z)=Nγ (z) := {p ∈RN | 〈p,x − z〉6 o
(|x − z|)

asΩγ 3 x→ z
}
.

We remark thatN(z) is closed.
We also define

NT (z)= {tp | t > 0, p ∈ SN−1 such thatz+ rp ∈ ∂Ω}.
LEMMA A.2. –N(z)= coNT (z).

Proof. –We first prove that

coNT (z)⊂N(z).

Note thatN(z) is a convex set.
Let p ∈NT (z)∩ SN−1. By the definition ofΩγ , we have

intB(z+ γp,γ )⊂Ωc
γ .
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Namely,

Ωγ ⊂ (intB(z+ γp,γ ))c.
Thus, ify ∈Ωγ , then

γ 26
∣∣y − (z+ γp)∣∣2= |y − z|2− 2γ 〈p,y − z〉 + γ 2,

and hence,

〈p,y − z〉6 1

2γ
|y − z|2.

Thus we see thatp ∈N(z) and moreover that coNT (z)⊂N(z).
Next we prove that

N(z)⊂ coNT (z).

We argue by contradiction. We assume for notational simplicity that
z = 0. Suppose that there were a pointp ∈ SN−1 ∩ N(0) such that
p /∈ coNT (0).

Choose a convex conic neighborhoodV of coNT (0) so thatp /∈ V . By
the Hahn–Banach theorem, there is a vectorn ∈ SN−1 such that

〈n,p〉> 0, 〈n, q〉6 0
(
q ∈ V ).

According to the definition ofNT (0), we see that

B(0, γ )∩Ωc = {γp | p ∈NT (0)∩ SN−1}.
Therefore, by continuity, there isη > 0 such that

B(0, γ + η)∩ V c ∩Ωc =∅.
We want to prove that fort < η,

B(tn, γ )⊂Ω. (A.1)

To see this, letq ∈ B(tn, γ ). If q /∈ V , then we haveq ∈Ω since

q ∈ B(0, γ + η)∩ V c.

It remains to consider the case whenq ∈ V . Since〈n, q〉6 0, we have

γ 2> |q − tn|2= |q|2− 2t〈n, q〉 + t2> |q|2+ t2.
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Hence,

|q|26 γ 2− t2< γ 2.

Since 0∈ ∂Ωγ and q ∈ intB(0, γ ), we see thatq ∈ Ω and that (A.1)
holds.

In view of (A.1), we see that if 06 t 6 η, then

tn ∈Ωγ .

Hence, sincep ∈N(0), we have

t〈n,p〉6 o(t) ast→ 0.

This yields that〈n,p〉6 0, which contradicts our choice ofn. 2
We next show that the uniform exterior shpere condition hlods forΩγ .

LEMMA A.3. –Assume that(A2) holds. Letz ∈ ∂Ωγ andp ∈NT (z)∩
SN−1. Then, we have

B
(
z+ (R+ γ )p,R+ γ )∩Ωγ = {z}.

Proof. –Fix z ∈ ∂Ωγ andp ∈ NT (z) ∩ SN−1. We havey := z+ γp ∈
∂Ω . By assumption (A2) there isx ∈RN such that

B(x,R)∩Ω = {y}.
We claim that

x = z+ (R+ γ )p,
and

B(x,R+ γ )∩Ωγ = {z}.
Indeed, since

|z− y| = γ, |y − x| =R, B(z, γ )∩B(x,R)= {y},
we see thatx = z+(R+γ )p. It is immediate to see thatz ∈ B(x,R+γ ).
Suppose for a moment that there were a pointξ ∈ B(x,R+γ )∩Ωγ such
that ξ 6= z. ThenB(ξ, γ )⊂ Ω . In particular,η := ξ + γ (x − ξ)/(R +
γ ) ∈ Ω . It follows that η = x + R(ξ − x)/(R + γ ) ∈ B(x,R). Hence,
η ∈ B(x,R)∩Ω . Therefore, we haveη= y. This is a contradiction. 2
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Now we shall present a proof of Proposition 3.3.

Proof of Proposition 3.3. –Fix any 0< γ 6 r0 andx ∈ ∂Ωγ .
According to Lemma A.3 we have

B
(
x + (R+ γ )p,R+ γ )∩Ωγ = {x} (

p ∈NT (x) ∩ SN−1),
which implies that ⋃

p∈P
B(x +Rp,R)⊂ (Ωγ )

c.

Here and henceforth we writeP =NT (x)∩SN−1. We writeK = coP as
well. Using Lemma A.1, for anyp ∈K , we see that

B
(
x +Rp,R|p|)= x +RB(p, |p|)⊂ x +R ⋃

q∈P
B(q,1)

= ⋃
q∈P

B(x +Rq,R)⊂ (Ωγ )
c.

It is well known that⋃
t>0

tK = coNT (x)
(⊂N(x)).

Let a ∈A(T 0x). By Proposition 3.1, we have

B(x + tη, δt/2)⊂Ωγ (0< t 6 δ),

whereη= g(x, a)/|g(x, a)|. By the definition ofN(x), we have

t〈η+ ξ,p〉6 o(t) ast→ 0
(
p ∈N(x), ξ ∈ B(0, δ/2)),

from which we get

〈η,p〉6−δ|p|/2 (
p ∈N(x)).

This yields that

|p|> δ/2 (p ∈K). (A.2)

Indeed, forp =∑n
i=1λiqi with λi > 0,qi ∈ P satisfying

∑n
i=1λi = 1, we

have

−|p|6 〈η,p〉 =
n∑
i=1

λi〈η, qi〉6−δ
2

n∑
i=1

λi|qi | = −δ
2
,
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and hence,

|p|> δ/2,
which ensures that (A.2) holds. Thus we see that ifν ∈ N(x) ∩ SN−1,
thenν = tp for somep ∈K andt > 0 satisfying|p|> δ/2, and

B
(
x +Rδν/2,Rδ/2)⊂ B(x +Rp,R|p|)⊂ (Ωγ )

c.

This completes the proof.2
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