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ABSTRACT. – The asymptotic behaviour of a finite energy pseudoholomorphic strip with
Lagrangian boundary conditions in a symplectic manifold is determined by an eigenfunction of
the linearized operator at the (transverse) intersection.

RÉSUMÉ. – Le comportement asymptotique d’une bande pseudoholomorphe d’énergie finie,
à frontière dans une sous-variété Lagrangienne d’une variété symplectique, est déterminé par
une fonction propre du problème linéarisé le long de l’intersection (transverse).

Introduction

This paper deals with the asymptotic behaviour of pseudoholomorphic strips in
symplectic manifolds that satisfy Lagrangian boundary conditions. More precisely, let
(M,ω) be a symplectic manifold andL0,L1 ⊂M be closed (not necessarily compact)
Lagrangian submanifolds that intersect transversally. Fix at-dependent family of almost
complex structuresJt on M that are compatible withω. We consider smooth maps
u :R+ i[0,1] →M that satisfy the boundary value problem

∂su+ Jt(u)∂tu= 0, u(R)⊂ L0, u(R+ i)⊂ L1.

Such holomorphic strips were studied by Floer [7,8] and he used them in his definition
of the Floer homology of Lagrangian intersections. The standard theory of such
holomorphic strips shows that ifu has finite energy then the limit

p = lim
s→∞u(s, t)

exists and is an intersection point ofL0 andL1.
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Our main result (Theorem B) asserts that the limit

v(t)= lim
s→∞

∂su(s, t)

‖∂su‖ ∈ TpM, ‖∂su‖ :=
√√√√√ 1∫

0

|∂su(s, t)|2 dt,

exists and, for someλ > 0, satisfies the eigenvalue problem

Jt(p)∂tv− λv = 0, v(0) ∈ TpL0, v(1) ∈ TpL1.

It also asserts that there exists a constantc > 0 such that

lim
s→∞eλs∂su(s, t)= cv(t)

for everyt . The convergence is exponential and in theC∞ topology.
There are four problems concerning the asymptotic behaviour of pseudoholomorphic

curves. The first two refer to symplectic geometry and the last two to contact geometry.
(i) The asymptotic behaviour of a pseudoholomorphic cylinder twisted by a

symplectomorphism that converges to a symplectic fixed point.
(ii) The asymptotic behaviour of a pseudoholomorphic strip with Lagrangian

boundary conditions that converges to an intersection point.
(iii) The asymptotic behaviour of a pseudoholomorphic plane that converges to a

closed characteristic, i.e. a closed integral curve of the Reeb vector field.
(iv) The asymptotic behaviour of a pseudoholomorphic half plane with Legendrian

boundary conditions that converges to a characteristic chord, i.e. an integral curve
of the Reeb vector field connecting the Legendrian submanifold to itself.

Problem (i) is relevant to the Floer homology of a symplectomorphism, (ii) is relevant to
the Floer homology of a pair of Lagrangian submanifolds, (iii) is relevant to contact
homology, and (iv) is relevant to the relative contact homology of a Legendrian
submanifold. Our results are directed primarily at problem (ii). Problem (i) is a
special case of (ii): use the diagonal and the graph of the symplectomorphism as the
two Lagrangian submanifolds. However, although there is a strong similarity in the
techniques used in the proofs, there seems to be no easy way to reduce any of the
remaining problems to (ii) or vice versa.

There are two facets to each of the above problems, namely the existence of the limit
and the asymptotic behaviour in terms of eigenvectors of the linearized operator. To
establish the latter is considerably harder than the former. In (i) and (ii) the existence
of the limit is an easy consequence of Gromov compactness. The convergence is
exponential, see for example [17] for an exposition in the setting of problem (i). The
existence of the limit in the setting of (iii) was established by Hofer [12] and used in his
proof of the Weinstein conjecture in dimension three. The existence of the limit in the
setting of (iv) was established in [6] and used in the definition of the Floer homology of
a pair consisting of a Legendrian and a pre-Lagrangian submanifold.

The finer asymptotic behaviour in terms of the eigenvalues was treated by Hofer–
Wysocki–Zehnder [13] in the case of problem (iii) and by Abbas [1] in the case
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of problem (iv). Both papers only deal with three dimensional contact manifolds. In
Appendix D.2 we explain in more detail the relation between our results and those of
Abbas [1].

Our result is inspired by the work of Vin de Silva [18] on the Floer homology for
Lagrangian intersections of two embedded loops in a Riemann surface. In this case De
Silva gave a combinatorial description of the Floer homology in terms of embedded half
discs (lunes). To prove that his combinatorial description agrees with Floer’s definition
of the Floer homology groups one has to establish a one-to-one correspondence
between de Silva’s lunes and Floer’s holomorphic strips. The proof of this one-to-one
correspondence seems to require Theorem C below, which establishes the asymptotic
behaviour in dimension two. We emphasize that Theorem C, and hence the one-to-one
correspondence between lunes and holomorphic strips, is easy to prove whenever the
two embedded loops agree with straight lines in some holomorphic coordinate chart
near each intersection. However, the proof in the general case is considerably harder and
apparently requires the analysis of the asymptotic behaviour carried out in this paper.

We view the combinatorial definition of the relative contact homology of a Legendrian
knot (see Chekanov [3] and Eliashberg [4]) as a contact anlogue of de Silva’s
combinatorial definition of the Floer homology on a Riemann surface. See the as yet
unpublished work of Eliashberg–Givental–Hofer [5] for the analytic definition. The
proof that the combinatorial and analytic definitions agree again requires Theorem C.

The present paper is organized as follows. In Section 1 we discuss holomorphic strips
and state the main results. Theorem A about exponential decay is well known. However,
the proof uses similar techniques as that of Theorem B and we include an exposition for
the sake of completeness. The proof of Theorem B is based on the technique developed
by Agmon–Nirenberg [2] for abstract differential operators of the form

D = ∂

∂s
+A(s)+B(s),

whereA(s) is an unbounded self-adjoint operator on a Hilbert space and converges to
A∞ ass tends to∞ andB(s) is skew-adjoint and tends to zero ass tends to∞. Section 2
explains how the holomorphic strips fit into such a framework, Section 3 discusses the
technique of Agmon and Nirenberg, and Section 4 gives the proofs of Theorems A and B.

To give a self contained exposition we have included several appendices. They deal
with differential inequalities of the form

�w �−cw(n+2)/n

for the Laplace operator in dimensionn (Appendix A), with apriori estimates for
pseudoholomorphic curves (Appendix B), withL2 estimates for the Cauchy–Riemann
operator (Appendix C), and with the construction of a convenient metric near a totally
real submanifold (Appendix D). This metric and the results of Appendix A are needed
in the proof of the apriori estimates in Appendix B. In turn, the apriori estimates are
needed in the proof of Theorem A. TheL2 estimates in Appendix C are needed at various
places in the proofs of Theorems A and B. Appendix E explains an attempt to reduce
problem (iv) to our results.
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1. Holomorphic strips

Throughout,M denotes a smooth manifold,{Jt}0�t�1 a smooth family of almost
complex structures onM , andL0 andL1 are closed (not necessarily compact) transverse
submanifolds ofM such thatL0 is totally real forJ0 and L1 is totally real forJ1.
Whenever convenient, we write

J = J (t,p)= Jt (p).

We shall assume throughout that the following holds at each intersection pointp ∈
L0∩L1.

HYPOTHESISH. – There is a nondegenerate skew form

TpM × TpM→R : (v,w) �→ ωp(v,w)

that renders each of the subspacesTpL0 andTpL1 Lagrangian, i.e.

ωp(v,w)= 0 for (v,w) ∈ TpLt × TpLt, t = 0,1,

and such that the form

TpM × TpM→R : (v,w) �→ ωp

(
v, Jt(p)w

)
is symmetric positive definite for0� t � 1.

For example, this is the case whenωp is the value atp of a symplectic form onM , L0

amdL1 are Lagrangian submanifolds, and eachJt is compatible withω.
Consider the half strip

S := [0,∞)+ i[0,1] = {s + it | 0� s <∞, 0� t � 1}
and let

∂0S := [0,∞), ∂1S := [0,∞)+ i.

We consider smooth mapsu :S → M which are holomorphic in the sense that they
satisfy the Cauchy–Riemann equations

∂su+ Jt(u)∂tu= 0, (CR)

and satisfy the boundary conditions

u(∂0S)⊂L0, u(∂1S)⊂ L1. (BC)

THEOREM A. – AssumeM is compact andu satisfies(CR) and (BC). Then the
following are equivalent.

(I) u has finite energy:

E(u) :=
∫
S

|∂su|2 <∞.
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(II) The limits

p := lim
s→∞u(s, t), 0= lim

s→∞ ∂su(s, t)

exist uniformly int .
(III) ∂su decays exponentially in theC∞ topology, i.e. there are positive constantsε

andc1, c2, c3, . . . such that, for alls andk,

‖∂su‖Ck([s,∞)×[0,1]) � cke
−εs.

Each condition (I)–(III) is independent of the choice of the Riemannian metric used
to express it. When (III) holds it follows from (CR) that∂tu and in fact all derivatives
of u decay exponentially. In the setting of [17] the equation contains an additional
Hamiltonian perturbation; in that case the convergence of thet-derivatives does not
follow from (III). We introduce the abbreviation

S = {u ∈ C∞(S,M) | u satisfies (CR), (BC), (I)–(III)
}
.

THEOREM B. – Assumeu ∈ S is nonconstant. Then there exist an eigenvalueλ > 0
and a nonzero eigenfunctionv : [0,1] → TpM such that

Jt (p)∂tv − λv = 0, v(0) ∈ TpL0, v(1) ∈ TpL1,

and

v(t)= lim
s→∞eλs∂su(s, t).

The convergence is with all derivatives, uniform int , and exponential. Thus there exist
a smooth functionw : [0,∞)× [0,1] → TpM and positive constantsδ andc0, c1, c2, . . .

such that, for everys � 0, everyt ∈ [0,1], and every integerk � 0,

u(s, t)= expp

(
−1

λ
e−λsv(t)+w(s, t)

)
, ‖w‖Ck([s,∞)×[0,1]) � cke

−(λ+δ)s.

In particular, there exist positive constantss0 andc such that, for everys � s0 and every
t ∈ [0,1],

1

c
e−λs � |∂su(s, t)|� ce−λs .

Consider the special case whereM = C, Jt = i, and p = 0. The tangent spaces
TpL0 andTpL1 are real lines through the origin. Let the angle fromTpL0 to TpL1 be
ν0 ∈ (0, π). Then the eigenfunctions and eigenvalues of the linearized operator have the
form

v(t)= c0ei(ν0−kπ)t , λ= kπ − ν0,

where c0 ∈ TpL0 ⊂ C, c0eiν0 ∈ TpL1, and k ∈ Z. Every suchv is an eigenfunction,
however, only positive integersk can occur in a limiting eigenfunction. We reformulate
Theorem B in this case.
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THEOREM C. –Let u :S → C be a holomorphic map which satisfiesu(∂0S) ⊂ L0,
u(∂1S)⊂ L1, and

lim
s→∞u(s, t)= lim

s→∞ ∂su(s, t)= 0

uniformly in t . Then there exist a unique nonzero complex numberc0, a unique positive
real numberν, and aδ > 0 such that

u(s + it)= c0e−ν(s+it )+O
(
e−(ν+δ)s

)
. (1)

These numbers satisfyc0 ∈ T0L0, c0eiν0 ∈ T0L1, 0< ν0 < π , andν = kπ − ν0 for some
positive integerk.

As a warmup we give a direct proof of this result in the (very special) case where
L0 = R and L1 = eiν0R are straight lines. The boundary conditions assert that the
function

v(s, t) := e−ν0(s+it )u(s, t)

extends to a holomorphic function fromC+ := [0,∞) + iR→ C, still denoted byv,
such that

v(z+ 2i)= v(z), v(z̄)= v̄(z).

Since v has period 2i there exists a holomorphic functionw :D \ {0} → C, where
D := {ζ ∈C | |ζ |� 1}, such that

v(z)=w
(
e−πz

)
for z ∈ C

+. Sinceu is bounded it follows that

|w(ζ )|� C|ζ |−ν0/π

for all ζ ∈D \ {0} and some constantC > 0. By the removable singularity theorem,w

extends to a holomorphic function onD. Hence there exist a unique nonzero complex
numberc0 and a unique integerk > 0 such that

w(ζ )= c0ζ
k +O

(|ζ |k+1).
Henceu(s, t)= eν0(s+it )w(e−π(s+it )) satisfies (1) with these constantsc0, ν0, k, and with
δ = π .

The proof in the case of general transverse smooth curvesL0 and L1 in C is
considerably harder. It is marginally easier than the general case handled by Theorem B
because a Riemann surface is Kähler. In the Kähler case withJ independent oft
Appendix A can be simplified as indicated in Remark B.2.

2. The linearized Cauchy–Riemann operator

Because the stripS carries a prefered vector field∂/∂s, the usual Cauchy–Riemann
equations (see [14]) take the special form (CR). Thus the left hand side of (CR) can
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be viewed as a section of the pullback bundleu∗TM → S. The Cauchy–Riemann
operator (i.e. the map which sendsu to the left hand side of (CR)) is thus a section
of the vector bundleC∞(S, TM)→ C∞(S,M); the solutions of (CR) are the zeros of
this section. Denote

B := {u ∈C∞(S,M) | u satisfies(BC)
}

and

E := {ξ ∈C∞(S, TM) | π ◦ ξ ∈ B
}
,

whereπ :TM → M is the projection. ThusE is a vector bundle overB with fibre1

Eu := C∞(u∗TM). The tangent spaceTuB is the set of vector fieldsξ ∈ C∞(u∗TM)

that satisfy

ξ(s,0) ∈ Tu(s,0)L0, ξ(s,1) ∈ Tu(s,1)L1. (2)

It is a general principle that the derivative of a section of a vector bundle at a zerou of
that section gives a well defined linear map from the tangent space to the base atu to
the fiber overu. In the case at hand this derivative is thelinearized Cauchy–Riemann
operator Du :TuB→ Eu, given by

Duξ =∇sξ + (∇ξJt (u)
)
∂tu+ Jt (u)∇t ξ . (3)

Becauseu satisfies (CR), this operator is independent of the choice of the connection.
Becauseu satisfies (BC) we have∂su ∈ TuB andDu∂su = 0. In the following lemma
the reader is cautioned to distinquish between the valueJ |t=0 of J whent = 0 and the
standard complex structureJ0 on R

2n = C
n. We denote byω0 the standard symplectic

form onR
2n.

LEMMA 2.1. – There is a neighborhoodU of p in M and a local trivialization

[0,1] ×U ×R
2n→ TM : (t, q, v) �→*t(q)v ∈ TqM

such that for(t, q) ∈ [0,1] ×U we have
(i) Jt (q)*t(q)=*t(q)J0;
(ii) *t(q)(R

n × {0})= TqLt for t = 0,1;
(iii) ωp(*t(p)v,*t(p)w)= ω0(v,w) for v,w ∈R

2n.

Proof. –Choose a smooth path{+t}0�t�1 of Lagrangian subspaces of(TpM,ωp) such
that

+0= TpL0, +1= TpL1.

Now choose smooth functionsei : [0,1] → TpM, i = 1, . . . , n, such that, for every
t ∈ [0,1], the vectorse1(t), . . . , en(t) form an orthonormal basis of+t with respect to
the inner productωp(·, Jt (p)·). Define

ei+n(t) := Jt(p)ei(t)

1 For a vector bundleE→ B we denote byC∞(E) the space of sections.
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for i = 1, . . . , n andt ∈ [0,1]. Then the linear map*(t) :R2n→ TpM defined by

*(t)v :=
2n∑
i=1

viei(t)

for v = (v1, . . . , v2n) ∈ R
2n identifies R

n × {0} with +t , J0 with Jt(p), and ω0

with ωp. Now choose trivializations ofT L0 and T L1 near p that agree with the
given isomorphismsRn → +t for t = 0 and t = 1, respectively. Next extend these
to trivializations of TL0M and TL1M that identify J0 and J1, respectively, with the
standard complex structure onR2n and agree with*(t) for t = 0,1. Finally extend the
trivializations ofTL0M andTL1M to a smooth family{*t}0�t�1 of trivialization ofTM

over a neighbourhood ofp such that*t identifiesJt with the standard complex structure
on R

2n and agrees with*(t) atp. ✷
Assume part II of Theorem A and letU ⊂M be as in Lemma 2.1. Fixu ∈ S and

assume without loss of generality thatu(s, t) ∈ U for all s and t . Define the function
S : [0,∞)× [0,1] →R

2n×2n by the condition that

*t(u)(∂sξ + J0∂tξ + Sξ)=Du

(
*t(u)ξ

)
(4)

holds for every smooth functionξ : [0,∞)×[0,1] →R
2n. Here the right hand side of (4)

is defined by substituting*t(u)ξ for ξ in (3). DefineS∞ : [0,1] →R
2n×2n by

*t(p)S∞(t) := Jt (p)∂t*t (p). (5)

LEMMA 2.2. – In this notation the following holds. The matrixS∞(t) is symmetric
for everyt and there exists a constantc > 0 such that

‖S(s, t)− S∞(t)‖� c
(|∂su(s, t)| + d(u(s, t),p)

)
(6)

for everys � 0 and everyt ∈ [0,1]. Moreover, ifu satisfies a uniformCk-bound for some
integerk � 1, then there exists a constantck > 0 such that

‖S − S∞‖Ck([s,∞)×[0,1]) � c
(‖∂su‖Ck([s,∞)×[0,1])+ sup

s ′�s,0�t�1
d
(
u(s′, t),p

))
(7)

for everys � 0.

Proof. –By (i) and (iii) in Lemma 2.1, we have

ω0
(
v, J0S∞(t)w

)=ωp

(
*t(p)v,*t(p)J0S∞(t)w

)
=ωp

(
*t(p)v, Jt(p)*t(p)S∞(t)w

)
=−ωp

(
*t(p)v, ∂t*t(p)w

)
=ωp

(
∂t*t(p)v,*t(p)w

)
=−ωp

(
Jt(p)*t(p)S∞(t)v,*t (p)w

)
=ωp

(
*t(p)S∞(t)v, Jt (p)*t(p)w

)



J.W. ROBBIN, D.A. SALAMON / Ann. I. H. Poincaré – AN 18 (2001) 573–612 581

=ωp

(
*t(p)S∞(t)v,*t (p)J0w

)
=ω0

(
S∞(t)v, J0w

)
for v,w ∈ R

2n. HenceS∞(t) is a symmetric matrix for everyt . Inequality (6) follows
from the identity

*t(u)Sv =∇s(*t(u)v
)+ Jt(u)∇t(*t(u)v

)+ (∇*t (u)vJt (u)
)
∂tu.

Fork � 1 estimate (7) follows by differentiating this identity. In particular,

*t(u)(∂sS)v=∇s(*t(u)Sv
)− (∇s*t (u)

)
Sv

=∇s∇s(*t(u)v
)+∇s(Jt (u)∇t (*t(u)v)

)
+∇s((∇*t (u)vJt (u)

)
∂tu
)− (∇s*t (u)

)
Sv.

Since∇s∂tu=∇s(J ∂su)= (∇sJ )∂su+ J∇s∂su, this implies (7) fork = 1. ✷
Consider the Hilbert spaces

H := L2([0,1],R2n)
and

V := {ξ ∈W 1,2([0,1],R2n) | ξ(0), ξ(1) ∈R
n× {0}}.

Let A(s) :V →H andA∞ :V →H be defined by

A(s) := J0∂t + 1

2

(
S(s, t)+ S(s, t)T

)
, A∞ := J0∂t + S∞, (8)

These operators are self-adjoint, as unbounded linear operators onH . DefineB(s) :H →
H by

B(s) := 1

2

(
S(s, t)− S(s, t)T

)
. (9)

LEMMA 2.3. – Continue to assume(II) in Theorem A and use the notation introduced
in Eqs. (4), (5), (8), and (9). ThenA(s) − A∞, Ȧ(s) and B(s) are bounded linear
operators onH , A∞ :V →H is bijective, and there exists a constantc > 0 such that,
for everys � 0,

‖A(s)−A∞‖L(H) +‖B(s)‖L(H) � c sup
0�t�1

(|∂su(s, t)| + d(u(s, t),p)
)
, (10)

‖Ȧ(s)‖L(H) � c sup
0�t�1

(|∇s∂su(s, t)| + |∂su(s, t)| + d(u(s, t),p)
)
. (11)

Proof. –Inequalities (10) and (11) follow immediately from Lemma 2.2. We prove
that A∞ is injective. Let ξ ∈ V such thatA∞ξ = 0. Then the function[0,1] →
TpM : t �→*t(p)ξ(t) satisfies

*0(p)ξ(0) ∈ TpL0, *1(p)ξ(1) ∈ TpL1
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and

∂t
(
*t(p)ξ(t)

)=*t(p)∂tξ(t)− Jt(p)*t(p)S∞(t)ξ(t)

=*t(p)
(
∂tξ(t)− J0S∞(t)ξ(t)

)
= 0.

SinceL0 andL1 intersect transversally atp it follows thatξ = 0 as claimed.
We prove thatA∞ is surjective. Let0∞ : [0,1] × [0,1] → Sp(2n) be the fundamental

solution of the operatorJ0∂t + S∞, i.e.

J0∂t0∞(t, t ′)+ S∞(t)0∞(t, t ′)= 0, 0∞(t, t)= 1.

Denote+0 :=R
n× {0}. SinceA∞ is injective the map

+0×+0→R
2n : (ξ0, ξ1) �→ ξ1−0∞(1,0)ξ0

is bijective. Givenη ∈H define(ξ0, ξ1) ∈+0×+0 by

ξ1−0∞(1,0)ξ0 := −
1∫

0

J00∞(1, t ′)η(t ′) dt ′.

Defineξ : [0,1] →R
2n by

ξ(t) :=0∞(t,0)ξ0−
t∫

0

J00∞(t, t ′)η(t ′) dt ′.

Thenξ ∈ V andA∞ξ = η. ✷
3. Operators on Hilbert spaces

Let V andH be separable Hilbert spaces such that

V ⊂H.

Suppose thatV is a dense subset ofH and that the inclusionV ↪→H is a compact linear
operator. Assume without loss of generality that

‖ξ‖H � ‖ξ‖V
for everyξ ∈ V . Throughout we denote by〈·, ·〉 the inner product onH and by

‖ · ‖ = ‖ · ‖H
the norm onH . (We never use the inner product or the norm onV .) LetL(V ,H) denote
the space of bounded linear operators fromV to H and L(H) denote the space of
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bounded linear operators fromH to itself. Throughout this section letA∞ ∈ L(V ,H),
let [0,∞) → L(V ,H) : s �→ A(s) be a continuously differentiable function, and let
[0,∞) → L(H) : s �→ B(s) be a continuous function. We shall denote byȦ(s) the
derivative ofA(s) with respect tos. We impose the following conditions.

(a) A(s) is symmetric for everys, i.e.

〈A(s)ξ, η〉 = 〈ξ,A(s)η〉

for ξ, η ∈ V . Moreover, the operatorsA(s) − A∞ and Ȧ(s) extend to bounded
linear operators onH , A∞ :V →H is bijective, and

lim
s→∞‖A(s)−A∞‖= lim

s→∞‖Ȧ(s)‖ = 0,

where‖ · ‖ denotes the operator norm onL(H).
(b) B(s) is skew-symmetric for everys, i.e.

〈ξ,B(s)η〉 = −〈B(s)ξ, η〉

for ξ, η ∈H , and

lim
s→∞‖B(s)‖ = 0.

LEMMA 3.1. – Assume(a) and (b) and letξ : [0,∞)→ H and η : [0,∞)→ H be
continuously differentiable functions. Supposeξ(s) ∈ V and

ξ̇ (s)+A(s)ξ(s)+B(s)ξ(s)= η(s) (12)

for everys � 0. Suppose further that there exist positive constantsC andε such that

‖η(s)‖ + ‖η̇(s)‖� Ce−εs (13)

for everys � 0. Then there exist positive constantsc andδ such that

‖ξ(s)‖� ce−δs

for everys � 0.

Proof. –We suppress the arguments whenever convenient. Consider the function

α(s) := 1

2
‖ξ(s)‖2.

SinceB(s) is skew-symmetric it follows that

α̇ = 〈ξ, ξ̇〉 = 〈ξ, η−Aξ 〉,

and hence
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α̈= 〈ξ̇ , η− 2Aξ 〉 + 〈ξ, η̇− Ȧξ 〉
= 2‖Aξ‖2+ ‖η‖2− 〈Aξ,3η〉 − 〈Bξ,η〉 + 〈2Bξ,Aξ 〉 + 〈ξ, η̇− Ȧξ 〉
� ‖Aξ‖2− 5

2
‖Bξ‖2− 4‖η‖2+ 〈ξ, η̇− Ȧξ 〉

� ‖Aξ‖2−
(

5

2
‖B‖2+‖Ȧ‖

)
‖ξ‖2− 4‖η‖2+ 〈ξ, η̇〉. (14)

Here‖B‖ and‖Ȧ‖ are understood as the operator norms onL(H). By (a), there exists a
constantδ ∈ (0, ε) such thatδ � 1/2 and

‖A∞v‖� 3δ‖v‖

for everyv ∈ V . By (a) and (b), there exists a constants0 > 0 such that

5

2
‖B(s)‖2+‖Ȧ(s)‖� δ2, ‖A(s)−A∞‖� δ

for everys � s0. Hence

‖A(s)v‖� ‖A∞v‖ − ‖(A(s)−A∞)v‖� 2δ‖v‖

for s � s0 andv ∈ V . Hence, by (14) and (13), we have

α̈(s)� ‖A(s)ξ(s)‖2− δ2‖ξ(s)‖2− 4‖η(s)‖2− 〈ξ(s), η̇(s)〉
� 3δ2‖ξ(s)‖2− 4‖η(s)‖2− 〈ξ(s), η̇(s)〉
� 2δ2‖ξ(s)‖2− 4‖η(s)‖2− 1

δ2
‖η̇(s)‖2

� 2δ2‖ξ(s)‖2− 1

δ2

(‖η(s)‖2+‖η̇(s)‖2)
� 2δ2‖ξ(s)‖2− C2

δ2
e−2εs

= (2δ)2α(s)− c0e−2εs

for s � s0, wherec0 :=C2/δ2. Consider the function

β(s) := α(s)+ c0e−2εs

(2ε)2− (2δ)2
.

This function satisfies

β̈(s)= α̈(s)+ c0(2ε)2e−2εs

(2ε)2− (2δ)2

� (2δ)2α(s)+ c0(2ε)2e−2εs

(2ε)2− (2δ)2
− c0e−2εs

= (2δ)2β(s) (15)
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for s � s0. We prove that

β̇(s)+ 2δβ(s) � 0 (16)

for everys � s0. Suppose, otherwise, thatβ̇(s1)+ 2δβ(s1) > 0 for somes1 � s0. Then,
by (15),

β̇(s)+ 2δβ(s) � e2δsc1

for everys � s1 and some positive constantc1. This implies

d

ds
e2δsβ(s) � e4δsc1

for s � s1. Integrating this inequality givesβ(s) � e2δsc2− c3 for everys � s1 and some
positive constantsc2 andc3. This contradicts our assumption that‖ξ(s)‖ does not diverge
to∞ ass tends to infinity. Thus we have proved (16). Write this inequality in the form

d

ds
e2δsβ(s) � 0.

With c4 := eδs0
√

2β(s0) it follows that

‖ξ(s)‖�
√

2α(s) �
√

2β(s) � c4e−δs

for s � s0. This proves the lemma.✷
Remark3.2. – Assume the situation of Lemma 3.1 withη = 0 andC = 0. Then

inequality (16) has the form

〈ξ(s),A(s)ξ(s)〉 � δ‖ξ(s)‖2 (17)

for s � s0.

The next lemma is a simplified form of a theorem by Agmon and Nirenberg [2]. They
used this technique to establish unique continuation for solutions of elliptic and parabolic
partial differential equations.

LEMMA 3.3 (Agmon–Nirenberg). –Assume thatA, B, andξ satisfy the hypotheses
of Lemma3.1 with η = 0 and thatξ is nonconstant. Thenξ(s) �= 0 for everys � 0 and
the functions

v(s) := ξ(s)

‖ξ(s)‖ , λ(s) := 〈v(s),A(s)v(s)〉 (18)

satisfy

λ̇(s) � ‖B(s)‖2+ ‖Ȧ(s)‖ − ‖A(s)v(s)− λ(s)v(s)‖2. (19)

Moreover, if

N := λ(0)+
∞∫

0

(‖B(s)‖2+‖Ȧ(s)‖) ds <∞
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then

‖ξ(s)‖� e−Ns‖ξ(0)‖
for everys � 0.

Proof. –The formula (18) defines functionsv :6→ V andλ :6→R, where

6 := {s � 0 | ξ(s) �= 0}.

In the following we suppress the arguments. The derivative ofv is given by

v̇ = (λ−A)v −Bv.

Hence

λ̇= 2〈v̇,Av〉 + 〈v, Ȧv〉
= 2〈λv −Av −Bv,Av〉 + 〈v, Ȧv〉
=−2‖λv−Av‖2+ 2〈Bv,λv−Av〉 + 〈v, Ȧv〉
� ‖B‖2+‖Ȧ‖ − ‖λv −Av‖2.

Thus we have proved (19) fors ∈6.
Next we prove that6 = [0,∞). Following [2] we consider the functionγ :6→ R

given by

γ (s) := log‖ξ(s)‖.
Its derivative isγ̇ =−λ and hence, by (19),

γ̈ (s) �−‖B(s)‖2− ‖Ȧ(s)‖. (20)

Sinceξ is nonconstant,6 �= ∅. Let s1 ∈ 6, suppose by contradiction that6 �= [0,∞),
and choose a real numbers2 � 0 such thats2 /∈ 6. Choosec > 0 such that‖B(s)‖2 +
‖Ȧ(s)‖� c for everys in the interval betweens1 ands2. Assume first thats2 > s1. Then
s2 may be chosen such that[s1, s2)⊂6. By (20), we have

γ̇ (s)= γ̇ (s1)+
s∫

s1

γ̈ � γ̇ (s1)− c(s2− s1)=: −c′

and henceγ (s)= γ (s1)+ ∫ s

s1
γ̇ � γ (s1)− c′(s2− s1) for s1 � s < s2. This implies that

‖ξ(s)‖ = eγ (s) does not converge to zero ass tends tos2. Hences2 ∈6 in contradiction
to our assumption. Now supposes2 < s1. Thens2 may be chosen such that(s2, s1] ⊂6.
By (20), we have

γ̇ (s)= γ̇ (s1)−
s1∫
s

γ̈ � γ̇ (s1)+ c(s1− s2)=: c′′
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and henceγ (s)= γ (s1)− ∫ s1
s γ̇ � γ (s1)− c′′(s1− s2) for s2 < s � s1. It follows again

that ‖ξ(s)‖ = eγ (s) does not converge to zero ass tends tos2 and sos2 ∈ 6. Thus we
have proved that6= [0,∞). Now suppose that

N =−γ̇ (0)+
∞∫

0

(‖B(s)‖2+ ‖Ȧ(s)‖)ds <∞.

Then, by (20),

γ̇ (s)= γ̇ (0)+
s∫

0

γ̈ (σ ) dσ �−N

and henceγ (s) � γ (0)−Ns for everys � 0. This implies

‖ξ(s)‖ = eγ (s) � eγ (0)e−Ns = e−Ns‖ξ(0)‖
for everys � 0. ✷

LEMMA 3.4. – Assume thatA, B, ξ , v, λ satisfy the hypotheses of Lemma3.3, letδ
be the constant of Lemma3.1, andN be the constant of Lemma3.3. Assume further that

∞∫
0

(‖A(s)−A∞‖+ ‖B(s)‖) ds <∞.

Then the limits

λ∞ = lim
s→∞λ(s), v∞ = lim

s→∞v(s)

exist(the latter convergence is inH ), δ � λ∞ � N , v∞ ∈ V , and

A∞v∞ = λ∞v∞.

Proof. –Consider the function

µ(s) := λ(s)+
∞∫
s

(‖B‖2+ ‖Ȧ‖). (21)

By (17), we have

µ(0)=N, µ(s) � λ(s) � δ for s � s0.

Sinceµ̇(s)= λ̇(s)− ‖B(s)‖2−‖Ȧ(s)‖ it follows from (19) that

µ̇(s)+ ‖A(s)v(s)− λ(s)v(s)‖2 � 0 (22)

for everys � 0. Henceµ(s) converges to a positive real number

λ∞ := lim
s→∞µ(s)= lim

s→∞λ(s). (23)
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Sinceµ(0)=N andµ(s) � δ for everys � s0 we have

δ � λ∞ � N.

We prove thatλ∞ is an eigenvalue ofA∞. Suppose, otherwise, that the operator
A∞ − λ∞ :V → H is injective. The inclusionV ↪→ H is a compact operator andA∞
is bijective, and soA∞ − λ∞ is a Fredholm operator of index zero. HenceA∞ − λ∞ is
bijective and hence, by the open mapping theorem, there exists a constantc > 0 such
that, for everyη ∈ V ,

‖η‖� 3c‖A∞η− λ∞η‖.
Chooses∞ � 0 such that

‖A(s)−A∞‖� c, |λ(s)− λ∞|� c

for s � s∞. Then

1� c‖A(s)v(s)− λ(s)v(s)‖
and, by (22),µ̇(s) �−1/c2 for s � s∞. This contradicts the existence of the limit (23).
Thus we have proved thatλ∞ is an eigenvalue ofA∞. Next we prove that

lim
s→∞σ (s)= 0, σ (s) := ∥∥v(s)− λ∞A∞−1v(s)

∥∥2
. (24)

Since〈v, v̇〉 = 0, the functionσ has a bounded derivative

σ̇ = 2λ∞
〈
λ∞A∞−1v− 2v,A∞−1v̇

〉
.

Now suppose, by contradiction, thatσ (s) does not converge to zero. Then there exists
a sequencesν →∞ and a constantε > 0 such thatσ (sν) > 3ε. Since|σ̇ | is uniformly
bounded, say by some constantc > 0, we have

sν − ε/c � s � sν + ε/c ⇒ σ (s) � 2ε.

Hence

‖A∞v(s)− λ∞v(s)‖2 � 2ε/
∥∥A∞−1∥∥2

for s ∈ [sν − ε/c, sν + ε/c]. Since‖A(s) − A∞‖ and |λ(s)− λ∞| converge to zero as
s→∞, it follows that

‖A(s)v(s)− λ(s)v(s)‖2 � ε/
∥∥A∞−1∥∥2

for s ∈ [sν − ε/c, sν + ε/c] andν sufficiently large. Hence it follows from (22) thatµ(s)

diverges to−∞ ass→∞. This contradicts (23). Thus we have proved (24). Let

E := ker(A∞ − λ∞)
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and denote byP :H →E the orthogonal projection. Then there exists a constantc > 0
such that, for everyη ∈H ,

‖η− Pη‖� c
∥∥η− λ∞A∞−1η

∥∥.
Hence, by (24),

lim
s→∞‖v(s)− Pv(s)‖ = 0, lim

s→∞‖Pv(s)‖ = lim
s→∞〈v(s),P v(s)〉 = 1. (25)

Now

P ξ̇(s)=−λ∞Pξ(s)+ f (s), f (s) := P
(
A∞ −A(s)−B(s)

)
ξ(s). (26)

By (25), there exists a constants1 > 0 such that‖ξ(s)‖� 2‖Pξ(s)‖ for s � s1 and hence

‖f (s)‖� 2
(‖A∞ −A(s)‖ + ‖B(s)‖)‖Pξ(s)‖ (27)

for s � s1. Consider the function

w(s) := Pξ(s)

‖Pξ(s)‖ =
Pv(s)

‖Pv(s)‖ .

By (26), its derivative is

ẇ= P ξ̇

‖Pξ‖ −
〈

P ξ̇

‖Pξ‖ ,w
〉
w = f

‖Pξ‖ −
〈

f

‖Pξ‖ ,w
〉
w.

By (27), the derivativeẇ is integrable. Hencew(s) converges to an elementv∞ ∈ E of
norm one. Hence, by (25),

v∞ = lim
s→∞w(s)= lim

s→∞Pv(s)= lim
s→∞v(s).

This proves the lemma.✷
LEMMA 3.5. – Assume the situation of Lemma3.4and suppose that

∞∫
0

∞∫
s

(‖B(σ )‖2+ ‖Ȧ(σ )‖)dσ ds <∞.

Thenλ− λ∞ is integrable,

lim
s→∞eλ∞s‖ξ(s)‖ = c∞ := e

∫ ∞
0

(λ∞−λ)‖ξ(0)‖, (28)

and ∥∥ξ(s)− e−λ∞sc∞v∞
∥∥= o

(
e−λ∞s

)
(29)

ass tends to∞.
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Proof. –Consider the function

ρ(s) := 1

2
‖v(s)−Pv(s)‖2.

Its derivative is

ρ̇ = 〈v −Pv, v̇〉
= 〈v −Pv,λv−Av −Bv〉
= 〈−Pv,λv−Av −Bv〉
= (λ∞ − λ)〈Pv, v〉 + 〈Pv,Av −A∞v+Bv〉
� ‖A−A∞‖+ ‖B‖ − (λ− λ∞)〈Pv, v〉
� g− f 〈v,Pv〉,

where

f := µ− λ∞,

µ is given by (21), and

g(s) := ‖A(s)−A∞‖+ ‖B(s)‖ +
∞∫
s

(‖B‖2+‖Ȧ‖). (30)

By (25), there exists a positive real numbers2 such that〈v(s),P v(s)〉 � 1/2 for every
s � s2. Moreover, sinceµ is decreasing with limitλ∞, it follows that f is positive.
Hence, fors′ � s � s2,

s ′∫
s

f � 2

s ′∫
s

f 〈v,Pv〉� 2

s ′∫
s

(g − ρ̇) � 2

(
ρ(s)+

∞∫
s

g

)
. (31)

Sinceg is integrable it follows thatf is integrable. By assumption and (21),µ− λ is
integrable, and hence so isλ∞ − λ = µ − λ − f . Next we observe that the function
c(s) := eλ∞s‖ξ(s)‖ satisfies the differential equation

ċ(s)= λ∞c(s)− eλ∞s 〈ξ(s),A(s)ξ(s)〉
‖ξ(s)‖ = (λ∞ − λ(s)

)
c(s).

Hence

c(s)= eλ∞s‖ξ(s)‖ = e
∫ s

0
(λ∞−λ)‖ξ(0)‖ (32)

and hencec(s) converges toc∞ ass tends to∞. This proves (28). To prove (29) note
that

lim
s→∞eλ∞sξ(s)= lim

s→∞c(s)v(s)= c∞v∞,

where the convergence is inH . ✷
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LEMMA 3.6. – Assume the situation of Lemma3.5 and suppose that there exist
positive constantsC andε such that

‖A(s)−A∞‖+ ‖B(s)‖ + ‖Ȧ(s)‖ + ‖Ḃ(s)‖� Ce−εs. (33)

Then there exist positive constantsc andδ such that∥∥ξ(s)− e−λ∞sc∞v∞
∥∥� ce−(λ∞+δ)s.

Proof. –Since A∞ − λ∞ :V → H is a Fredholm operator its kernelE is finite
dimensional. Think ofE as a subspace ofH and denote its orthogonal complement
by

H1 :=E⊥, V1 := V ∩H1.

As above, letP :H → E denote the orthogonal projection and consider the operators
A1(s) :V1→H1 andB1(s) :H1→H1 defined by

A1(s) := (1− P)A(s)(1−P)− λ∞, B1(s) := (1− P)B(s)(1− P).

Defineξ1 : [0,∞)→ V1 andη1 : [0,∞)→H1 by

ξ1(s) := eλ∞s(1− P)ξ(s),

and

η1(s) := eλ∞s(1−P)
(
A(s)+B(s)

)
Pξ(s).

Thenξ1 andη1 are continuously differentiable as functions from[0,∞) to H1 and

ξ̇1+A1ξ1+B1ξ1+ η1= 0.

The derivative ofη1 is

η̇1(s)= eλ∞s(1−P)
(
Ȧ(s)+ Ḃ(s)

)
Pξ(s)

− eλ∞s(1−P)
(
A(s)+B(s)

)
P
(
A(s)− λ∞ +B(s)

)
ξ(s)

= eλ∞s(1−P)
(
Ȧ(s)+ Ḃ(s)

)
Pξ(s)

− eλ∞s(1−P)
(
A(s)−A∞ +B(s)

)
P
(
A(s)−A∞ +B(s)

)
ξ(s).

Hence, by (28) and (33), there is a constantC ′ > 0 such that, for everys � 0,

‖η1(s)‖ + ‖η̇1(s)‖� C ′e−εs .

Henceξ1 andη1 satisfy the hypotheses of Lemma 3.1. Hence there exist constantsc > 0
andδ ∈ (0, ε) such that, for everys � 0,

‖v(s)−Pv(s)‖ = ‖ξ1(s)‖
eλ∞s‖ξ(s)‖ � ce−δs . (34)
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Moreover, it follows from (27) and (33) that there exist positive constantsc′ ands′ such
that, for everys � s′,

∥∥∥∥ Pξ(s)

‖Pξ(s)‖ − v∞
∥∥∥∥= ‖w(s)− v∞‖�

∞∫
s

‖ẇ‖� c′e−εs .

Hence

‖v(s)− v∞‖� ‖v(s)−Pv(s)‖ +
∥∥∥∥Pv(s)− Pv(s)

‖Pv(s)‖
∥∥∥∥+ ∥∥∥∥ Pv(s)

‖Pv(s)‖ − v∞
∥∥∥∥

=‖v(s)−Pv(s)‖ + 1−‖Pv(s)‖ +
∥∥∥∥ Pξ(s)

‖Pξ(s)‖ − v∞
∥∥∥∥

� 2‖v(s)− Pv(s)‖ +
∥∥∥∥ Pξ(s)

‖Pξ(s)‖ − v∞
∥∥∥∥

� (2c+ c′)e−δs

for everys � s′. Now letg : [0,∞)→[0,∞) be given by (30). Then, by (33), there is a
constantc′′ > 0 such that, for everys � 0,

∞∫
s

g(s) ds � c′′e−εs.

By (31) and (34), there is a constantc′′′ > 0 such that, for everys � 0,

∞∫
s

(µ− λ∞)=
∞∫
s

f � ‖v(s)− Pv(s)‖2+ 2

∞∫
s

g � c′′′e−δs.

By (21) and (33), there is a constantc′′′′ > 0 such that, for everys � 0,

∞∫
s

|λ− λ∞|�
∞∫
s

|λ−µ| +
∞∫
s

|µ− λ∞|� c′′′′e−δs .

By (32), c(s) = eλ∞s‖ξ(s)‖ converges exponentially toc∞ and hence the function
eλ∞sξ(s)= c(s)v(s) converges exponentially toc∞v∞. ✷

4. Proofs of Theorems A and B

Proof of Theorem A. – It is immediate that (III) implies (I); in fact, ifu satisfies (III)
then

E(u) � c

ε
.
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We prove that (I) implies (II). Assume, by contradiction, that there exist sequences
sν →∞ andtν ∈ [0,1] and a constantδ > 0 such that

|∂su(sν, tν)|� δ (35)

for everyν. Consider the sequence

uν(s, t) := u(sν + s, t).

By (I) and Lemma B.3, there exist constantss0 > 0 andc1 > 0 such that, for everys ∈R

and everyt ∈ [0,1],
s � s0 ⇒ |∂su(s, t)|� c1.

Hence, by Lemma C.3, there exist constantsν0 > 0 andc2 > 0 such that

ν � ν0 ⇒‖uν‖C2([−1,1]×[0,1]) � c2.

By the Arzéla–Ascoli theorem,uν has aC1-convergent subsequence, still denoted by
uν . SinceE(u)= 0, the limit function is independent of thes-variable. Hence

lim
ν→∞‖∂suν‖C0([−1,1]×[0,1])= 0.

This contradicts (35). Thus we have proved that the second limit in (II) exists. Since
∂su + Jt(u)∂tu = 0 it follows that ∂tu converges to zero uniformly. Hence the length
function s �→ ∫ 1

0 |∂tu(s, t)|dt converges to zero. Hence it follows from the boundary
condition thatu(s, t) converges to an intersection point ofL0 andL1 ass tends to∞.
This proves (II).

Before proving (II) implies (III) we first prove that (II) implies

lim
s→∞‖∂su‖Ck([s,∞)×[0,1])= 0 (36)

for everyk. If (II) holds then sups,t |∂su(s, t)|<∞. Hence, by Lemma C.3 and the fact
thatJ is independent ofs, it follows that, for everyk,

‖∂su‖Ck([0,∞)×[0,1]) <∞.

Now suppose, by contradiction, that there exist aδ > 0, an integerk � 0, and a sequence
sν →∞ such that

‖∂su‖Ck([sν−1,sν+1]×[0,1]) � δ.

Since∂su satisfies a uniformCk+1-bound, it follows that the sequence

ξν(s, t) := ∂su(s + sν, t)

has aCk-convergent subsequence. Since∂su converges to zero in the sup-norm the limit
is zero. Hence the subsequence ofξν converges to zero in theCk-norm, a contradiction.
Thus we have proved (36).
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We prove that (II) implies (III). If (II) holds we may assume, without loss of generality,
thatu(s, t) ∈U for everys � 0 and everyt ∈ [0,1], whereU ⊂M is the neighbourhood
of p introduced in Lemma 2.1. Forq ∈ U and t ∈ [0,1] let *t(q) :R2n→ TqM be the
trivialization of Lemma 2.1 and, fors � 0 and 0� t � 1, defineξ(s, t) ∈R

2n by

ξ(s, t) :=*t

(
u(s, t)

)−1
∂su(s, t). (37)

SinceDu∂su= 0, it follows from (4) that

∂sξ + J0∂t ξ + Sξ = 0. (38)

Define ξ : [0,∞)→ V by ξ(s)(t) := ξ(s, t). This function is smooth and, by (38), it
satisfies

ξ̇ (s)+A(s)ξ(s)+B(s)ξ(s)= 0, (39)

whereA(s) andB(s) are defined by (8) and (9). By (36) and Lemma 2.3,A(s) andB(s)

satisfy the hypotheses of Lemma 3.1. Hence there exist positive constantsc0 andε such
that, for everys � 0,

1∫
0

|ξ(s, t)|2dt � c0e−2εs. (40)

Now consider Eq. (38). By Lemma C.1, there exist, for each integerk � 0, constantsck
andc′k such that, for everys � 1,

‖ξ‖Wk,2([s,∞)×[0,1]) � ck
(‖Sξ‖Wk−1,2([s−1,∞)×[0,1])+ ‖ξ‖Wk−1,2([s−1,∞)×[0,1])

)
� c′k‖ξ‖Wk−1,2([s−1,∞)×[0,1]).

Here the last inequality uses the fact that, by (36) and Lemma 2.2, the functionS satisfies
a uniformCk−1-bound. Hence, by induction,

‖ξ‖Wk,2([s,∞)×[0,1]) � c′′k‖ξ‖L2([s−k,∞)×[0,1]) � c′′k

√
c0

2ε
e−ε(s−k)

for s � s0+k. The last inequality follows from (40). Combining this with (36) we obtain
that∂su=*t(u)ξ converges to zero exponentially in theC∞ topology, as required. ✷

Proof of Theorem B. – Let u ∈ S be nonconstant and continue the notation of the
proof of Theorem A. In particular,ξ(s, t) ∈ R

2n is defined by (37) and satisfies (38),
(39), and (40). By (III) in Theorem A and Lemma 2.3, the operatorsA(s) andB(s)

satisfy the hypotheses of Lemma 3.6. Hence there exist an eigenvalueλ∞ > 0, a nonzero
eigenfunctionv∞ ∈ ker(A∞ − λ∞), and constantsc > 0 and δ∈ (0, ε) such that, for
everys � 0,

1∫
0

∣∣eλ∞sξ(s, t)− v∞(t)
∣∣2dt � ce−2δs . (41)
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Abbreviate

ζ(s, t) := eλ∞sξ(s, t)− v∞(t). (42)

We prove by induction that, for every integerk � 0, there exists a constantck > 0 such
that, for everys � 0,

‖ζ‖Wk,2([s,∞)×[0,1]) � cke
−δs. (43)

For k = 0 this follows from (41). Assume, by induction, that (43) has been established
for some integerk � 0. Note thatζ satisfies the partial differential equation

∂sζ + J0∂tζ = η,

where

η(s, t) := eλ∞s
(
S∞(t)− S(s, t)

)
ξ(s, t)− (S∞(t)− λ∞

)
ζ(s, t),

and the boundary condition

ζ(s,0), ζ(s,1) ∈ R
n× {0}.

By (III) in Theorem A and (7) in Lemma 2.2, there exists a constantc′k > 0 such that

‖S − S∞‖Ck([s,∞)×[0,1]) � c′ke
−δs

for everys � 0. Hence it follows from the induction hypothesis that

‖η‖Wk,2([s,∞)×[0,1]) � c′′ke−δs

for everys � 0 and some constantc′′k . Hence it follows from Lemma C.1 that (43) holds
with k replaced byk + 1.

With (43) established, it follows from the Sobolev embedding theorem that eλ∞sξ(s, t)

converges uniformly and exponentially with all derivatives tov∞(t) as s tends to∞.
Consider the functionu in t-dependent local coordinatesϕt :U →R

2n nearp such that

ϕt (p)= 0, dϕt (p)=*t(p)
−1.

Then the matrix function0t :U →R
2n×2n, defined by

0t(q) := dϕt (q)*t(q),

satisfies0t(p)= 1. Moreover,∂s(ϕt ◦ u)=0t(u)ξ and hence, by (42),

∂sϕt

(
u(s, t)

)= e−λ∞sv∞(t)+R(s, t), (44)

and hence

ϕt

(
u(s, t)

)=− 1

λ∞
e−λ∞sv∞(t)−

∞∫
s

R(σ, t) dσ, (45)
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where

R(s, t) := e−λ∞s0t

(
u(s, t)

)
ζ(s, t)+ e−λ∞s

(
0t

(
u(s, t)

)− 1
)
v∞(t).

It follows from (III) in Theorem A and (43) that, for every integerk � 0, there exists a
constantck > 0 such that, for everys � 0,

‖R‖Ck([s,∞)×[0,1]) � cke
−(λ∞+δ)s. (46)

Sincev∞ is a nonzero eigenfunction ofA∞ it follows from (44) thatv∞(t) �= 0 for all t .
Hence there exist positive constantsc ands0 such that

1

c
e−λ∞s � |∂su(s, t)|� ceλ∞s

for s � s0. Now take

λ := λ∞, v(t) :=*t(p)v∞(t).

Then it follows from (45) and (46) thatu has the required asymptotic behaviour. This
proves Theorem B. ✷

Appendix A. The Heinz trick

Let

�= ∂2

∂x1
2
+ · · · + ∂2

∂xn
2

denote the standard Laplacian onR
n. We write

Br(x)= {ξ ∈R
n | |ξ − x|< r

}
and abbreviateBr = Br(0). The following Lemma is a generalization of the mean
value inequality for subharmonic functions. A version of this estimate was proved by
Uhlenbeck [19] and used for the proof of the removable singularity theorem for Yang–
Mills connections. The proof below uses a classical trick by E. Heinz, which was
explained to us by Mario Micallef. The second author used a similar inequality in [16].

LEMMA A.1. – For everyλ > 1 there exists a constantµ=µ(λ,n) > 0 such that the
following holds. Ifw :Br →R is a boundedC2-function that satisfies the inequalities

�w �−a − bw(n+2)/n, w � 0,
∫
Br

w <
µ

bn/2
(A.1)

for some constantsa � 0 andb � 0 then

w(0) � ar2

2n+ 4
+ λ

Vol(Br)

∫
Br

w. (A.2)
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RemarkA.2. – If b = 0 then the last condition in (A.1) is vacuous and (A.2) holds
with λ = 1. In this case the inequality is sharp, i.e. in (A.2) equality holds withλ = 1
whenever�w=−a. (See step 1 of the proof.)

RemarkA.3. – The proof shows that the constantµ can be chosen as

µ= (2n+ 4)n/2(1− δ)δ(n
2+3n+2)/2 Vol(B1),

whereδ ∈ (0,1) is given byλ= (1− δ)−n−1. In particular, withδ = 1/2 andn= 2,

λ= 8, µ= π

16
.

Proof of Lemma A.1. – The proof consists of five steps.
Step1: The lemma holds withb= 0.
In this case the third inequality in (A.1) is automatically satisfied and (A.2) withλ= 1

is the mean value inequality for the subharmonic function

w̃(x) :=w(x)+ a|x|2
2n

.

Step2: It suffices to prove the lemma forr = 1.
Suppose thatw :Br →R satisfies (A.1) and definẽw :B1→R andã, b̃ ∈R by

w̃(z) :=w(rz), ã := ar2, b̃ := br2.

Then

�w̃ �−ã − b̃w̃(n+2)/n

and ∫
B1

w̃ = 1

rn

∫
Br

w � µ

rnbn/2
= µ

b̃n/2
.

Hence, assuming the lemma forr = 1, we obtain

w(0)= w̃(0) � ã

2n+ 4
+ λ

Vol(B1)

∫
B1

w̃= ar2

2n+ 4
+ λ

Vol(Br)

∫
Br

w.

Step3: It suffices to prove the lemma forb= 1.
Suppose thatw :Br →R satisfies (A.1) and definẽw :B1→R andã ∈R by

w̃(z) := bn/2w(z), ã := bn/2a.

Then

�w̃ �−ã − w̃(n+2)/n
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and ∫
Br

w̃ = bn/2
∫
Br

w � µ.

Hence, assuming the lemma forb= 1, we obtain

w(0)= b−n/2w̃(0) � b−n/2ã

2n+ 4
+ b−n/2λ

Vol(Br)

∫
Br

w̃= a

2n+ 4
+ λ

Vol(Br)

∫
Br

w.

Step4 (The Heinz trick): Assumeb= r = 1 and definef : [0,1] →R by

f (ρ)= (1− ρ)n sup
Bρ

w

for 0 � ρ � 1. Sincef (1)= 0 andf is nonegative, there existρ∗ ∈ [0,1) andx∗ ∈ Bρ∗
such that

f (ρ∗)= max
0�ρ�1

f (ρ), c :=w(x∗)= sup
Bρ∗

w.

Denote

ε := (1− δ)(1− ρ∗).

Then, for0� ρ � ε,

c � aρ2

2n+ 4
+ c(n+2)/nρ2

(2n+ 4)δn+2
+ 1

ρn Vol(B1)

∫
B1

w. (A.3)

To see this, note first that

sup
Bε(x∗)

w � sup
Bρ∗+ε

w = f (ρ∗ + ε)

(1− ρ∗ − ε)n
= f (ρ∗ + ε)

δn(1− ρ∗)n
� f (ρ∗)

δn(1− ρ∗)n
= c

δn
.

Hence

�w �−a −w(n+2)/n �−a − c(n+2)/n

δn+2

in Bε(x
∗) and so (A.3) follows from step 1 withr = ρ � ε and a replaced by

a + c(n+2)/nδ−n−2.
Step5: The lemma holds forr = 1 andb= 1.
If (2n+ 4)c � a thenw(0) � c � a/(2n+ 4) and this implies (A.2). Hence we may

assume that

a � (2n+ 4)c.

Next we prove that

c2/nε2

(2n+ 4)δn+2
< δ. (A.4)
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Suppose otherwise thatε2 � (2n+ 4)δn+3/c2/n. Then, in (A.3), we can choose

ρ :=
√

(2n+ 4)δn+3

c2/n
� ε

and obtain

c � aρ2

2n+ 4
+ c(n+2)/nρ2

(2n+ 4)δn+2
+ 1

ρn Vol(B1)

∫
B1

w

= aδn+3

c2/n
+ δc+

(
c2/n

(2n+ 4)δn+3

)n/2 1

Vol(B1)

∫
B1

w

� (2n+ 4)δn+3c

c2/n
+ δc+

(
c2/n

(2n+ 4)δn+3

)n/2 1

Vol(B1)

∫
B1

w

� (1− δ)2c+ δc+ c

(
1

(2n+ 4)δn+3

)n/2 1

Vol(B1)

∫
B1

w

= c− δ(1− δ)c+ c

(
1

(2n+ 4)δn+3

)n/2 1

Vol(B1)

∫
B1

w.

Here the third inequality usesa � (2n+ 4)c and the fourth inequality follows from the
fact that(2n+ 4)δn+3/c2/n � ε2 � (1− δ)2. It follows that

δ(1− δ)
(
(2n+ 4)δn+3)n/2

Vol(B1) �
∫
B1

w.

But the left hand side equalsµ (see Remark A.3) and so this contradicts (A.1).
Hence (A.4) must have been true.

Now consider (A.3) withρ = ε to obtain

c � aε2

2n+ 4
+ c(n+2)/nε2

(2n+ 4)δn+2
+ 1

εn Vol(B1)

∫
B1

w

� a(1− δ)n+2

(2n+ 4)εn
+ δc+ 1

εn Vol(B1)

∫
B1

w.

The last inequality usesε � 1− δ and (A.4). Multiplying byεn gives

(1− δ)cεn � a(1− δ)n+2

2n+ 4
+ 1

Vol(B1)

∫
B1

w.
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Hence

w(0)= f (0) � f (ρ∗)= (1− ρ∗)nc= cεn

(1− δ)n
� a

2n+ 4
+ (1− δ)−n−1

Vol(B1)

∫
B1

w.

This proves the lemma in the caser = b= 1. ✷
Appendix B. Apriori estimates

Throughout this section(M,g) is a closed Riemannian manifold andL ⊂ M is a
closed submanifold. Denote byJ (M,L) the space of all almost complex structures on
M for whichL is totally real. Denote

H= {z ∈ C | Im z � 0}, Hr(z0) := {z ∈H | |z− z0|< r}.
Note thatπr2/2� area(Hr(z0)) � πr2.

LEMMA B.1. – For every J ∈ J (M,L) there exist constantsδ > 0 and c > 0
such that the following holds for everyr > 0, everyz0 ∈ H, and every smooth map
u :Hr(z0)→M . If u satisfies the boundary value problem

∂su+ J (u)∂tu= 0, u
(
Hr(z0)∩R

)⊂ L,

then ∫
Hr(z0)

|∂su|2 < δ  ⇒ |∂su(z0)|2 � c

r2

∫
Hr(z0)

|∂su|2.

Proof. –The assertion is independent of the choice of the metric. Hence we may
assume thatg satisfies the conditions (i), (ii), and (iii) of Lemma D.1. Let∇ denote
the Levi-Civita connection ofg andR ∈ 62(End(TM)) denote the curvature tensor.
Abbreviate

ξ := ∂su, η := ∂tu, w := 1

2
|ξ |2= 1

2
|η|2,

and� := ∂s
2+ ∂t

2. (That|ξ | = |η| follows from condition (i) in Lemma D.1.) Then

�w = |∇sξ |2+ |∇t ξ |2+ 〈ξ,∇s∇sξ +∇t∇t ξ 〉.
Since∇sη=∇t ξ we have

∇sξ +∇tη=∇t (J ξ)−∇s(J η)= (∇ηJ )ξ − (∇ξ J )η,
hence

∇s∇sξ +∇t∇t ξ =∇s(∇sξ +∇tη)+∇t∇sη−∇s∇tη
=∇s((∇ηJ )ξ − (∇ξ J )η)−R(ξ, η)η,
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and hence

�w = |∇sξ |2+ |∇t ξ |2− 〈R(ξ, η)η, ξ 〉+ κ. (B.1)

The error termκ is

κ = 〈ξ,∇s((∇ηJ )ξ − (∇ξ J )η)〉
= 〈ξ, ((∇ηJ )∇sξ − (∇ξ J )∇sη)〉+ 〈ξ, (∇s(∇ηJ ))ξ − (∇s(∇ξ J )η)〉.

There exists a constantc = c(M,J, g) > 0 such that

|∇s(∇ηJ )|� c
(|ξ |2+ |∇t ξ |), |∇s(∇ξ J )|� c

(|ξ |2+ |∇sξ |).
Hence there exists a constantc′ = c′(M,J, g) > 0 such that

κ �−c′|ξ |4− c′|ξ |2|∇sξ | − c′|ξ |2|∇t ξ |
�−1

2
|∇sξ |2− 1

2
|∇t ξ |2− c′(1+ c′)|ξ |4.

By (B.1), there exists a constantc′′ = c′′(M,J, g) > 0 such that

�w �−c′′|ξ |4/4=−c′′w2.

Now the normal derivative ofw onHr(z0)∩R is zero:

∂tw(s,0)= 〈ξ(s,0),∇t ξ(s,0)〉
= 〈ξ(s,0),∇sη(s,0)〉
= 〈ξ(s,0),∇s(J (u(s,0)

)
ξ(s,0)

)〉
= 〈ξ(s,0), J

(
u(s,0)

)∇sξ(s,0)
〉

= 0.

The penultimate equality uses the fact that∇ξ J (u) is skew-symmetric with respect tog.
This follows from condition (i) of Lemma D.1. The last equality uses conditions (ii)
and (iii) of Lemma D.1. Namely, sinceL is totally geodesic we have∇sξ(s,0) ∈ Tu(s,0)L

and hence, by (ii),J (u(s,0))∇sξ(s,0) is orthogonal toTu(s,0)L. It follows thatw extends
by reflection to a twice continuously differentiable function on the open discBr(z0) :=
{z ∈ C | |z − z0| < r}. The extended function will still be denoted byw. It satisfies
w(z̄)=w(z) and�w �−c′′w2. Hence the assertion follows from Lemma A.1.✷

RemarkB.2. – If (M,J, g) is a Kähler manifold then the error termκ in Eq. (B.1)
vanishes. If, in addition, the curvature is negative thenw is subharmonic and Lemma A.1
is not required.

Next we want to allow forJ to depend on bothz = s + it and u. Following
Gromov [10] we do this by introducing an almost complex structure on the product
H×M . In our application we do not need the vector fieldsX andY below.

Let {Jz}z∈H be a smooth family of almost complex structures onM that has compact
support in the sense that there exist a constantR > 0 and an almost complex structure
J∞ onM such thatJz = J∞ for |z|� R. We assume thatJz ∈ J (M,L) for everyz ∈R.
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LEMMA B.3. – Under these hypotheses there exist constantsδ > 0 and c > 0 such
that the following holds for everyr ∈ (0, δ), every z0 ∈ H, and every smooth map
u :Hr(z0)→M . If u satisfies the boundary value problem

∂su+ Js,t (u)∂tu= 0, u(s,0) ∈L, (B.2)

then ∫
Hr(z0)

|∂su|2 < δ  ⇒ |∂su(z0)|2 � c

(
1+ 1

r2

∫
Hr(z0)

|∂su|2
)
.

Proof. –Denote

M̃ :=H×M, L̃ :=R×L,

and consider the almost complex structureJ̃ on M̃ given by

J̃ =
0 −1 0

1 0 0
0 0 J

 .

Then L̃ is a totally real submanifold of(M̃, J̃ ) andu satisfies (B.2) if and only if the
function ũ :Hr(z0)→ M̃ , defined by

ũ(s, t) := (s, t, u(s, t))
is a J̃ -holomorphic curve iñM with boundary values iñL.

Lemma B.1 does not immediately apply in the present situation asM̃ is not compact.
However, we may argue as follows. It suffices to prove the lemma under the additional
hypothesis that|z0|� R+1. Namely, if|z0|>R+1 replacez0 by z1, where|z1| =R+1
andu by u1(z)= u(z+ z0− z1). Now M̃ ∩ (BR+1(0)×M) may be identified with an
open subset of a closed manifold andL̃ ∩ (BR+1(0)×M) andJ̃ may be extended.

Now we can apply Lemma B.1, i.e. there exist constantsδ > 0 andc > 0 such that the
conclusion of Lemma B.1 holds withM , L, andJ replaced byM̃ , L̃, andJ̃ , and with
the product metric oñM . Note that

|∂sũ(s, t)|2= 1+ |∂su(s, t)|2.

Assume

r <

√
δ

2π
,

∫
Hr(z0)

|∂su|2 < δ

2
.

Then ∫
Hr(z0)

|∂sũ|2 � πr2+
∫

Hr(z0)

|∂su|2 < δ.
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Hence, by Lemma B.1,

|∂su(z0)|2 � |∂sũ(z0)|2 � c

r2

∫
Hr(z0)

|∂sũ|2 � c

π
+ c

r2

∫
Hr(z0)

|∂su|2.

This proves the lemma.✷
Appendix C. Elliptic bootstrapping

In this section we shall prove that a uniform bound on the first derivatives ofu gives
rise to uniform bounds on the higher derivatives wheneveru is a solution of (B.2). The
proof uses theL2-estimate for the Laplace operator. Throughout6 denotes a bounded
open subset ofH. Note that6∩R may be nonempty. Let

J0 :=
(

0 −1
1 0

)
∈R

2n×2n

denote the standard complex structure.
We consider the Cauchy–Riemann operator

∂̄ξ = ∂sξ + J0∂tξ

for smooth functionsξ :6→R
2n that satisfy the Lagrangian boundary condition

ξ(s,0) ∈R
n × {0} (C.1)

for all s ∈R such that(s,0) ∈6.

LEMMA C.1. – Let6,6′ be bounded open subsets ofH such that6̄⊂6′. Then, for
every integerk � 0, there exists a constantc = c(k,6,6′) > 0 such that

‖ξ‖Wk+1,2(6) � c
(‖∂̄ξ‖Wk,2(6′) + ‖ξ‖Wk,2(6′)

)
(C.2)

for every smooth functionξ :6′ →R
2n that satisfies(C.1).

Proof. –Assume first thatξ has compact support in6′. Then it follows from the
boundary condition and integration by parts that∫

6′
|∂̄ξ |2=

∫
6′

(|∂sξ |2+ |∂tξ |2+ 2〈∂sξ, J0∂tξ 〉)
=
∫
6′

(|∂sξ |2+ |∂tξ |2+ 〈∂sξ, J0∂tξ 〉 − 〈ξ, J0∂s∂tξ 〉)
=
∫
6′

(|∂sξ |2+ |∂tξ |2+ 〈∂sξ, J0∂tξ 〉 + 〈∂tξ, J0∂sξ 〉)
=
∫
6′

(|∂sξ |2+ |∂tξ |2).
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Hence, by Poincaré’s inequality, there exists a constantc1= c1(6
′) > 0 such that

‖ξ‖W1,2(6′) � c2‖∂sξ + J0∂tξ‖L2(6′)

for every smooth functionξ :6′ → R
2n with compact support that satisfies (C.1). If

ξ does not have compact support choose a smooth cutoff functionβ :6′ → R with
compact support such thatβ = 1 on 6, and apply the previous inequality toβξ to
obtain (C.2) fork = 0. Assume, by induction, that (C.2) has been established for some
integerk � 0. Then (C.2) withk replaced byk + 1 follows by applying (C.2) to the
function∂sξ . ✷

Next we shall consider the Laplace operator

�= ∂2

∂s2
+ ∂2

∂t2

for smooth functionsu :6→R that satisfy either the Dirichlet boundary conditions

u(s,0)= 0 (C.3)

for all s ∈R such that(s,0) ∈6 or the Neumann boundary condition

∂tu(s,0)= 0 (C.4)

for all s ∈R such that(s,0) ∈6.

LEMMA C.2. – Let 6,6′′ be bounded open subsets ofH such that6̄ ⊂ 6′′. Then,
for every integerk � 0, there exists a constantc= c(k,6,6′′) > 0 such that

‖u‖Wk+2,2(6) � c
(‖�u‖Wk,2(6′′) + ‖u‖Wk+1,2(6′′)

)
for every smooth functionu :6′ →R that satisfies either(C.3)or (C.4).

Proof. –Choose an open set6′ ⊂H such that6̄⊂6′ and6̄′ ⊂6′′. Denote

∂ := ∂s − J0∂t .

By Lemma C.1, there exist constantsc′ andc′′ such that

‖ξ‖Wk+2,2(6) � c′
(‖∂̄ξ‖Wk+1,2(6′) +‖ξ‖Wk+1,2(6′)

)
,

‖η‖Wk+1,2(6′) � c′′
(‖∂η‖Wk,2(6′′) + ‖η‖Wk,2(6′′)

)
for all smooth functionsξ :6′ → R

2 and η :6′′ → R
2 that satisfy the boundary

condition (C.1). Now suppose thatu, v :6′′ → R are smooth functions such that
v satisfies the Dirichlet boundary condition andu satisfies the Neumann boundary
condition, i.e.

∂tu(s,0)= v(s,0)= 0
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for s ∈R such that(s,0) ∈6′′. Then

ξ := (u, v) :6′′ →R
2

satisfies the Lagrangian boundary condition (C.1) and so does the functionη := ∂̄ξ .
Since�= ∂∂̄ it follows that

‖ξ‖Wk+2,2(6) � c′
(‖∂̄ξ‖Wk+1,2(6′) + ‖ξ‖Wk+1,2(6′)

)
� c′

(
c′′‖�ξ‖Wk,2(6′′) + (1+ c′′)‖ξ‖Wk+1,2(6′′)

)
.

This proves the lemma.✷
LEMMA C.3. – Let6,6′ be bounded open subsets ofH such that6̄⊂6′. LetM , L,

{Jz}z∈6′ , be as in the hypotheses of LemmaB.3. Then, for every integerk � 0 and every
constantc1 > 0, there exists a constantck = ck(c1,6,6′) > 0 such that the following
holds for every smooth mapu :6′ →M . If u satisfies the boundary value problem(B.2)
then

sup
6′
|∂su|� c1 ⇒‖u‖Ck(6) � ck.

Proof. –Let 2n= dimM andn= dimL. CoverM by finitely many coordinate charts
that identifyL with R

n × {0} ⊂ R
n and identifyJ with the standard complex structure

J0 :R2n → R
2n on R

n × {0} ∼= L. (Do this by choosing any coordinatesx1, . . . , xn on
L and using exponential normal coordinatesy1, . . . , yn with ∂/∂yi = J∂/∂xi.) Choose
δ > 0 such that

z0 ∈6 ⇒Hδ(z0)⊂6′

and that, for everyp ∈ M , there exists a coordinate chart as above that contains the
closed ball of radiusδc1 aboutp.

Now letu :6′ →M be a solution of (B.2) such that

sup
6′
|∂su|� c1

and fix a pointz0 ∈6. Thend(u(z0), u(z)) � c1δ for everyz ∈Hδ(z0). Hence there is a
coordinate chart as above that containsu(Hδ(z0)). Write u :Hδ(z0)→ U ⊂ R

2n for the
mapu in this coordinate chart. Then

∂su+ J (s, t, u)∂tu= 0, (C.5)

u(s,0) ∈ R
n× {0}. (C.6)

We prove by induction that, for everyk, there exists a constantck , independent ofu,
such that

‖u‖Wk,2(Hδ/k(z0))
� ck. (C.7)

AbbreviateJ = J (s, t, u(s, t)) and think of this as a functions ofs andt . Then, by (C.5),

(∂s − J∂t)(∂su+ J∂tu)= 0
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and hence

�u= (∂sJ )∂tu− (∂tJ )∂su. (C.8)

Write u= (u1, u2) whereui :Hδ(z0)→R
n for i = 1,2. Then, by (C.6),u2(s,0)= 0 and

hence

∂tu1(s,0)=−∂su2(s,0)= 0,

i.e.u1 satisfies the Neumann boundary condition andu2 satisfies the Dirichlet boundary
condition. Hence it follows from Lemma C.2 that for every integerk � 1 there exists a
constantc′k+1 such that

‖u‖Wk+1,2(Hδ/(k+1)(z0))
� c′k+1

(‖�u‖Wk−1,2(Hδ/k(z0))
+ ‖u‖Wk,2(Hδ/k(z0))

)
. (C.9)

By assumption there exists a constantc′1, depending only onc1 and the choice of the
coordinate charts, such that

‖u‖C1(Hδ(z0))
� c′1.

Hence it follows from (C.9) withk = 1 and (C.8) that (C.7) holds withk = 2. Now
the formula (C.8) shows that theW 2,2-bound onu together with theC1-bound implies
a W 1,2-bound on�u in the domainHδ/2(z0). Hence it follows from (C.9) withk = 2
that (C.7) holds withk = 3. Now suppose, by induction, that (C.7) has been established
for k � 3. Then, by (C.8),�u satisfies aWk−1,2-bound in the domainHδ/k(z0) and
hence, by (C.9),u satisfies aWk+1,2-bound inHδ/(k+1)(z0). This proves (C.7). With (C.7)
established, the assertion of the lemma follows from the Sobolev inequality

‖u‖C0(Hr(z0))
� c0(r)‖u‖W2,2(Hr(z0))

for some constantc0(r) and every smooth functionu :Hr(z0)→R
2n. ✷

Appendix D. A convenient metric

The following lemma appeared in the Diploma thesis of Urs Frauenfelder [9]. We give
a proof for the convenience of the reader.

LEMMA D.1 (Urs Frauenfelder). –Let (M,J ) be an almost complex manifold and
L ⊂ M be a totally real submanifold with2dimL = dimM . Then there exists a
Riemannian metricg onM such that

(i) g(J (p)v, J (p)w)= g(v,w) for p ∈M andv,w ∈ TpM ,
(ii) J (p)TpL is the orthogonal complement ofTpL for everyp ∈L,
(iii) L is totally geodesic with respect tog.

Proof. –Choose coordinatesx1, . . . , xn onL and extend these to coordinatesx1, . . . ,

xn, y1, . . . , yn onM such that

J
∂

∂xi
= ∂

∂yi
, i = 1, . . . , n,
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onL. Write a metric in these coordinates in the form

g(x, y)=
(
a(x, y) b(x, y)T

b(x, y) c(x, y)

)
,

wherea(x, y)= a(x, y)T , b(x, y), andc(x, y)= c(x, y)T are realn× n-matrices. Such
a metric satisfies (i), (ii), and (iii) if and only if

a(x,0)= c(x,0), b(x,0)= 0, ∂n+ia(x,0)= 0, (D.1)

for i = 1, . . . , n. The set of metrics that satisfy (D.1) is invariant under convex
combinations and under multiplication by cutoff functionsβ = β(x, y) that satisfy

∂n+iβ(x,0)= 0.

This condition on the cutoff function is intrinsic. It asserts that

q ∈ L, v ∈ TqL ⇒ dβ(q)J (q)v = 0. (D.2)

Hence the result follows by choosing local metrics that satisfy (D.1) and patching with
a partition of unity consisting of finitely many cutoff functions that satisfy (D.2).✷

Appendix E. Applications to contact geometry

Let M be a 2n+ 1-dimensional oriented manifold andα ∈61(M) be a contact form,
i.e.

α ∧ (dα)n > 0.

The Reeb vector fieldY of α is defined by

ι(Y )α= 1, ι(Y ) dα= 0.

We denote byϕ :R ×M → M the Reeb flow and writeϕτ (p) := ϕ(τ,p) whenever
convenient. LetL ⊂M be a closed Legendrian submanifold, i.e.α|T L = 0 andL has
dimensionn. A characteristic chord is a pair(T , γ ), whereγ : [0,1] →M is a smooth
curve andT > 0 is a real number such that

γ̇ (t)= T Y
(
γ (t)

)
, γ (0) ∈L, γ (1) ∈L.

In particular,γ (t)= ϕ(tT , γ (0)) for 0 � t � 1. We allow the possibility that the image
of the characteristic chord lies on a periodic orbit of the Reeb flow and henceγ may not
be injective. Call the characteristic chordnondegenerate if ϕ :R×L→M is transverse
to L at the point(T , γ (0)).

Now suppose thatJ :TM→ TM is an endomorphism such that

α ◦ J = 0, JY = 0, J 2= αY − 1,
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and the formula

〈v,w〉 := dα(v, Jw)+ α(v)α(w) (E.1)

defines a Riemannian metric onM . In particular,J maps the kernel ofα to itself and its
restriction to the kernel ofα is an almost complex structure that is compatible with the
symplectic formdα. As in Section 1 let us denote the half strip byS = [0,∞)× [0,1].
We consider the partial differential equation

∂su− α(∂su)Y (u)+ J (u)
(
∂tu− α(∂tu)Y (u)

)= 0,

∂sα(∂su)+ ∂tα(∂tu)= 0,
(E.2)

for smooth functionsu :S→M that satisfy the boundary condition

u(s,0) ∈L, u(s,1) ∈L, (E.3)

for s � 0.

RemarkE.1. – The solutions of (E.2) and (E.3) correspond to pseudoholomorphic
curves in the symplectization as follows. Consider the symplectic manifold(M̃, ω̃)

defined by

M̃ :=R×M, ω̃ := d(eθα),

whereθ denotes theR-coordinate. TheñL :=R×L is a Lagrangian submanifold of̃M
and the automorphism̃J :T M̃→ T M̃ defined by

J̃ (θ̂ , v) := (−α(v), J v+ θ̂Y
)

is an almost complex structure oñM that is compatible with̃ω. The corresponding
Riemannian metric oñM = R ×M is eθ times the product metric, where the metric
on M is given by (E.1). Nowu :S →M satisfies (E.2) and (E.3) if and only if there
exists a smooth functionθ :S→R such that the functioñu :S→ M̃ , defined by

ũ(s, t) := (θ(s, t), u(s, t))
is aJ̃ -holomorphic curve iñM with boundary values iñL. The functionθ is determined
by the equations

∂sθ = α(∂tu), ∂tθ =−α(∂su) (E.4)

up to an additive constant.

LEMMA E.2. –AssumeM is compact and that all characteristic chords(T , γ ) are
nondegenerate. Letu :S→M be a solution of(E.2)and(E.3)such that

lim
s→∞θ(s, t)=∞, 0<E0(u) <∞,
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whereθ :S→R satisfies(E.4)and

E0(u)=
∫

u∗dα =
1∫

0

∞∫
0

∣∣∂su− α(∂su)Y (u)
∣∣2ds dt.

Then there exists a characteristic chord(T , γ ) such that

lim
s→∞u(s, t)= γ (t), lim

s→∞α
(
∂tu(s, t)

)= T . (E.5)

The limits are uniform int .

Proof. –By [6, Theorem 5.9] (the numbering refers to the first draft), every sequence
sν →∞ has a subsequencesνi such that(α(∂tu(sνi , ·)), u(sνi , ·)) converges uniformly
to a characteristic chord(T , γ ). By nondegeneracy, characteristic chords are isolated.
Hence the limit is independent of the sequencesν and of the subsequencesνi . ✷

Fix a nondegenerate characteristic chord(T , γ ) and a functionu :S → M that
satisfies (E.5). It is convenient to introduce the following coordinates in a sufficiently
small neighbourhoodU of the image ofγ . Choose a local submanifold̄M ⊂ M of
dimension 2n such that

p̄ := γ (0) ∈ M̄, Tp̄M̄ = kerα,

and the Reeb flow defines an open immersion

ϕ : (−ε, T + ε)× M̄→U

onto an open neighbourhoodU of γ ([0,1]). The manifoldM̄ carries an exact symplectic
form

ω̄ := dᾱ, ᾱ := α|M̄.

If M̄ is chosen as a sufficiently small slice that is transverse toγ then there are two
unique Lagrangian submanifolds̄L0, L̄1⊂ M̄ and two smooth functions

τ0 : L̄0→R, τ1 : L̄1→R

such thatϕτ0(q̄)(q̄) ∈U ∩L for q̄ ∈ L̄0, ϕτ1(q̄)(q̄) ∈ U ∩L for q̄ ∈ L̄1, and

τ0(p̄)= 0, τ1(p̄)= T .

Since γ is nondegenerate, these Lagrangian submanifolds intersect transversally at
p̄ ∈ L̄0 ∩ L̄1 and they do not intersect in any other point. Forτ ∈ (−ε, T + ε) define
the almost complex structurēJτ = J̄ (τ, ·) on M̄ by

dϕτ (q̄)
(
J̄τ (q̄)v̄− α

(
J̄τ (q̄)v̄

)
Y (q̄)

)= J
(
ϕτ(q̄)

)
dϕτ (q̄)v̄ (E.6)
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for v̄ ∈ Tq̄M̄ . Then J̄τ is compatible withω̄ for every τ . Let us now assume that
u(s, t) ∈ U for everys + it ∈ S and defineū :S→ M̄ andτ :S→ R by the condition
that ū(s, t)→ p̄ andτ(s, t)→ tT ass tends to∞ and

ϕ
(
τ(s, t), ū(s, t)

)= u(s, t) (E.7)

for s � 0 and 0� t � 1.

LEMMA E.3. – If u satisfies(E.2)and(E.3) then

∂sū+ J̄ (τ, ū)∂t ū= 0, �τ + ∂sᾱ(∂sū)+ ∂t ᾱ(∂t ū)= 0, (E.8)

where� := ∂s
2+ ∂t

2, and, for everys � 0,

ū(s, t) ∈ L̄t , τ (s, t)= τt
(
ū(s, t)

)
, t = 0,1. (E.9)

Proof. –Differentiate (E.7) to obtain

∂su= dϕτ (ū)∂sū+ (∂sτ )Y (u),

hence

α(∂su)= α(∂sū)+ ∂sτ, (E.10)

and hence

∂su− α(∂su)Y (u)= dϕτ (ū)
(
∂sū− α(∂sū)Y (ū)

)
.

Similar identities hold withs replaced byt . Hence, by (E.6),

0= ∂su− α(∂su)Y (u)+ J (u)
(
∂tu− α(∂tu)Y (u)

)
= dϕτ (ū)

(
∂sū− α(∂sū)Y (ū)

)+ J
(
ϕτ(ū)

)
dϕτ (ū)∂t ū

= dϕτ (ū)
(
∂sū− α(∂sū)Y (ū)+ J̄τ (ū)∂t ū− α

(
J̄τ (ū)∂t ū

)
Y (ū)

)
= dϕτ (ū)

(
∂sū+ J̄τ (ū)∂t ū

)− α
(
∂sū+ J̄τ (ū)∂t ū

)
Y
(
ϕτ (ū)

)
.

SinceY (ϕτ (p̄)) is not contained in the image ofTp̄M̄ under the differentialdϕτ (p̄), it
follows that∂sū+ J̄τ (ū)∂t ū = 0. This proves the first equation in (E.8) and the second
equation follows from (E.10). The boundary condition (E.9) follows directly from the
definitions. This proves the lemma.✷

The first equation in (E.8) differs from (CR) in thatτ depends ons. In the special
case whereJ is invariant under the Reeb flow,̄Jτ is independent ofτ and hence the
asymptotic behaviour of̄u follows directly from Theorem B. The asymptotic behaviour
of τ can then be deduced from the second equation in (E.8). In this special case the
results of Abbas [1] follow from ours. We believe that in general the results of [1] can
be derived (and extended to higher dimensions) by allowingJ to depend ons and using
elliptic bootstrapping arguments for the two equations in (E.8).

In the case of a Legendrian knot the contact form and the Reeb vector field are given
by

α = dz− y dx, Y = ∂

∂z
.
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Consider the endomorphismJ :TR
3→ T R

3 defined by

J
∂

∂x
= ∂

∂y
, J

∂

∂y
=− ∂

∂x
− y

∂

∂z
, J

∂

∂z
= 0.

Then Eqs. (E.2) have the form

∂su− ∂tv = 0, ∂sv+ ∂tu= 0, �w = 0. (E.11)

Here we read(u, v,w) for u in (E.2),(u, v) for ū in (E.8), andw for τ in (E.8). The slice
M̄ is the(x, y)-plane and soτ = z. The boundary condition (E.3) has the form(

u(s,0), v(s,0),w(s,0)
) ∈L,

(
u(s,1), v(s,1),w(s,1)

) ∈L, (E.12)

whereL ⊂ R
3 is a Legendrian knot. Every Legendrian knotL ⊂ R

3 projects to an
immersed curveL̄ in the (x, y)-plane and the characteristic chords correspond to the
self-intersections of̄L. They are nondegenerate if and only ifL̄ has transverse self-
intersections. In this case we can apply Theorem C to derive the asymptotic behaviour for
the map(u, v) and use the Dirichlet boundary value problem to deduce the asymptotic
behaviour forw.
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