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Sir David, David Roxbee Cox, was born on 15 July 1924 in Birm-
ingham, United Kingdom, were he attended Handsworth Gram-
mar School. (The aeronautical engineer Harold R. Cox was a dis-
tant cousin.) David received his Master of Arts in mathematics at
St John’s College, Cambridge. Referring to his time as a student
in Cambridge, he very often mentioned Harold Jeffreys, and to
a lesser extent J. O. Irwin. Sir Harold Jeffreys, FRS (1891–1989)
was mathematician, statistician, geophysicist and astronomer. His
book Theory of Probability (1939) discussed the objective Bayesian
view on probability, which Sir David referred to even in his last
seminars, see also [41]. Jeffreys was also involved in mathematical
physics, the favorite subject of David Cox in his very early steps.
He eventually concentrated on statistics in the early 1950s. As
for Joseph Oscar Irwin (1898–1982), he was a key person in the
middle third of the 20th century, linking theoretical statistics to
applications in medicine, an area that Sir David respected during
all his research. Moreover, Irwin was one of the very few statis-
ticians who worked with both Pearson and Fisher and was able
to maintain cordial relations with these strong personalities in the
statistics world of the 20th century [40]. I certainly think that both
Jeffreys and Irwin influenced the statistical line of thought of Sir
David in his future important work. David Cox obtained his PhD
from the University of Leeds in 1949, supervised by Prof. Henry
Daniels, FRS, and Prof. Bernard Welch, a founder of the Industrial
and Agricultural Research Section of the RSS. His dissertation was
entitled “Theory of Fibre Motion”. Below is a list of milestone dates
in his career:
1944–46 Royal Aircraft Establishment;
1946–50 Wool Industries Research Association of Science

and Technology;
1950–55 Assistant Lecturer in Mathematics, University

of Cambridge;
1955–56 Visiting University of North Carolina, Princeton,

and Berkeley;
1956–61 Reader in Statistics, Birkbeck College, London;
1961–65 Professor of Statistics, Birkbeck College, London;
1965 Member of Technical Staff, Bell Laboratories;
1966–88 Professor of Statistics, Imperial College of Science

and Technology, London;

Sir David Cox at the RSS, 2016. Photo by the Royal Statistical Society.

1969–73 Head of Department of Mathematics,
Imperial College;

1983–88 SERC Senior Research Fellow;
1988–94 Warden, Nuffield College, Oxford;
1994–2022 Honorary Fellow of Nuffield College.

David Cox was married with Joyce Drummond since 1947, with
four children. He was knighted in 1985 and received the Copley
Medal, the Royal Society’s highest award, in 2010.

David Cox served as President of the Royal Statistical Society
(1980–82) and the International Statistical Institute (1995–97). In
this capacity I had the honor to meet him at the 51st Session of ISI
in Istanbul and discuss in detail the satellite conference on Industrial
Statistics we held in Athens [44]; this among other occasions of
meeting him in various countries. I still remember that discussion
and the comments-questions he asked when I listed the papers
presented at the Athens satellite conference. Later I became aware
of the contributions to industry he made during his first work steps,
at the Royal Aircraft Establishment and the Wool Industries Re-
search Association. At that time, in 1949, he published his first two
papers [7] (part of his doctoral dissertation, related to industrial
problems), and the discussion of quality control ideas [6]. In 1998
he visited Greece, the University of Business and Economics, De-
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partment of Statistics, where he was awarded the honorary doctor
degree. A complete list of about 384 publications of Sir David Cox
can be found on the internet.

David Cox was a doctoral advisor for several distinguished
statisticians, among them David Hinkley (with whom he published
in 1974 the book Theoretical Statistics), Peter McCullagh (who re-
ceived the 1983 Karl Pearson Prize of the ISI), HenryWynn (in design
theory; Wynn was the first RSS president elected by a contested
vote in 1977). Sir David authored a great number of pioneering
works, offering an elegant statistical background and appropriate
solutions to real life problems. Most of us worked with a range of
his concepts and methods, including the Cox process, Cox mod-
els and the Cox’s direction. Cox’s 1972 survival analysis paper
accounted for over 26% of the citations to papers in Series B of
the Journal of the Royal Statistical Society, something like more
than 50 000 citations! He was awarded the International Prize in
Statistics, recognizing him specifically for his 1972 paper [22], in
which he developed the proportional hazards model that today
bears his name, and which changed the way we understand and
analyze risk factors.

We shall try to provide here a compact review of his work,
specifically, at least of the part that has received a great number of
citations and covers different fields in statistics.

1 Experiment design – regression

Following the line of thought of [37] and his pioneering work, Sir
David, worked in his early research on the book Planning Experi-
ments [13], one of his favorite texts. The book is devoted to all sorts
of experimental design models, and although there are discussions
on error reduction, it does not contain an optimal design approach,
as it has been treated in [52] by S. D. Silvey, a close fellow to Sir
David, or later by his student H. P. Wynn in [53]. The experiment
design point of view was also discussed, among several very help-
ful statistical ideas for the cancer problem, in the papers [48,49],
which account for over 2000 citations. Cox came back to the de-
sign of experiments and regression in the paper [26], written for
the 150th anniversary of the RSS, with a list of 22 essential points
stated in an appendix, points that offered vital lines of thought
for the interested researcher. I think that trying to address the
point 22, concerned with “the prediction (via intervals) of future
values”, I came across the idea that for applications, and for “future
observations” it is better to adopt tolerance intervals rather than
confidence intervals, see [45,46]. Adopting regression and working
on the general definition of residuals, Cox and E. J. Snell [33] came
across an application of their method to a nonlinear model for
leukemia data, where crude and modified residuals are evaluated.
On the subject of regression, the paper [19] offers very nice, in my
opinion, “miscellaneous and isolated comments”. The paper [34]
can be considered as a continuation of the existing common work,

treating the problem of variable selection. Therein a series of crite-
ria are mentioned, especially Mallow’s Cp statistic, recommending
the general points a researcher should follow. The medical line
of thought, for the practical applications, is also present in this
paper: the relation between time to death y and the level of some
prescribed “dose” x is considered, and the possible analyses and
classification of variables such as age and sex are discussed. The
problem of selection of variables in linear regression was essential
at that time (see, e.g., Hocking [39]), and appropriate “routines”
were discussed in [47]. Working with mixtures of experiments,
Cox presented new such models in [21]. In principle, the centroid
of a constrained region is the reference mixture, while the effect
of the i-th component is measured along a line connecting this
centroid to the corresponding vertex xi = 1; it is the direction of
this line that is known as Cox’s direction. I believe that all this
demonstrates an essential characteristic of D. R. Cox’s scientific life:
he was present, during all his active years, with his own contribu-
tions to various problems, at the right time, offering new ideas
and clarifying existing ones. Sir David returned to the experiment
design theory in the book [31], this time with a modern notation,
discussing recent methods (in Chapter 8), nonlinear design, and
optimal designs (Chapter 7). Although the spirit of [13] was pre-
served, the presentation of the work is different, with the addition
of the new ideas that emerged since then.

2 Survival analysis – binary data

The sigmoid curve p(z) = (exp(z))/(1+ exp(z)) is known as “lo-
gistic curve”, due to Adolphe Quetelet’s student Pierre Francois
Verhulst (1804–1849). It was J. Berkson who devoted his statistical
work to “logit models” [3], according to Bliss pioneering work [4]
on “probit models”, and then later D. Finney coined the term
bioassay [36].

The binary response problem was extensively discussed by
Cox [14]. Later, in [20], he cemented the theory of the binary re-
sponse problem, so useful in biostatistics and crucial in data analysis.
In this way a systematic and strong framework was constructed for
binary data, analogous to the least squares method and extending
the probit analysis. The “covariate paper” [51] is concerned with
the existence of the MLE working with binary response problems
on the Analysis of Binary Data [43]. Some years later an improved
version of the 1969 book was published [35]. As computing tech-
nology was changing rapidly, binary analysis became increasingly
popular. Going from one variable to two, the problem can be simply
described as follows.

Let S1 and S2 be two dependent Bernoulli variables. Let x be
a covariate associated to the distribution of S1 and S2. In [23] Sir
David works within the framework of the analysis of multivariate
binary data, adopts logistic models (see [23, Table 2]), and views
as a special case the joint distribution of (S1, S2). The possible
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outcomes are (1, 1), (0, 1), (1, 0), (0, 0). Eventually the bivariate
distribution of (S1,S2) can be expressed as products of (ordinary) lo-
gistic functions and thus the likelihood function and the information
matrix can be evaluated (see also [35]).

The year 1972 is crucial for David Cox’s research. He presented
important results in [22,23], which changed the way of thinking
on what a risk factor is in survival analysis. This paved the way for
powerful scientific research and discoveries to take place, which
had a lasting impact on human health worldwide. He introduced
statistics in medical applications that J. O. Irwin (see Section 1
above) could not have even imagined! His mark on research is so
great that his 1972 paper is one of the three most-cited papers in
statistics and ranked 16th in Nature’s list of the top 100 most-cited
papers of all time for all fields. So indeed 1972 was a golden year
for Sir David. Since then we are referring to Cox’s proportional
hazards model. We shall refer to his paper for the essential newly
proposed relation (9) therein: the typical hazard function h(t) is, in
principle, specified by the assumed probability model to identify
etiological agents for the risk problem under investigation. Let us
suppose, at first, that two explanatory variables, x1 and x2, say, are
of interest, and that these do not vary with time. We can assume
that h(t) is a linear function of x1 and x2, h(t; x1, x2), say. Recall
that we assume that h(t) > 0, and this might not be the case for
the postulated linear function. If it is assumed that the function
ln[h(t)] is linear, with an extra linear term to consider time, there
are still problems, even if the parameters can be estimated. Not
only is difficult to define how the hazard function depends on time,
but if it is also assumed to be non-monotonic (does not increase
or decrease with time), then it is difficult to find an appropriate

Sir David Cox. Photo by National Cancer Institute.

explicit such function to include in the model. The Cox proportional
hazards model provides the solution. It defines h(t; x), with xj =
(x1j,x2j,…,xpj), j= 1,2,…,n, the vector of p covariates associated
to each individual j, as

h(t; x) = h0(t) exp(xb). (1)

Here b is a p × 1 vector of unknown parameters, and h0(t) an
unknown function, which provides the hazard function at x = 0,
known as baseline function. The above relation (1) is revolutionary.
In Sir David’s words: “My model is used to compute the probability
of anything from earthquakes to bankruptcies”. Definition (1) and
the related theory and computations are widely used in the analysis
of survival data. They enable researchers to easily identify the risks
of specific factors for mortality. Certainly the model can be applied
to other “survival outcomes”, as in electronics among groups of
materials with disparate characteristics, or in economics when risk
factors are under investigation. The whole analysis is based on the
Maximum Likelihood, as all his work is ”Fisherian”. It is remarkable
the way he treats the likelihood now, ignoring some of its terms.

3 Stochastic processes

Although David Cox agreed (see [50]) that there is too much in his
paper [12], “Doubly stochastic Poisson process, all sorts of tests to
do with empirical series, of points events…”, this paper is certainly
his first mentioned contribution to the field of stochastic processes.
Most of these ideas were present in his doctoral dissertation, while
his interest in queues (see [32]) originated from his work in the
textile industry. Today some people are regarding queuing theory
as a branch of operational research, but nobody denies that it
is inextricably linked to the stochastic processes, including the
adoption of Kendall’s notation, in his excellent work [42].

The realistic line of thought rather than the technicalities is
clear in the two papers [10,12], published in the same proceedings
volume, where it is shown how a non-Markov process can be built
into a Markov process. David Cox remained faithful to “the spirit
of Bartlett’s great masterpiece [2], which is a difficult read, but
not because of an overelaborate mathematical formalism” [50].
The covariance counting problem in physics was successfully tack-
led as a stochastic process [28]. We recall the pioneering work of
Maurice Bartlett (1910–2002), devoted mainly to the analysis of
data with spatial and temporal patterns, also known from Bartlett’s
method in analysis of time series. In his book on stochastic pro-
cesses [2], Bartlett summarizes all his work on the subject, and
Sir David is referring to it as a “masterpiece”. Bartlett sometimes
criticized Fisher, but he was a pioneer in the field (see also [1]). Sir
David expressed in [50] the opinion that somebody might study
stochastic processes without a heavy mathematical background or
by adopting an overelaborate mathematical formalism, even for
renewal theory [17,30].
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I feel that there are times when mathematical technicalities
are not helpful at all to the experimentalists, and so Cox’s line of
thought is well accepted. Still there are cases, like the theories
of stochastic birth-death processes, where technicalities can be
useful for modeling processes of carcinogenesis. Moreover, since
the pioneering seminar of Karl Pearson in 1896 on “Regression,
Heredity and Banmixia”, linear algebra became an important tool in
statistics. Then a new chance was offered for more mathematical
methods to enter statistical theory, and some indeed proved useful.
In principle, I believe, it takes time for a mathematically oriented
idea to be absorbed in practical problems, if adopted.

4 The separate families problem

A very interesting problem, known as the “separate families of
hypotheses”, was introduced in [15, 16]. Cox then returned to
this problem later, in [27]. A compact formulation of the problem
reads as follows: Let Xi, i = 1, 2,…,n, be independent identically
distributed (i.i.d) random variables from a population with density
function f. Let θ be a parameter with values in a parameter space Θ,
and ξ be parameter with values in a different parameter space Ξ.
Consider the distribution functions g = g(x; θ) and h = h(x; ξ)
associated with the parameter spaces Θ and Ξ, respectively, as well
as the resulting families of distributions G = {g = g(x;θ), θ ∈ Θ}
and H = {h= h(x; ξ), ξ ∈ Ξ}. It is assumed that all the distribution
functions are associated with the same baseline measure. The
problem is to test, under smoothness conditions on g and h,

H0∶ f ∈ G vs H1∶ f ∈ H.

The method is applicable for the “one-hit” or the “two-hit” models
in the binary response theory [20], so essential for statistics prob-
lems concerned with cancer. The paper [16] considered the differ-
ence of the log-likelihoods for g and h, denoted Dl = l(g;est(θ))−
l(h, est(ξ)), with est(d) being the estimate of the parameter d,
and the expected value E(Dl) of Dl with respect to g(x;est(θ)), say.
Thus, the paper worked with the test statistic T = Dl − E(Dl). It
was really a very interesting line of thought, based on fundamental
statistical principles.

5 Other fields

The concepts of marginal and conditional likelihood were clarified
by David Cox in the paper [24], where he also treated the likelihood
of the hazards proportional model and proved that it fits the partial
likelihood definition he proposed. He also worked on the concept
of likelihood in [25], where he proved that the maximum likelihood
estimation of a simple model retains high efficiency in the presence
of modest amounts of overdispersion.

Dealing with sequential likelihood ratio tests, David Cox pro-
posed in [18], under mild assumptions, an easy-to-handle method
based on an approximation providing numerical evaluations. More-
over, in [9], he devised a unified method under which sequential
tests can be obtained for composite hypotheses. Therein he con-
sidered the problem of discriminating between the hypotheses H0

and H1 concerning two different Bernoulli trials. There are several
papers based on [9]; I think [38] tried to offer a mathematical
justification for this excellent paper on sequential analysis, where
the calculations, eventually, establish the validity of the theoretical
considerations for the main argument of sequential analysis: there
is a gain in the sampling units, providing a discussion for sufficiency
and invariance.

An interesting contribution to sampling is the two-stage sam-
pling [8], which provided food for thought for a two-stage optimal
experimental design [43], while the sequential procedures offered
a solution to the estimation problem for the nonlinear optimal
experimental designs. His contribution to time series is not reduced
to the paper [11], very rich in ideas; we should mention also [29],
where the trend is investigated, and a smooth function of the
time t of the form a[exp(bt)] or a(t+ t0)b, where t0 is known and
a,b are unknown parameters, is introduced. Importantly, in [11]
a point process which is a generalization of a Poisson process, also
known as a Cox process, was introduced. It is interesting that David
Cox uses the same notation, lambda, for this function, as in the
proportional hazards model (see [22]).

There is no textbook on regression analysis that does not re-
fer to the Box and Cox transformations, and to the masterpiece
source [5] for teaching all sorts of statistics subjects to gradu-
ate students. Both J. Tukey and M. S. Bartlett, in a discussion
of [5], stated: “the authors have made a major step forward”.
It is indeed a marvelous contribution, widely adopted, especially in
applications.

We tried to survey briefly a small, but – we believe – represen-
tative part of David Cox’s extended scientific research, in almost
all fields of statistics. One should emphasize that all his papers
(despite including often in the title the word “notes”), are rich in
new, pioneering ideas, and always provide helpful examples.

6 Discussion

Sir David was particularly known for adopting a pragmatic rather
than a dogmatic perspective on the Bayesian/frequentist contro-
versy and described this position at his very interesting RSS seminars
and accompanying videos. He was also referring to “foundation”
with the well-known comment of Fisher, about “building a base-
ment”. His line of thought was clearly referring to “theoretical
statistics” and not to “mathematical statistics”; needless to say,
he was faithful to this line of thought until the end. Model ade-
quacy was crucial to him, though probably he did not persuade

30 EMS MAGAZINE 124 (2022)



Bronze portrait of Sir David, by the sculptor Martin Jennings, in the Senior
Common Room of the Nuffield College, Oxford. With the kind permission
of Martin Jennings and the Nuffield College.

everybody working in the field of medical statistics. He received
many honors: the Guy Medal in Gold of the RSS, the inaugural
International Prize for Statistics, and the Copley Medal of the RSS
(as Carl Friedrich Gauss once did!). Sir David will be remembered as
an incredibly generous and supportive friend. I had the honor to
receive his friendly comments and advice in many discussions, and
especially at the ISI Session in Istanbul while discussing industrial
statistics and a cancer problem. Only a small sample of his over
350 papers are mentioned here. He was the editor of the jour-
nal Biometrika for an extraordinary span of 25 years, from 1966
to 1991, and was a co-editor with Professor D.M. Titterington,
head of the Department of Statistics of Glasgow University in the
1980s (and my supervisor in Glasgow!), of a volume dedicated
to the centennial anniversary of Biometrika. He served terms as
President of the Royal Statistical Society (1980–82) and the Inter-
national Statistical Institute (1995–97). In his words, “people say
theoretical work in statistics should be motivated by applications
because it’s a practical subject” [50]. That is in accordance with
his good relationship with John Tukey, during his visit to USA, but
mainly provides evidence for the general line of thought David Cox
followed, often stressing how hard it was for him to get to grips
with ideas and to solve the impressive, for us, problems that he
formulated in his pioneering work in statistics. He did not hesitate
to work on the improvement of his own books: he returned to
and with D. Reid [31] revised the experiment design book [31], and
with E. Snell revised the Analysis of Binary Data [35].

As Professor F. Downton stated in his discussion for the [22] pa-
per: “Professor Cox has been too modest”, and he lived in modesty
all his productive life, one could add.
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