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Abstract

This work focuses on drift-diffusion equations with fractional dissipation (−�)α in the regime α ∈ (1/2, 1). Our main result is 
an a priori Hölder estimate on smooth solutions to the Cauchy problem, starting from initial data with finite energy. We prove that 
for some β ∈ (0, 1), the Cβ norm of the solution depends only on the size of the drift in critical spaces of the form Lq

t (BMO−γ
x )

with q > 2 and γ ∈ (0, 2α − 1], along with the L2
x norm of the initial datum. The proof uses the Caffarelli/Vasseur variant of De 

Giorgi’s method for non-local equations.
© 2017 
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1. Introduction

This paper is concerned with quantitative estimates for solutions to the following partial differential equation:

∂t θ + u · ∇θ + (−�)αθ = 0 in R+ ×R
d . (1.1)

The quantity θ(t, x) is a scalar and the Rd valued vector field u(t, x) is time dependent and divergence free. We 
study the Cauchy problem, and supplement (1.1) with initial datum θ0 in the natural energy space L2(Rd). Under 
the qualitative hypothesis that u and θ0 are smooth, (1.1) admits a unique classical solution θ starting from θ0. We 
are interested in precisely quantifying the regularity of the solution in terms of the drift and the initial data. More 
specifically, our aim is to obtain an a priori estimate for the Hölder norm of θ in terms of the weakest affordable norm 
of u, together with the initial energy.

The modern approach to this question begins with a classification of drifts according to their criticality. At the 
level of a qualitative heuristic, criticality refers to the relative strength of the advection u · ∇θ versus the diffusion 
(−�)αθ on the small scales. In the literature on active scalars, u often has a fixed functional relationship with θ , and 
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the criticality of equation (1.1) changes by varying α. In contrast, the perspective here is that α is fixed, and criticality 
varies with the roughness of the drift u. For sub-critical drifts, diffusion dominates and one expects (1.1) to obey 
continuity estimates similar to the fractional heat equation. However, for super-critical drifts advection dominates and 
(1.1) can behave more like a transport equation, where initial discontinuities propagate in time. The last alternative is 
that u is critical, meaning that both influences are equally balanced on small scales. This case requires careful analysis, 
and our work focuses primarily on this regime.

To quantify the heuristics given above, we consider the interplay between the natural scaling transformation pre-
serving (1.1) and the norm measuring the drift. Given a solution θ and a drift u, the re-scaling

θλ(t, x) = θ(λ2αt, λx), uλ(t, x) = λ2α−1u(λ2αt, λx) (1.2)

produces a new solution θλ relative to the drift uλ and the scale λ > 0. Criticality can now be quantified in terms of 
linear spaces X endowed with a homogeneous norm. Namely, X is said to be sub-critical (or super-critical) if ‖uλ‖X

tends to zero (or infinity) as λ → 0. In contrast, the space is called critical if ‖uλ‖X is independent of λ.
The particular critical spaces studied in this article are based on negative BMO(Rd) norms in space, which we now 

describe. For each time t > 0, u(t) is taken in a space denoted BMO−γ (Rd ; Rd) with γ ∈ (0, 1). One can think of this 
as a vector space of distributions with negative order, obtained by “taking γ derivatives” of a vector field in BMO. 
We defer to Section 2.1 for a precise definition, only noting this hypothesis yields a ψ(t) ∈ BMO(Rd; Rd) such that 
u(t) = (−�)

γ
2 ψ(t) componentwise. Moreover, the corresponding norm is defined by

‖u(t)‖BMO−γ (Rd ;Rd ) = ‖ψ(t)‖BMO(Rd ;Rd ).

In fact, we impose that t → ‖u(t)‖BMO−γ (Rd ;Rd ) belongs to Lq(R+) and use the shorthand notation u ∈ L
q
t (BMO−γ

x ). 
This defines a critical space for the drift provided the exponents satisfy

2α

q
+ γ = 2α − 1, γ ∈ (0,2α − 1]. (1.3)

Next, we introduce a set S(D, α) consisting of all possible smooth solutions to (1.1) with critical drift norm at most 
D > 0, relative to the order of dissipation α ∈ (1/2, 1). More precisely, θ ∈ S(D, α) provided there exists a smooth, 
divergence free u ∈ L

q
t (BMO−γ

x ) such that (1.1) holds classically and

‖u‖
L

q
t (BMO−γ

x )
≤ D,

for some exponents γ , q satisfying (1.3). Finally, we define a Hölder semi-norm which is consistent with the scaling 
(1.2) via

[θ ]
C

β
α ([t,∞)×Rd )

= sup
(s,x),(r,y)∈[t,∞]×Rd

|θ(s, x) − θ(r, y)|
|s − r| β

2α + |x − y|β
. (1.4)

Our main result is the following a priori bound for the Hölder semi-norm of θ in Cβ
α .

Theorem 1.1. For all α ∈ (1/2, 1) and D > 0, there exist positive constants β , C such that for all θ ∈ S(D, α) and 
times t > 0,

[θ ]
C

β
α ([t,∞)×Rd )

≤ Ct−( d
4α

+β)‖θ0‖L2(Rd ).

Moreover, the constants β and C are universal (depend only on D, α, and d).

Before comparing Theorem 1.1 to the existing literature, let us return to our discussion of critical spaces, focusing 
in particular on those of the form Lq

t (Yx) for q ∈ [1, ∞] and Yx ⊂D′(Rd; Rd). A first remark is that these spaces vary 
substantially as the level of dissipation ranges from the transport regime α = 0 to the case of full diffusion α = 1. As α
grows, the increased diffusion can be used to compensate for more irregular drifts and the critical spaces become larger. 
In particular, an important transition occurs at α = 1/2. Namely, for α ∈ (0, 1/2], Yx can only include distributions 
with non-negative order, but for α ∈ (1/2, 1], Yx can include drifts with negative regularity. The works closest to ours 
concern the divergence free context, so we describe these first. The question of removing this assumption is postponed 



M.G. Delgadino, S. Smith / Ann. I. H. Poincaré – AN 35 (2018) 577–604 579
until the end of the introduction. The literature in the critical case is devoted to one of two scenarios: the first is the 
regime α ∈ (0, 1/2] and the second α = 1.

In the case α ∈ (0, 1/2], the seminal work is by Caffarelli–Vasseur [4], which employs a De Giorgi scheme in the 
case α = 1/2 to treat drifts in L∞

t (BMOx). Subsequently, Constantin–Wu [7] prove that the method of Caffarelli–
Vasseur can also be applied in the regime α ∈ (0, 1/2), provided u belongs to L∞

t (C1−2α
x ). In these two articles, the 

main obstacle is the lack of a true local energy inequality, due to the presence of the fractional Laplacian. To address 
this problem, the authors of [4] developed a technique for embedding the non-local obstructions into the solution of an 
auxiliary problem, the harmonic extension of the solution to the upper half plane. They prove a form of the Cacciop-
poli inequality involving both the solution θ and its harmonic extension θ∗, then successively exploit the estimate in 
a sophisticated De Giorgi scheme, yielding a decay of the oscillations. In this article, we rely heavily on the methods 
developed in [4].

In the case α = 1, Osada [12] treated the critical case u ∈ L∞
t (W

−1,∞
x ) nearly thirty years ago. More recently, two 

different sets of authors studied drifts in the more refined space L∞
t (BMO−1

x ), each using different methods. In [13], 
Seregin–Silvestre–S̆verák–Zlatos̆ establish the desired Hölder bound by means of a Harnack inequality proven with 
Moser’s iteration technique. In [9], Friedlander–Vicol work more in the spirit of [4], developing a De Giorgi scheme 
and proving an oscillation reduction result. The main difficulty in these articles is dealing with the negative regularity 
of the drift. A key problem the authors overcame in [9] was obtaining a form of Caccioppoli inequality with constants 
depending only on the L∞

t (BMO−1
x ) norm of the velocity. In fact, they obtain an estimate which is weaker than the 

Caccioppoli inequality for the heat equation, but show nonetheless that it is sufficient for the purpose of the De Giorgi 
scheme.

It is important to emphasize that the key obstacles faced in the regime α ∈ (0, 1/2] are somewhat distinct from the 
case α = 1. While the first deals mostly with the non-locality, the second deals primarily with the negative regularity 
of the drift. In the case α ∈ (1/2, 1) we face both these difficulties simultaneously.

A key part of our work is to obtain a form of Caccioppoli inequality involving only the rough norms of the drift. 
This is the content of Sections 3 and 4. The proof is inspired by a trick in [9], where an integration by parts combined 
with an application of the John–Nirenberg inequality allows to locally transfer the negative regularity of the drift onto 
the solution, then use the dissipative bounds. In the present setting, we cannot afford to pass off a full derivative onto 
θ , so we use a fractional integration by parts instead. This is slightly subtle because it turns a localized integral into 
an integral over the whole space. Nonetheless, in Lemma 3.5 we obtain our basic mechanism for trading fractional 
negative regularity off of the drift and onto the solution at a global level.

However, for the Caccioppoli estimate we must perform this locally. As in [4] and [7], our substitute for the 
local energy inequality uses a solution to an auxiliary problem, given by the Caffarelli–Silvestre [3] extension. In 
Lemma 3.6, we show how to control the drift contribution in terms of both the extension and the true solution. 
Due to the lack of a pointwise fractional product rule, this estimate costs a small error term, which we must iterate 
away in Section 4. Ultimately this leads to a slightly less precise form of Caccioppoli estimate than in the work of 
Caffarelli–Vasseur. However, in some sense it is stronger than the estimate obtained in [9], and we explicitly use the 
strict inequality α < 1.

The remainder of the paper is devoted to applying the Caccioppoli estimate together with the method of Caffarelli–
Vasseur to obtain the Hölder estimate through a De Giorgi iteration. The reader is referred to [2] for an introduction 
to this technique. Let us finish with some comments on the sharpness of the hypotheses of Theorem 1.1.

The results of [16] show that one cannot generally expect Theorem 1.1 to hold if the drift norm is only controlled 
in a super-critical space. In particular, this means that if we focus on critical norms of the form Lq

t (BMO−γ
x ), then the 

exponents in (1.3) are optimal. Indeed, even though the results in [16] are stated for vector fields in L
d

2α−1 (Rd; Rd), 
this space embeds into BMO1−2α(Rd; Rd). Thus, the results in [16] prevent Theorem 1.1 due to the endpoint case 
q = ∞. As stated, the results in [16] do not rule out Theorem 1.1 if we consider only q ∈ (2, ∞), but we are inclined 
to believe there are counterexamples in this regime also. On the other hand, it is conceivable that there are larger 
critical spaces where Theorem 1.1 could hold. The next natural question is whether Theorem 1.1 can be extended to 
the Besov space Lq

t (B
−γ∞,∞).

Let us also comment on the divergence free hypothesis for the velocity. The work of Silvestre [14,15] shows that 
this assumption can be dropped if α ∈ (0, 1/2), provided one forgoes the BMO framework, working in a bit larger 
critical spaces. Namely, for α ∈ (0, 1/2) the result of [7] is shown to hold without the divergence free assumption. In 
the case α ∈ [1/2, 1), Hölder estimates are obtained if the drift is bounded. In particular, when α = 1/2 the results of 
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Caffarelli–Vasseur can almost be recovered without the divergence free assumption, but not quite up to drifts in BMO. 
It is important to note that [14,15] do not follow a variational approach.

The techniques in this paper seem to break down if one removes entirely the divergence free hypothesis. However, 
it is likely that the one could at least extend our results to the case divu ∈ L∞

t (BMO−α
x ). Note that belonging to the 

critical space L∞
t (BMO1−2α

x ) only imposes divu ∈ L∞
t (BMO−2α

x ), so there is a significant gap that remains.
Finally, we want to mention the possibility of building weak solutions (in the variational sense) to (1.1) when u is 

truly a distribution in Lq
t (BMO−γ

x ). If u is divergence free, or more generally divu ∈ L2
t (H

−α
x ), then one can define 

u · ∇θ as a distribution by way of a formal fractional integration by parts. One could construct Hölder continuous 
weak solutions of this type using Theorem 1.1. We will discuss these matters in a separate article, where results on 
existence and uniqueness for fractional parabolic equations with rough coefficients will be proved in the spirit of 
DiPerna–Lions [8] and Lions–Le Bris [1,11]. In particular, we intend to discuss the relation between criticality and 
criteria for uniqueness.

2. Preliminaries

2.1. Negative BMO spaces

Let us begin by introducing the negative BMO space BMO−γ (Rd ; Rd).

Definition 2.1. For γ > 0, a distributional vector field u ∈ D′(Rd ; Rd) belongs to BMO−γ (Rd ; Rd) provided there 
exists ψ ∈ BMO(Rd ; Rd) such that u = (−�)

γ
2 ψ componentwise.

Observe that for ψ ∈ BMO(Rd ; Rd), the tempered distribution (−�)
γ
2 ψ ∈ S ′(Rd) is defined componentwise by 

duality for ϕ ∈ S(Rd) via〈
(−�)

γ
2 ψi,ϕ

〉
=
∫
Rd

ψi(x)(−�)
γ
2 ϕ(x)dx. (2.1)

The integral in (2.1) is well defined in view of the following two classical inequalities

sup
x∈Rd

[(
1 + |x|d+γ

)
|(−�)

γ
2 ϕ(x)|

]
≤ C,

∫
Rd

|ψ(x)|
1 + |x|d+γ

dx < ∞.

The first is a classical fact about the behavior of (−�)
γ
2 on the Schwartz space S(Rd), while the second is property 

of functions in BMO(Rd) (see [17]). Next we note that BMO−γ (Rd; Rd) is a linear space and a norm can be defined 
as follows:

‖u‖BMO−γ (Rd ;Rd ) = ‖ψ‖BMO(Rd ;Rd ), (2.2)

where ψ satisfies (−�)
γ
2 ψ = u. The following Lemma ensures the norm is well-defined.

Lemma 2.2. For each u ∈ S ′(Rd ; Rd), there is at most one solution ψ ∈ BMO(Rd ; Rd) to the equation

(−�)
γ
2 ψ = u in D′(Rd ;Rd),

modulo shifts by a constant vector.

Proof. Let ψ1, ψ2 ∈ BMO(Rd; Rd) satisfy (−�)
γ
2 ψ1 = (−�)

γ
2 ψ2 in D′(Rd ; Rd). Defining the difference q = ψ1 −

ψ2, it follows that each component qi is an γ harmonic function satisfying∫
Rd

|qi(x)|
1 + |x|d+γ

dx < ∞.

Combining this with the Liouville Theorem for (−�)
γ
2 proved in [6, Theorem 1.3], it follows that each qi is a constant 

function. Hence, ψ1 differs from ψ2 by a constant vector. �
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Remark 2.3. Observe that (2.2) defines a norm rather than a semi-norm. This follows from the observation that if 
‖u‖BMO−γ (Rd ) = 0, then there exist a constant function ψ such that u = (−�)

γ
2 ψ , therefore u = 0.

In addition, we define the space of vector valued functions Lq
t (BMO−γ

x ) as follows:

Definition 2.4. An element u ∈ L
q
t (BMO−γ

x ) is an equivalence class of measurable maps u :R+ →D′(Rd ; Rd) such 
that t → ‖u(t)‖BMO−γ (Rd ;Rd ) belongs to Lq(R+).

2.2. The solution set

For each α ∈ (1/2, 1) and D > 0, we define a set S(D, α) of solutions to (1.1). The parameter D measures the 
size of the drift in a critical Lq

t (BMO−γ
x ) space. Since we only aim in this paper to establish a priori bounds, we 

restrict attention to classical solutions θ to (1.1) driven by regular velocity fields. By classical, we mean that (1.1)
holds pointwise for (t, x) ∈R+ ×R

d . The precise definition of S(D, α) is as follows:

Definition 2.5. A function θ : [0, ∞) ×R
d → R belongs to S(D, α) provided it satisfies (1.1) classically, relative to a 

smooth, divergence free velocity field u with

‖u‖
L

q
t (BMO−γ

x )
≤ D,

for some γ > 0 and q ≥ 1 satisfying 2α
q

+ γ = 2α − 1.

Remark 2.6. Theorem 1.1 is independent of γ and q from the definition above.

Given θ ∈ S(D, α) and λ > 0, defining θλ via (1.2) yields another element of S(D, α), relative to the velocity 
field uλ. This is a consequence of the relation (1.3) defining the exponents q , γ .

Observe that we do not place any restrictions on the initial value of solutions θ ∈ S(D, α). In particular, θ ∈
S(D, α) does not imply θ(0) ∈ L2(Rd). This ensures that for θ ∈ S(D, α) and a constant c ∈ R, we have θ + c ∈
S(D, α).

2.3. The Caffarelli–Silvestre extension problem

Here we introduce the Caffarelli–Silvestre extension that appears systematically in our work. The reader should be 
advised that, to avoid technical issues, the results presented in this section are tailored to the needs of the present work 
and are not stated in full generality. The interested reader is referred to [3] and [5].

We begin by defining a natural weighted norm for the extension, based on the weight ωα(z) = z1−2α defined for 
z ∈R+. The space defined below appears repeatedly throughout the article.

Definition 2.7. Given f ∈ L1
loc(R

d ×R+), we define the L2
ωα

(Rd ×R+) norm by

‖f ‖2
L2

ωα
(Rd×R+)

=
∞∫

0

∫
Rd

z1−2α|f |2dxdz.

Next, we define the Caffarelli–Silvestre extension (see [3]).

Definition 2.8. Given f ∈ Hα(Rd), we define for (x, z) ∈R
d × [0, ∞),

f ∗(x, z) = f ∗ P α
z (x),

where

P α
z (x) = cd,α

z2α

(|x|2 + z2)
d
2 +α

= 1

zd
P α

1

(
x

z

)
,

and cd,α is a normalizing constant such that ‖P α‖L1(Rd ) = 1.
1
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Remark 2.9. As α is fixed throughout the paper, there is no ambiguity in the definition of ∗.

Remark 2.10. Formally, f ∗ solves{
div(z1−2α∇f ∗) = 0 in R

d ×R+
f ∗(x,0) = f (x) in R

d .
(2.3)

In fact, the solution to (2.3) is unique. This can be seen from the fact that (2.3) is also the Euler–Lagrange condition 
associated to the energy

1

2
‖∇g‖2

L2
ωα

(Rd×R+)
=

∞∫
0

∫
Rd

z1−2α|∇g(x, z)|2 dxdz. (2.4)

Uniqueness follows from the fact that (2.4) is, up to constants, strictly convex.

A fundamental tool for our analysis is the following key identity, lifting a local average of the fractional laplacian 
to a weighted inner product of local derivatives on a space of dimension one degree higher.

Lemma 2.11. For all f ∈ Hα(Rd) ∩ W 1,∞(Rd) and g ∈ W
1,∞
c (Rd × [0, ∞)) the following identity holds

∫
Rd

(−�)αf (x)g0(x)dx =
∫
Rd

∞∫
0

z1−2α∇f ∗ · ∇g dxdz, (2.5)

where g0 = g(·, 0) and f ∗ is the Caffarelli–Silvestre extension of f .

Proof. We introduce two functionals G and H defined by

G(ρ) = 1

2
‖∇ρ‖L2

ωα
(Rd×R+) −

∫
Rd

ρ0(−�)αf dx.

H(ρ) = 1

2
‖ρ0‖2

Hα(Rd )
−
∫
Rd

ρ0(−�)αf dx.

Both functionals are strictly convex over the convex constraint set

A=
{
ρ :Rd ×R+ → R | ∇ρ ∈ L2

ωα
(Rd ×R+), ρ0 ∈ Hα(Rd)

}
,

where ρ0(x) = ρ(x, 0) for x ∈R
d .

The main observation is that (2.5) is the Euler–Lagrange condition for the unique minimizer of G in A, which 
we want to show is f ∗. Taking perturbations supported on Rd × (0, ∞), the first order conditions imply that any 
minimizer must solve

∇ · (z1−2α∇ρ) = 0 in R
d ×R+.

Since the minimizer belongs to A, it must be the unique Caffarelli–Silvestre extension of it’s trace. Moreover, if ρ ∈A
is given by ρ∗

0 , then G(ρ) = H(ρ) in view of the identity

‖∇(ρ∗
0 )‖L2

ωα
(Rd×R+) = ‖ρ0‖Hα(Rd ),

which has been shown in Section 3.2 of [3]. Hence the minimizer of G in A also minimizes H in A. Moreover, H
can be re-written as

H(ρ) = 1

2
‖ρ0 − f ‖Hα(Rd ) − 1

2
‖f ‖Hα(Rd ).

Hence, the minimizer of H over A is clearly ρ = f ∗, completing the proof. �
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Using the previous Lemma, we can give a variational characterization to the Hα(Rd) seminorm in the extended 
space.

Corollary 2.12. Given α ∈ (0, 1) and f ∈ W 1,∞(Rd) ∩ Hα(Rd),

∫
Rd

|(−�)
α
2 f |2 dx = [f ]2

Ḣ α(Rd )
= inf

g∈S(f )

∞∫
0

∫
Rd

z1−2α|∇g(x, z)|2 dxdz, (2.6)

where A(f ) = {g ∈ W 1,∞(Rd × [0, ∞)) : ∇g ∈ L2
ωα

(Rd ×R+), g(x, 0) = f }.
Moreover, the infimum in (2.6) is attained by f ∗.

3. Product estimates

For divergence free drifts u, the global balance of energy for (1.1) is

d

dt
‖θ(t)‖2

L2(Rd )
+ ‖(−�)

α
2 θ(t)‖2

L2(Rd )
= 0.

Note that this estimate does not involve any norms of the velocity at all. However, to prove a Hölder continuity result, 
one needs to understand the balance of energy within a small ball. In Section 4, we study the evolution of the quantity 
t → ‖η2θ(t)‖L2(Rd ) for an appropriate cutoff η. The contribution of the advection u · ∇θ requires one to estimate

2
∣∣∣〈u · ∇θ, η2θ

〉∣∣∣= ∣∣∣〈u, θ2∇(η2)
〉∣∣∣ . (3.1)

The main result of this section is Lemma 5.7, which gives an estimate for (3.1) in terms of u in BMO−γ (Rd) and 
localized norms of θ and θ∗.

3.1. Classical auxiliary results

In this subsection, we collect several auxiliary results about the fractional Laplace operator and the space BMO(Rd)

that will be used in the proofs of Lemmas 3.5 and 3.6 below. The first result, the Kato–Ponce inequality, compensates 
for the lack of a pointwise product rule for the fractional Laplacian.

Theorem 3.1. Given γ > 0, p ∈ [1, ∞) and exponents q, r ∈ (1, ∞) such that 1
r

+ 1
q

= 1
p

, there exists a constant 

C = C(d, γ, q, r, p) such that for all f, g ∈ Wγ,q(Rd) ∩ Lr(Rd),∥∥(−�)
γ
2 (fg)

∥∥
Lp(Rd )

≤ C
[∥∥(−�)

γ
2 f
∥∥

Lq(Rd )
‖g‖Lr(Rd ) + ∥∥(−�)

γ
2 g
∥∥

Lq(Rd )
‖f ‖Lr(Rd )

]
. (3.2)

Proof. Theorem 1 in [10] proves the same inequality for f, g ∈ S(Rd). The version of the Theorem stated above can 
be proved using density of S(Rd) in Wγ,q(Rd) ∩ Lr(Rd). Clearly one can pass to the limit on the RHS of (3.2). To 
treat the LHS, note that if fn → f and gn → g in Wγ,q(Rd) ∩Lr(Rd), then (−�)

γ
2 (fngn) → (−�)

γ
2 (fg) in S ′(Rd). 

By the lower-semicontinuity of the Lp(Rd) norm, we obtain the desired inequality in the limit. �
The basic mechanism for using the regularity of θ to compensate for the irregularity of u is the fractional integration 

by parts formula below.

Lemma 3.2. For all f ∈ C∞(Rd) ∩ BMO(Rd) and g ∈ W
1,∞
c (Rd),∫

Rd

(−�)
γ
2 fg dx =

∫
Rd

f (−�)
γ
2 g dx.
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Observe that if g in Lemma 3.2 is compactly supported but f is not, then fractional integration by parts turns a 
localized integral into an integration over the whole space. The next Lemma allows us to use the decay of (−�)

γ
2 g

away from the support of g to estimate the far field contribution to this integral. Also, it allows us to freely subtract a 
constant from f , which will be useful when applying the John–Nirenberg inequality.

Lemma 3.3. For each γ ∈ (0, 1), there exists a positive constant Cγ with the following property. For all g ∈ W
1,∞
c (Rd)

supported in B1 and each x ∈ Bc
2 ,

∣∣(−�)
γ
2 g(x)

∣∣≤ Cγ ‖g‖L1(B1)

(
1 + |x|d+γ

)−1
.

In particular, (−�)
γ
2 g ∈ L1(Rd) and satisfies:∫

Rd

(−�)
γ
2 g(x)dx = 0. (3.3)

Proof. Let x ∈ Bc
2 , then since g is compactly supported in B1

(−�)
γ
2 g(x) = cγ

∫
B1

g(y)

|x − y|d+γ
dy, (3.4)

where the integral is absolutely convergent. Moreover, for y ∈ B1 we have the elementary inequality

|x − y| ≥ |x| − |y| = 1

3
|x| +

(
2

3
|x| − |y|

)
≥ 1

3
(1 + |x|). (3.5)

Combining (3.4) and (3.5) gives the claim.
To show (3.3), we use again the integral definition of the fractional Laplacian. As g ∈ W

1,∞
c (Rd) and γ ∈ (0, 1), 

we may omit the principal value part of the definition. Therefore,∫
Rd

(−�)
γ
2 g(x) dx =

∫
Rd

∫
Rd

g(x) − g(y)

|x − y|d+γ
dxdy = 0,

due to the anti-symmetry of the integrand. �
Finally, we need some classical estimates for BMO(Rd) functions, a local control through the John–Nirenberg 

inequality, as well as an estimate on the far field behavior.

Proposition 3.4. For all p ∈ (1, ∞), there exists a positive constant Cp such that for each ψ ∈ BMO(Rd),

‖ψ − M(ψ,B2)‖Lp(B2) ≤ Cp‖ψ‖BMO(B2). (3.6)

Moreover, for all γ ∈ (0, 2), there exists a positive constant Cγ such that:∫
Rd

|ψ − M(ψ,B2)|
2d+γ + |x|d+γ

dx ≤ Cγ ‖ψ‖BMO(Rd ), (3.7)

where

M(ψ,B2) = 1

|B2|
∫
B2

ψdx.

A proof of (3.6) may be found in [17] and the proof of (3.7) appears in [18].
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3.2. A global regularity trade-off

Now we employ the auxiliary results of Section 3.1 to prove the following:

Lemma 3.5. For all p ∈ (1, ∞) and γ ∈ (0, 1), there exists a positive constant Cp,γ such that the following is true. 
For each f ∈ C∞(Rd) ∩ BMO−γ (Rd) and g ∈ W

1,∞
c (Rd) supported in B1,

∫
Rd

fgdx ≤ Cp,γ ‖f ‖BMO−γ (Rd )

[∥∥(−�)
γ
2 g
∥∥

Lp(Rd )
+ ‖g‖L1(Rd )

]
.

Proof. Begin by writing f = (−�)
γ
2 ψ and applying Lemma 3.2 to find:∫

Rd

fgdx =
∫
Rd

ψ(−�)
γ
2 gdx.

By Lemma 3.3, (−�)
γ
2 g integrates to zero over Rd . We may exploit this by introducing:

ψ0(x) = ψ(x) − M(ψ,B2).

A free subtraction yields:∫
Rd

fgdx =
∫
Rd

ψ0(−�)
γ
2 gdx =

∫
B2

ψ0(−�)
γ
2 gdx +

∫
Bc

2

ψ0(−�)
γ
2 gdx.

To estimate the inner contribution, apply Hölder’s inequality followed by Proposition 3.4 to obtain:∫
B2

ψ0(−�)
γ
2 gdx ≤ ‖ψ0‖

L
p

p−1 (B2)

∥∥(−�)
γ
2 g
∥∥

Lp(Rd )

≤ Cp‖ψ‖BMO(Rd )

∥∥(−�)
γ
2 g
∥∥

Lp(Rd )
.

To estimate the outer contribution, use Lemma 3.3 (noting that g is compactly supported in B1) followed by Proposi-
tion 3.4 to deduce∫

Bc
2

ψ0(−�)
γ
2 gdx ≤ Cγ ‖g‖L1(B1)

∫
Rd

|ψ(x) − M(ψ,B2)|
1 + |x|d+γ

dx

≤ Cγ ‖g‖L1(B1)

∫
Rd

|ψ(x) − M(ψ,B2)|
2d+γ + |x|d+γ

dx

≤ Cγ ‖g‖L1(B1)
‖ψ‖BMO(Rd ).

The proof of the Lemma is completed in view of the observation ‖ψ‖BMO(Rd ) = ‖f ‖BMO−γ (Rd ). �
3.3. A local regularity trade-off

We are now in a position to prove the main result of this section.

Lemma 3.6. For each γ ∈ (0, α), there exists a positive constant Cγ,α with the following property. For all u ∈
C∞(Rd) ∩ BMO−γ (Rd), θ ∈ C∞(Rd), and σ ∈ C∞

c

(
B1 × [0, ∞)

)
, the inequality below holds true:
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∣∣∣∣∣∣∣
∫
Rd

u · η∇ηθ2+dx

∣∣∣∣∣∣∣≤ Cγ,αν−1
[
1 + ‖u‖2

BMO−γ (Rd )

]
‖(η + |∇η|)θ+‖2

L2(Rd )

+ ‖∇(σθ∗+)‖L2
ωα

(Rd×R+) + ν‖∇(∇xσθ∗+)‖2
L2

ωα
(Rd×R+)

,

where ν ∈ (0, 1) may be arbitrary, η(x) = σ(x, 0), and θ∗+ = (θ∗)+.

Proof. Let f = u and g = η∇ηθ2+. Since θ ∈ C∞(Rd), it follows that g ∈ W
1,∞
c (Rd). Hence, we may apply 

Lemma 3.5 with an exponent p(α, γ ) ∈ (1, 2) to be chosen below. This yields:∫
Rd

u · η∇ηθ2+dx ≤ Cγ,α‖u‖BMO−γ (Rd )

[
‖η∇ηθ2+‖L1(Rd ) + ∥∥(−�)

γ
2 (η∇ηθ2+)

∥∥
Lp(Rd )

]
.

To estimate the first term, use Young’s inequality to find:

‖u‖BMO−γ (Rd )‖η∇ηθ2+‖L1(Rd ) ≤ 1

2

[
1 + ‖u‖2

BMO−γ (Rd )

]
‖(η + |∇η|)θ+‖2

L2(Rd )
.

The next step is to apply Kato–Ponce’s inequality (Theorem 3.1) to ηθ+ and ∇ηθ+ to obtain:∥∥(−�)
γ
2 (ηθ+∇ηθ+)

∥∥
Lp(Rd )

≤ Cγ

[∥∥(−�)
γ
2 (ηθ+)

∥∥
L

2p
2−p (Rd )

‖∇ηθ+‖L2(Rd ) + ‖ηθ+‖L2(Rd )

∥∥(−�)
γ
2 (∇ηθ+)

∥∥
L

2p
2−p (Rd )

]
.

Since α > γ , we may choose the exponent p = d/(d − α + γ ) which is less than 2 since γ > 0, α < 1 and d ≥ 2. 
This allows us to use the Hardy–Littlewood–Sobolev inequality to deduce∥∥(−�)

γ
2 (ηθ+∇ηθ+)

∥∥
Lp(Rd )

≤ Cγ

[∥∥(−�)
α
2 (ηθ+)

∥∥
L2(Rd )

‖∇ηθ+‖L2(Rd ) + ‖ηθ+‖L2(Rd )

∥∥(−�)
α
2 (∇ηθ+)

∥∥
L2(Rd )

]
.

Combining these observations and using Young’s inequality with a parameter ν > 0, we find:∣∣∣∣∣∣∣
∫
Rd

u · η∇ηθ2+dx

∣∣∣∣∣∣∣≤ Cγ ν−1
[

1 + ‖u‖2
BMO−γ (Rd )

]
‖(η + |∇η|)θ+‖2

L2(Rd )

+ ∥∥(−�)
α
2 (ηθ+)

∥∥2
L2(Rd )

+ ν
∥∥(−�)

α
2 (∇ηθ+)

∥∥2
L2(Rd )

.

The proof may be completed by using the variational characterization of the Ḣ α norm, Proposition 2.12. Namely, 
choose σθ∗+ to extend ηθ+ and ∇xσθ∗+ to extend ∇ηθ+. �
4. A Caccioppoli type inequality

In this section, we use Lemma 3.6 to obtain a form of Caccioppoli’s inequality. A key ingredient is Lemma 2.11, 
which allows us to lift a fractional derivative operator (for which the product rule does not hold) to a local derivative 
operator of the Caffarelli–Silvestre extension (by adding a dimension). On the extension, the usual Caccioppoli ma-
nipulations for local elliptic/parabolic equations can be performed. The result is an inequality involving both θ and 
θ∗, which will have a cost when we perform the De Giorgi iteration in Sections 5 and 6.

The main result of this section is Proposition 4.2, whose proof relies on the following Lemma.

Lemma 4.1. There exists a positive constant C(D, α) such that for all θ ∈ S(D, α), the following property is true. 
For each σ ∈ C∞

c

(
R

d × [0, ∞)
)

and 0 < s < t ≤ 6:
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‖ηθ+(t)‖2
L2(Rd )

+
t∫

s

‖∇(σθ∗+(r)
)‖2

L2
ωα

(Rd×R+)
dr ≤ ‖ηθ+(s)‖2

L2(Rd )

+ 3

t∫
s

‖∇σθ∗+(r)‖2
L2

ωα
(Rd×R+)

dr + Cν−1

⎡
⎣ t∫

s

‖(η + |∇η|)θ+(r)‖
2α

1−α

L2(Rd )
dr

⎤
⎦

1
α
−1

+ ν

t∫
s

‖∇(∇xσθ∗+(r)
)‖2

L2
ωα

(Rd×R+)
dr,

(4.1)

where the constant ν ∈ (0, 1) may be chosen arbitrarily and η(x) = σ(x, 0).

Proof. Multiplying the equation for θ ∈ S(D, α) by η2θ+ and integrating over [s, t] ×R
d yields:

1

2

∫
Rd

θ2+(t, x)η2(x)dx +
t∫

s

∫
Rd

(−�)αθη2θ+dxdr

= 1

2

∫
Rd

θ2+(s, x)η2(x)dx − 1

2

t∫
s

∫
Rd

u · ∇(θ2+)η2dxdr.

(4.2)

Since divu = 0, we may write:

− 1

2

t∫
s

∫
Rd

u · ∇(θ2+)η2dxdr = 1

2

t∫
s

∫
Rd

u · ∇(η2)θ2+dxdr. (4.3)

Next we will verify that for all times in [s, t],
∫
Rd

(−�)αθη2θ+dx =
∫
Rd

∞∫
0

z1−2α

(
|∇(σθ∗+)|2 − |∇σ |2|θ∗+|2

)
dxdz. (4.4)

Applying Lemma 2.11 with f = θ , g0 = η2θ+, and the extension g = σ 2θ∗+,

∫
Rd

(−�)αθη2θ+dx =
∞∫

0

∫
Rd

z1−2α∇(σ 2θ∗+) · ∇θ∗dxdz

=
∞∫

0

∫
Rd

z1−2α∇(σ 2θ∗+) · ∇θ∗+dxdz.

The identity (4.4) now follows from the relation

∇(σ 2θ∗+) · ∇θ∗+ = |∇(σθ∗+)|2 − |∇σ |2|θ∗+|2.
Substituting the identities (4.3) and (4.4) into (4.2) and multiplying by a factor of 2 yields:

‖ηθ+(t)‖2
L2(Rd )

+ 2

t∫
s

‖∇(σθ∗+(r)
)‖2

L2
ωα

(Rd×R+)
dr ≤ ‖ηθ+(s)‖2

L2(Rd )

+ 2

t∫
s

‖∇σθ∗+(r)‖2
L2

ωα
(Rd×R+)

dr + 1

2

t∫
s

∫
d

u · ∇(η2)θ2+dxdr.

(4.5)
R
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Fix a ν > 0 and apply Lemma 3.6 for each time r ∈ (s, t), then integrate to find

t∫
s

∫
Rd

u · η∇ηθ2+dxdr ≤ Cγ ν−1

t∫
s

[
1 + ‖u(r)‖2

BMO−γ (Rd )

]
‖(η + |∇η|)θ+(r)‖2

L2(Rd )
dr

+
t∫

s

‖∇(σθ∗+)‖2
L2

ωα
(Rd×R+)

dr + ν

t∫
s

‖∇(∇xσθ∗+)‖2
L2

ωα
(Rd×R+)

dr.

(4.6)

Note that the second integral on the RHS of (4.6) can be absorbed into the LHS of (4.5). Hence, to complete the proof 
it suffices to estimate the first term on the RHS of (4.6). Applying Holder’s inequality with the exponent α/(2α − 1)

yields:
t∫

s

[
1 + ‖u(r)‖2

BMO−γ (Rd )

]
‖(η + |∇η|)θ+(r)‖2

L2(Rd )
dr

≤
( t∫

s

[
1 + ‖u(r)‖2

BMO−γ (Rd )

] α
2α−1

dr

)2− 1
α
( t∫

s

‖(η + |∇η|)θ+(r)‖
2α

1−α

L2(Rd )
dr

) 1
α
−1

Recall that θ ∈ S(D, α) implies u ∈ L
q
t (BMO−γ

x ), where the exponents q and γ satisfy 2α
q

+γ = 2α−1. Since γ > 0, 
it follows that q > 2α/(2α − 1), so applying Holder’s inequality again,

( t∫
s

[
1 + ‖u(r)‖2

BMO−γ (Rd )

] α
2α−1

dr

)2− 1
α ≤ Cα

[
1 + ‖u‖2

L

2α
2α−1
t (BMO−γ

x )

]

≤ Cα

[
1 + ‖u‖2

L
q
t (BMO−γ

x )

]
≤ C(D,α).

Note that we used the fact that s, t ≤ 6 in the second inequality. Combining these observations with (4.5) and (4.6)
completes the proof. �

In order for (4.1) to be useful in the De Giorgi iteration step, we need to remove the last term on the RHS. The 
strategy is to do this by iterating the estimate. The first step is to choose particular cutoffs, yielding an inequality 
similar to (4.1), but more amenable to the hypotheses of Lemma 4.3. The end result is that we remove the overlap at 
the expense of the precision of the estimate. The details are given in the proof of the next Proposition.

Proposition 4.2. There exists a positive universal constant C(D, α) such that for all θ ∈ S(D, α), the following 
inequality holds. For all cube sizes 0 < r1 < r2 ≤ 3, heights 0 < δ1 < δ2 ≤ 3, and times 0 < t1 < t2 ≤ 6:

‖θ+(t2)‖2
L2(Br1 )

+ C−1

t2∫
t1

‖∇θ∗+‖2
L2

ωα
(Br1×(0,δ1))

dt ≤ ‖θ+(t1)‖2
L2(Br2 )

+ C

(r2 − r1)4(δ2 − δ1)2

⎡
⎢⎣

t2∫
t1

‖θ∗+‖2
L2

ωα
(Br2×[0,δ2]) dt +

⎛
⎝ t2∫

t1

‖θ+‖
α

1−α

L2(Br2 )
dt

⎞
⎠

1−α
α

⎤
⎥⎦ .

(4.7)

Proof. Fix r , R, δ and ρ, such that 0 < r1 < r < R < r2 ≤ 3 and 0 < δ1 < δ < ρ < δ2 ≤ 3. Also, fix a cutoff function 
σ ∈ C∞

c (Rd × [0, ∞)) such that:

1Br×[0,δ] ≤ σ ≤ 1BR×[0,ρ],

and the derivatives of the cutoff satisfy:
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‖∇σ‖L∞(Rd×R+) ≤ C(R − r)−1(ρ − δ)−1, ‖∇2σ‖L∞(Rd×R+) ≤ C(R − r)−2(ρ − δ)−2.

Using Proposition 4.1 and noting the support of σ yields for each ν ∈ (0, 1):

‖θ+(t2)‖2
L2(Br )

+
t2∫

t1

∥∥∇(θ∗+(t)
)∥∥2

L2
ωα

(Br×[0,δ])dt ≤ ‖θ+(t1)‖2
L2(BR)

+ 3

t2∫
t1

‖∇σθ∗+(t)‖2
L2

ωα
(Rd×R+)

dt + ν

t2∫
t1

∥∥∇(∇σθ∗+(t)
)∥∥2

L2
ωα

(Rd×R+)
dt

+ Cν−1

⎛
⎝ t2∫

t1

‖(η + |∇η|)θ+(t)‖
2α

1−α

L2(Rd )
dt

⎞
⎠

1
α
−1

.

(4.8)

Observe that for all times in t ∈ [t1, t2]:∥∥∇(∇σθ∗+(t)
)∥∥2

L2
ωα

(Rd×R+)

≤ 2‖∇2σ‖2
L∞(Rd×R+)

‖θ∗+(t)‖2
L2

ωα
(BR×(0,ρ))

+ 2‖∇σ‖2
L∞(Rd×R+)

∥∥∇θ∗+(t)
∥∥2

L2
ωα

(BR×(0,ρ))

≤ 2C(ρ − δ)−4(R − r)−4‖θ∗+(t)‖2
L2

ωα
(BR×(0,ρ))

+ 2C(ρ − δ)−2(R − r)−2
∥∥∇θ∗+(t)

∥∥2
L2

ωα
(BR×(0,ρ))

.

Hence, choosing ν = (2C)−1(ρ − δ)2(R − r)2 yields:

3

t2∫
t1

‖∇σθ∗+‖2
L2

ωα
(Rd×R+)

dt + ν

t2∫
t1

∥∥∇(∇σθ∗+
)∥∥2

L2
ωα

(Rd×R+)
dt

≤ 1

2

t2∫
t1

‖∇θ∗+‖2
L2

ωα
(BR×(0,ρ))

dt + C(ρ − δ)−2(R − r)−2

t2∫
t1

‖θ∗+‖2
L2

ωα
(BR×(0,ρ))

dt

≤ 1

2

t2∫
t1

‖∇θ∗+‖2
L2

ωα
(BR×(0,ρ))

dt + C(ρ − δ)−2(R − r)−4

t2∫
t1

‖θ∗+‖2
L2

ωα
(BR×(0,ρ))

dt.

(4.9)

Moreover, using the bounds on the gradient of the cutoff

Cν−1

⎛
⎝ t2∫

t1

‖(η + |∇η|)θ+‖
2α

1−α

L2(Rd )
dt

⎞
⎠

1−α
α

≤ C(ρ − δ)−2(R − r)−4

⎛
⎝ t2∫

t1

‖θ+‖
α

1−α

L2(BR)
dt

⎞
⎠

1−α
α

. (4.10)

Using the inequalities (4.9) and (4.10) to update the estimate (4.8) yields:

‖θ+(t2)‖2
L2(Br )

+
t2∫

t1

‖∇θ∗+‖2
L2

ωα
(Br×(0,δ))

dt ≤ ‖θ+(t1)‖2
L2(BR)

+ C

(R − r)4(ρ − δ)2

⎡
⎢⎣

t2∫
t1

‖θ∗+‖2
L2

ωα
(BR×[0,ρ]) dt +

⎛
⎝ t2∫

t1

‖θ+‖
α

1−α

L2(BR)
dt

⎞
⎠

1−α
α

⎤
⎥⎦

+ 1

2

t2∫
‖∇θ∗+‖2

L2
ωα

(BR×(0,ρ))
dt.
t1
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Finally, we just need to apply this inequality iteratively to obtain the desired result. This iteration procedure is 
encoded in Lemma 4.3, where we use with the following parameters:

A1 = ∥∥θ+(t1)
∥∥2

L2(Br2 )
− ∥∥θ+(t2)

∥∥2
L2(Br1 )

A2 = C

⎡
⎢⎣

t2∫
t1

‖θ∗+‖2
L2

ωα
(Br2×[0,δ2]) +

⎛
⎝ t2∫

t1

‖θ+‖
α

1−α

L2(Br2 )
dt

⎞
⎠

1−α
α

⎤
⎥⎦

φ(r, δ) =
t2∫

t1

‖∇θ∗+‖2
L2

ωα
(Br×(0,δ))

dt

κ = 1

2
, β1 = 2, β2 = 4.

As the constant obtained from iterating depends only on κ , we deduce the desired inequality. �
Lemma 4.3. Let φ : [r1, r2] × [δ1, δ2] → R+ be a positive, bounded function which is monotone in the two parameter 
sense. Let A1 ∈ R, A2 ∈R+ be constants and β1, β2 ∈R+ be exponents.

Assume there exists a κ ∈ (0, 1) with the following property. For all r1 < r < R < r2 and δ1 < δ < ρ < δ2:

φ(r, δ) ≤ A1 + A2

(δ − ρ)β1(R − r)β2
+ κφ(R,ρ).

Then there exists a constant C(κ) depending solely on κ , such that:

φ(r1, δ1) ≤ C(κ)

(
A1 + A2

(δ2 − δ1)β1(r2 − r1)β2

)
.

5. Oscillation reduction

In the classical De Giorgi theory of elliptic equations in divergence form, the first step towards Hölder continuity 
is to go from L2 to L∞. Namely, one proves that the L2 norm of the solution on a larger cube controls the L∞ norm 
on a smaller cube, universally throughout the solution set. A simple corollary of this result is that solutions bounded 
by 2 in a large cube with sufficiently small energy must be bounded by a bit less than 2 in the smaller cube, where the 
improvement is again universal.

In the non-local setting, the L2 to L∞ step works in essentially the same way as the local setting if one works 
in the whole space (instead of over finite cubes). This is the content of Lemma 5.1 below. The proof is included for 
completeness, and as a useful reference point for comparison with Proposition 5.4 that follows.

Unfortunately, Lemma 5.1 is not sufficient for implementing the grander oscillation reduction scheme of De Giorgi, 
since we need to track the solution on small cubes. However, working locally in space introduces the long range 
effects of the fractional laplacian. An insight of Caffarelli–Vasseur is that one can alternatively attack directly the 
usual corollary, but stated for the extension θ∗ rather than θ . This is the content of Proposition 5.4 below.

Lemma 5.1. There exists a universal constant C(d, α) with the following property. For all θ ∈ S(D, α) with θ0 ∈
L2(Rd) and every time t > 0,

‖θ‖L∞([t,∞]×Rd ) ≤ C‖θ0‖L2(Rd )t
− d

4α .

Remark 5.2. Note that d should not be confused with D. The constant C in Lemma 5.1 is independent of the size of 
the critical drift D.

Proof. We will begin by reducing the Lemma to the following claim:
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Claim 5.3. There exists a positive ε0(α, d) with the following property. If θ ∈ S(D, α) and ‖θ0‖2
L2(Rd )

≤ ε0, then

‖θ‖L∞([1,∞]×Rd ) ≤ 1.

Assuming the claim, we now complete the proof. Let θ ∈ S(D, α) and θ(0) ∈ L2(Rd). For each time t > 0, we 
rescale and define θ̃ ∈ S(D, α) via:

θ̃ (s, x) = t
d

4α ε
1
2
0 ‖θ0‖−1

L2(Rd )
θ(ts, t

1
2α x).

Applying the claim to θ̃ and undoing the scaling gives:

‖θ‖L∞([t,∞]×Rd ) ≤ ε
− 1

2
0 ‖θ0‖L2(Rd )t

− d
4α .

Setting C = ε
− 1

2
0 completes the proof of the Lemma. Hence, it suffices to prove Claim 5.3. �

Proof of Claim 5.3. We prove the claim by show that for ε0 > 0 sufficiently small, the inequality ‖θ0‖L2(Rd ) ≤ ε0
implies

‖(θ − 1)+‖2
L∞([1,∞);L2(Rd )

= 0 (5.1)

Applying this observation to both θ and −θ completes the proof of the claim.
For each k ∈N0, we define:

• A time cut Tk = 1 − 2−k , a level λk = 1 − 2−k , and a truncation θk = (θ − λk)+.
• An energy Ek = ‖θk‖2

L∞([Tk,∞);L2(Rd )
+ ‖θk‖2

L2([Tk,∞];Hα(Rd ))
.

Our goal is to establish a nonlinear recursive relation between the energy at step k and the energy at step k − 1. The 
first point is to observe that for all times 0 ≤ s < t , we know that

1

2
‖θk(t)‖2

L2(Rd )
+ ‖θk‖2

L2([s,t];Ḣ α(Rd ))
≤ 1

2
‖θk(s)‖2

L2(Rd )
. (5.2)

The next point is to apply (5.2) in two different ways. First we work with k = s = 0 and maximize over t > 0 to 
find.

E0 ≤ ‖θ+‖2
L∞([1/2,∞);L2(Rd ))

+ ‖θ+‖2
L2([1/2,∞);Ḣ α(Rd ))

≤ 2‖θ+(0)‖2
L2(Rd )

≤ 2ε0. (5.3)

The second application of (5.2) is with an arbitrary k ∈N. Fixing an s ∈ [Tk−1, Tk] then maximizing over t ∈ [Tk, ∞)

yields

Ek ≤ 2‖θk(s)‖2
L2(Rd )

∀s ∈ [Tk−1, Tk].
Averaging this inequality over s we find:

Ek ≤ min
s∈[Tk−1,Tk]

2‖θk(s)‖2
L2(Rd )

≤ 1

Tk − Tk−1

Tk∫
Tk−1

2‖θk(t)‖2
L2(Rd )

dt ≤ 2k+1‖θk‖2
L2([Tk−1,∞)×Rd )

. (5.4)

The next step is to interpolate and use a Sobolev embedding to find:

‖θk−1‖
L

2+ 4α
d
([Tk−1,∞)×Rd

) ≤ ‖θk−1‖
2α

d+2α

L∞([Tk−1,∞);L2(Rd ))
‖θk−1‖

d
d+2α

L2([Tk−1,∞);L 2d
d−2α (Rd ))

≤ E
α

d+2α

k−1 ‖θk−1‖
d

d+2α

L2([Tk−1,∞);Ḣ α(Rd ))
≤ E

1
2
k−1.

(5.5)

Observe that if θk(t, x) > 0, then θk−1(t, x) > 2−k . Hence, 1{θk>0} ≤ 2
4αk
d θ

4α
d

k−1. Combining this observation with 
inequalities (5.4) and (5.5), we find that:
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Ek ≤ 2k+1‖θk1{θk>0}‖2
L2([Tk−1,∞]×Rd )

≤ 2( 4α
d

+1)k+1‖θk−1‖2+ 4α
d

L
2+ 4α

d
([Tk−1,∞)×Rd

)
≤ 2( 4α

d
+1)k+1E

1+ 2α
d

k−1 .

(5.6)

Claim 5.3 now follows from (5.3) and (5.6) for ε0 sufficiently small. In particular, one can prove there exists a universal 
M > 1, such that Ek ≤ M−k for all k ∈ N. Passing k → ∞ yields (5.1), for ε0 small enough. �

Now we move towards a variant of Lemma 5.1, but working locally on cubes of the form Br = [−r, r]d . The key 
starting point for the proof of Lemma 5.1 is the global energy inequality (5.2), applied on truncations. Naturally, one 
would like to prove a nonlinear inequality of the form (5.6), but replacing the role of the global energy inequality 
by the Cacciopoli type inequality (4.7). The main difficulty in implementing this idea within the general strategy of 
Lemma 5.1 is the contribution of θ∗, which appears on the RHS of inequality (4.7).

To understand the proof of Proposition 5.4 below, a first observation (which can be checked with a small computa-
tion), is that the arguments in Lemma 5.1 would be robust if we could replace θ∗ by (ηθ)∗ in (4.7), for an appropriate 
cutoff η, at each step of the iteration. This would effectively block out the non-local effects of the fractional laplacian. 
However, a pointwise inequality of the form θ∗ ≤ (ηθ)∗ cannot hold generically on a cube, even under the hypothesis 
θ∗ ≤ 2, unless we add a barrier b to the RHS. Moreover, if we add a barrier bk at every step of the iteration, this could 
accumulate in the nonlinear inequality (5.6) and kill the scheme. An important observation of Caffarelli–Vasseur is 
the following: if the De Giorgi scheme is working, meaning the energy is decaying geometrically, and we shrink the z
domain (decreasing the influence of the barrier), then the truncation from a previous step will knock out the influence 
of the barrier at the present step. This allows one to obtain the non-linear inequality in the next step and propagate the 
decay of energy.

The proof of Proposition 5.4 then splits roughly into three parts. The first part is to proving Lemma 5.6, which 
shows that if the scheme is working, then we can replace the k+1 truncation θ∗

k+1 by the extension of the k truncation 
(ηkθk)

∗ in the Cacciopoli inequality. The second step is the proof that conditional on such a replacement, a nonlinear 
inequality for the energy holds. This is the content of Lemma 5.7. The final step is to inductively play these two 
Lemmas off of each other to complete the proof.

Proposition 5.4. There exist positive universal constants ε0 and λ0 such that for all θ ∈ S(D, α), the following state-
ment is true. If θ∗ ≤ 2 in B∗

3 × [1, 6] and

‖θ∗+‖2
L2

ωα
([4,6]×B∗

2 )
+ ‖θ+‖2

L
2α

1−α ([4,6];L2(B2))

≤ ε0,

then θ∗ ≤ 2 − λ0 in B∗
1 × [5, 6].

We will begin by defining a sequence of energies Ek, in terms of two parameters λ, δ ∈ (0, 1). These constants will 
be chosen in Section 5.4 at the end of the proof.

For each k ∈N, we define:

• Radii rk = 5/4 + 2−k , times Tk = 5 − 2−k , and levels λk = λ(1 + 2−k).
• Rectangles B∗

k = Brk × [0, δk], Qk = [Tk, 6] × Brk , and Q∗
k = B∗

rk
× [Tk, 6].

• Cutoffs σk ∈ C∞
c (Rd ×R+) such that 1B∗

k+1
≤ σk ≤ 1B∗

k
with ηk(x) = σk(x, 0) the trace of σk .

• Truncations θk = (θ − 2 + λk)+ and truncations of the extension θ∗
k = (θ∗ − 2 + λk)+.

• Energies Ek = ‖θk‖2
L∞([Tk,6];L2(Bk))

+ ‖∇(σkθ
∗
k )‖2

L2
ωα

([Tk,6];L2(B∗
k ))

.

5.1. Barriers

Lemma 5.5. For each k ∈N, there exists a barrier bk : B∗ →R, a super-solution to
k



M.G. Delgadino, S. Smith / Ann. I. H. Poincaré – AN 35 (2018) 577–604 593
⎧⎨
⎩

div(z1−2α∇bk) = 0 in B∗
k

bk = 2 on ∂B∗
k \ {z = 0} ∪ {z = δk}

bk = 0 on {z = 0} ∪ {z = δk},
(5.7)

which satisfies, for universal constants C, μ > 0, the inequality

sup
(x,z)∈B∗

k+1

bk(x, z) ≤ Ce
− μ

(2δ)k . (5.8)

Proof. We start by constructing a one dimensional barrier b : R+ × [0, 1] → R, then use it to construct bk . Namely, 
we build a super-solution b(x, z) to⎧⎨

⎩
divx,z(z

1−2α∇b) ≤ 0 in R+ × (0,1)

b ≥ 2 on {x = 0}
b ≥ 0 on {z = 0} ∪ {z = 1}.

In fact, by direct computations, one can check that

b(x, z) = 2
e−μ̃x cos(Az)

cos(A)
. (5.9)

Is sufficient provided that A ∈ (0, π/2) and A2
(
(2α − 1) − cos(A)

)+ μ̃2 ≤ 0. Next, define bk : B∗
k →R

bk(x, z) =
d∑

i=1

b

(
xi + rk

δk
,

z

δk

)
+ b

(−xi + rk

δk
,

z

δk

)
.

The scaling is has been chosen to ensure bk is a super solution to (5.7). In view of (5.9), we find that:

sup
(x,z)∈B∗

k+1

bk(x, z) ≤ 4d

cos(A)
e
−μ̃

(rk−rk+1)

δk .

Observing that rk+1 − rk = 2−(k+1), inequality 5.8 follows if we set C = 4d
cos(A)

and μ = μ̃/2. �
5.2. Propagation of support

Lemma 5.6. Assume that θ∗
k vanishes in the set 

{
(t, x, z) ∈ Q∗

k | z = δk
}
. In addition, suppose that the following two 

inequalities hold:

Ce
− μ

(2δ)k ≤ λ2−k−2. (5.10)

E
1
2
k ≤ λ2−k−2‖P α

δk+1‖−1
L2(Rd )

. (5.11)

Then

θ∗
k+11Q∗

k+1
≤ (ηkθk)

∗. (5.12)

Moreover, θ∗
k+1 vanishes in the set 

{
(t, x, z) ∈ Q∗

k+1 | z = δk+1
}
.

Proof. Observe that the barrier bk has been constructed such that ηkθ
∗
k is dominated by (ηkθk)

∗ + bk in the region 
Q∗

k by the maximum principle. This follows from considering each portion of the boundary and using the support 
hypothesis for θ∗

k . Moreover, moving a bit further inside this region, the decay estimate (5.8) combined with (5.10)
yield the following inequalities in Q∗

k+1:

ηkθ
∗
k ≤ (ηkθk)

∗ + bk

≤ (ηkθk)
∗ + Ce

− μ

(2δ)k

≤ (η θ )∗ + λ2−k−2.

(5.13)
k k
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Now observe that in the region Q∗
k+1 ∩ {θ∗

k+1 > 0}, we have the identity θ∗
k+1 = ηkθ

∗
k − λ2−k−1. Hence, multiplying 

both sides of (5.13) above by 1Q∗
k+1∩{θ∗

k+1>0} and subtracting λ2−k−11Q∗
k+1∩{θ∗

k+1>0} yields the inequality:

θ∗
k+11Q∗

k+1∩{θ∗
k+1>0} ≤ (ηkθk)

∗ + (λ2−k−2 − λ2−k−1)1Q∗
k+1∩{θ∗

k+1>0}
≤ (ηkθk)

∗.
(5.14)

The inequality (5.14) now implies (5.12) since the inequality holds trivially on the set {θ∗
k+1 = 0} as (ηkθk)

∗ ≥ 0.
Next we apply Young’s inequality for convolutions, the definition of the energy Ek, and (5.11) to obtain:

sup
(t,x)∈Qk

∥∥(ηkθk)
∗(t, x, δk+1)

∥∥
L∞(Rd )

≤ ‖P α
δk+1‖L2(Rd ) sup

t∈[Tk,4]
∥∥ηkθk(t)

∥∥
L2(Rd )

≤ ‖P α
δk+1‖L2(Rd )E

1
2
k ≤ λ2−k−2.

Combining this with (5.13), we can conclude that θ∗
k+1 vanishes in the region {(t, x, z) ∈ Q∗

k+1 | z = δk+1}. �
5.3. Conditional non-linear inequality

Lemma 5.7. There exist positive universal constants β and C such that for all θ ∈ S(D, α), the following statement 
holds true. Let k ≥ 4 and assume that

θ∗
k−11Q∗

k−1
≤ (ηk−2θk−2)

∗, (5.15)

then the following nonlinear inequality holds:

Ek ≤ C

[
2(2β+4)k

λ2βδ2k

]
E

1+β

k−3 .

Proof. The first step of the proof is to observe that there is a universal constant C > 0 such that:

Ek ≤ C24kδ−2k

[
‖θ∗

k ‖2
L2

ωα
(Q∗

k−1)
+ ‖θk‖2

L
2α

1−α ([Tk−1,6];L2(Bk−1))

]
. (5.16)

In order to establish (5.16), note first that:

‖∇(σkθ
∗
k )‖2

L2
ωα

(Q∗
k)

≤ 2‖∇σk‖2
L∞(Rd×R+)

‖θ∗
k ‖2

L2
ωα

(Q∗
k)

+ 2‖∇θ∗
k ‖2

L2
ωα

(Q∗
k)

.

Note that ‖∇σk‖2
L∞(Rd×R+)

≤ C22kδ−2k . It now follows from the definition of Ek that:

Ek ≤ C22kδ−2k‖θ∗
k ‖2

L2
ωα

(Q∗
k)

+ ‖θk‖2
L∞([Tk,6];Bk)

+ 2‖∇θ∗
k ‖2

L2
ωα

(Q∗
k )

. (5.17)

Now we apply Proposition 4.2 with r1 = rk , δ1 = δk and r2 = rk−1, δ2 = δk−1. Working with times t1 ∈ [Tk−1, Tk] and 
t2 ∈ [Tk, 6]; maximizing in t2 then averaging in t1 (as in the proof of Lemma 5.1), we find that:

‖θk‖2
L∞([Tk,6];Bk)

+ 2‖∇θ∗
k ‖2

L2
ωα

(Q∗
k )

≤ C2k‖θk‖2
L2(Qk−1)

+ C24kδ−2k

[
‖θ∗

k ‖2
L2

ωα
(Q∗

k−1)
+ ‖θk‖2

L
2α

1−α ([Tk−1,6];L2(Bk−1))

]
.

(5.18)

Observe that Holder’s inequality (in time) implies

‖θk‖2
L2(Qk−1)

≤ Cα‖θk‖2

L
2α

1−α ([Tk−1,6];L2(Bk−1))

. (5.19)

Choosing an appropriate C, we may combine (5.17), (5.18), and (5.19) to obtain (5.16).
The second step of the proof is to deduce that:

‖θ∗
k ‖2

L2
ωα

(Q∗
k−1)

+ ‖θk‖2
2α

1−α 2
≤ C‖ηk−2θk−2‖2

2α
1−α 2

. (5.20)

L ([Tk−1,6];L (Bk−1)) L ([Tk−2,6];L (Bk−2))
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To prove (5.20), we note that ‖θ∗
k ‖2

L2
ωα

(Q∗
k−1)

≤ ‖θ∗
k−1‖2

L2
ωα

(Q∗
k−1)

. Hence, invoking our key assumption, inequality 

(5.15), we find:

‖θ∗
k ‖2

L2
ωα

(Q∗
k−1)

≤ ‖(ηk−2θk−2)
∗‖2

L2
ωα

(Q∗
k−1)

≤
⎛
⎜⎝

δk−1∫
0

z1−2α‖P α
z ‖L1(Rd )dz

⎞
⎟⎠‖ηk−2θk−2‖2

L2(Qk−1)

= 1

2(1 − α)
δ2(k−1)(1−α)‖ηk−2θk−2‖2

L2(Qk−1)

≤ C‖ηk−2θk−2‖2

L
2α

1−α ([Tk−2,4];L2(Bk−2))

.

In the second inequality we used Young’s inequality for the convolution and in the third inequality we used the fact 
that ‖P α

z ‖L1(Rd ) = 1 for all z > 0. In the fourth inequality, we used that δ < 1. The desired inequality (5.20) now 
follows from the fact that

‖θk‖2

L
2α

1−α ([Tk−1,6];L2(Bk−1))

≤ ‖ηk−2θk−2‖2

L
2α

1−α ([Tk−2,6];L2(Bk−2))

.

The third step in the proof is independent of the first two steps. We aim to find an exponent p = p(α) > 2 such that

‖ηk−3θk−3‖
L

4α
1−α ([Tk−3,6];Lp(Bk−3))

≤ E
1
2
k−3. (5.21)

Observe that the variational form of the Hα(Rd) norm together with the fact that σk−3 is supported in Q∗
k−3 imply 

that:

‖ηk−3θk−3‖2
L2([Tk−2,6];Hα(Rd ))

≤ ∥∥∇(σk−3θ
∗
k−3)

∥∥2
L2

ωα
(Q∗

k−3)
≤ Ek−3.

Interpolating the spaces L∞
t (L2

x) and L2
t (L

2d
d−2α
x ) with parameter (1 − α)/2α yields L

4α
1−α
t (L

p
x ), where p(α) is given 

by the relation

1

p
= 1

2

(
1

α
− 1

)(
1

2
− α

d

)
+ 1

2

(
3 − 1

α

)
1

2
.

Note that since α ∈ (1/2, 1) the interpolation parameter is in (0, 1), hence p(α) > 2.
Combining the interpolation with the Sobolev embedding theorem gives:

‖ηk−3θk−3‖
L

4α
1−α ([Tk−3,6];Lp(Bk−3))

≤ ‖ηk−3θk−3‖
1
2 (3− 1

α
)

L∞([Tk−3,6];L2(Bk−3))
‖ηk−2θk−2‖

1
2 ( 1

α
−1)

L2([Tk−2,6];L 2d
d−2α (Bk−3))

≤ E
1
4 (3− 1

α
)

k−3 ‖ηk−3θk−3‖
1
2 ( 1

α
−1)

L2([Tk−3,6];Hα(Rd ))
≤ E

1
2
k−3.

This completes the proof of (5.21).
We are now prepared to complete the proof of the Lemma. Due to the difference in the exponents of integrability 

in time and space, we define the exponent q(α) = min{4, p(α)} > 2 and observe that:

1{ηk−2θk−2>0} ≤
(

2k

4λ

)(
q
2 −1)

(ηk−3θk−3)
(

q
2 −1).

Using this inequality we obtain:
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‖ηk−2θk−2‖2

L
2α

1−α ([Tk−2,6];L2(Bk−2))

= ‖1{ηk−2θk−2>0}ηk−2θk−2‖2

L
2α

1−α ([Tk−2,6];L2(Bk−2))

≤

⎛
⎜⎜⎝

6∫
Tk−2

⎛
⎜⎝ ∫

Bk−2

∣∣∣∣∣∣
(

2k

4λ

)(
q
2 −1)

(ηk−3θk−3)
(

q
2 −1)ηk−2θk−2

∣∣∣∣∣∣
2

dx

⎞
⎟⎠

α
1−α

dt

⎞
⎟⎟⎠

1−α
α

≤
(

2k

4λ

)q−2

⎛
⎜⎜⎝

6∫
Tk−2

⎛
⎜⎝ ∫

Bk−3

|ηk−3θk−3|qdx

⎞
⎟⎠

α
1−α

dt

⎞
⎟⎟⎠

1−α
α

=
(

2k

4λ

)(q−2)

‖ηk−3θk−3‖q

L
qα

1−α ([Tk−3,6];Lq(Bk−3))

Now, there are two cases: if q = 4 then q ≤ p and we apply Hölder in space. If q = p, then pα/(1 − α) ≤ 4α/(1 − α)

and we apply Hölder in time. In either case, (5.21) yields:

(
2k

4λ

)(q−2)

‖ηk−3θk−3‖q

L
qα

1−α ([Tk−3,6];Lq(Bk−3))
≤ C

(
2k

4λ

)(q−2)

‖ηk−3θk−3‖q

L
4α

1−α ([Tk−3,6];Lp(α)(Bk−3))

≤ C

(
2k

4λ

)q−2

E
q
2
k−3 = C

(
2k

4λ

)q−2

E
1+β2
k−3 ,

(5.22)

where β = q
2 − 1. Combining (5.16), (5.20) and (5.22), we obtain the desired result. �

5.4. Proof of Proposition

We begin by constructing an initial barrier b0 which solves the following problem:⎧⎨
⎩

div(z1−2α∇b0) = 0 in B∗
3

b0 = 2 on ∂B∗
3 \ {z = 0}

b0 = 0 on {z = 0}.
By the strong maximum principle, we may select a universal λ > 0 such that b0 ≤ 2 − 2λ in B∗

2 . The next step is to 
set the constant δ > 0, together with another constant M > 0, which will be used to track the decay of Ek. Namely, 
let us prove the following claim:

Claim 5.8. There exist positive universal constants δ, M , and k1 such that the following inequalities hold for all k ∈N

Ce
− μ

(2δ)k ≤ λ2−k−2, (5.23)

M− k
2 ≤ λ2−k−2‖P α

δk+1‖−1
L2(Rd )

, (5.24)

and for all k ≥ k1

C

[
2(2β+4)k

λ2βδ2k

]
M(3−k)(1+β) ≤ M−k, (5.25)

where C, μ, β and C are universal constants from Lemma 5.5 and Lemma 5.7.

Proof of Claim 5.8. First choose δ > 0 sufficiently small to make the first inequality hold for all k ∈ N and fix 
it. Next choose M sufficiently large to make the next two inequalities hold, considering that ‖P α

δk+1‖−1
L2(Rd )

=
δ(k+1)d/2‖P α

1 ‖−1
L2(Rd )

. The size of k1 is related to the size of β . �
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We are now prepared to prove the following:

Claim 5.9. There exists a positive universal ε0 such that for all k, the energy decays as follows: Ek ≤ M−k .

Proof. The first step is to choose ε0 sufficiently small to ensure that Ek ≤ M−k for all k ≤ k1. Using Corollary 4.2
we argue exactly as in the proof of Lemma 5.7 to find a universal constant C such that:

Ek ≤ C24kδ−2k

[
‖θ∗

k ‖2
L2

ωα
(Q∗

k−1)
+ ‖θk‖2

L
2α

1−α ([Tk−1,6];L2(Bk−1))

]

≤ C24kδ−2k

[
‖θ∗

k ‖2
L2

ωα
(Q∗

2)
+ ‖θk‖2

L
2α

1−α ([Tk−1,6];L2(B2))

]

≤ C24kδ−2kε0,

for all k ∈ N. Choosing ε0 sufficiently small (depending only on the universal constants δ and M set above), gives the 
desired initial energy decay Ek ≤ M−k for all k ≤ k1. Next observe that the maximum principle on B∗

3 implies that 
in Q∗

1

η1θ
∗ ≤ (η1θ)∗ + b0.

By Young’s inequality for convolutions, it follows that:

sup
t∈[T1,4]

∥∥η1θ
∗(t, ., δ)

∥∥2
L∞(Rd )

≤ ‖P α
δ ‖L2(Rd )E

1
2
1 .

By taking ε0 small enough, we can make this last term less than λ/2, so that combining this with b0 ≤ 2 − 2λ gives 
θ∗ ≤ 2 − 3λ/2 = 2 − λ1 in the region {(t, x, z) ∈ Q∗

1 | z = δ}.
Now that the inductive hypotheses has been set, we may assume for the purpose of induction that Ej ≤ M−j for 

all j ≤ k − 1, where k − 1 ≥ k1. We will use Lemmas 5.6 and 5.7 together with Claim 5.8 to prove that Ek ≤ M−k .
Indeed, the inductive hypothesis together with (5.23) and (5.24) allows us to repeatedly apply Lemma 5.6 for each 

j ≤ k − 2, and deduce that θ∗
j vanishes in the region {(t, x, z) ∈ Q∗

j | z = δj }. In addition, this yields the inequality

θ∗
k−11Q∗

k−1
≤ (ηk−2θk−2)

∗.

This allows us to apply Lemma 5.7 to find:

Ek ≤ C

[
2(2β+4)k

λ2βδ2k

]
E

1+β

k−3 ≤ C

[
2(2β+4)k

λ2βδ2k

]
M(3−k)(1+β) ≤ M−k,

where we have used the inductive hypothesis and (5.25). �
Proof of Proposition 5.4. By the Claim 5.9, we deduce that:

lim
k→∞Ek = 0.

In particular, this yields θ ≤ 2 − λ in [5, 6] × B 5
4
. The last step of the proof is to construct one final barrier b1 which 

satisfies:⎧⎪⎨
⎪⎩

div(z1−2α∇b1) = 0 in B∗
5
4

b1 = 2 on ∂B∗
5
4
\ {z = 0}

b1 = 2 − λ on {z = 0}
By the strong maximum principle, there exists a λ0 such that θ∗ ≤ 2 −λ0 in [5, 6] ×B∗

1 . This completes the proof. �
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6. Isoperimetric inequality

Ultimately, we would like to apply Proposition 5.4 to obtain an oscillation reduction result. However, we will need 
to verify the smallness constraint in order for the Proposition to be useful. For θ such that θ∗ ≤ 2, one way to check 
the smallness would be to first show that the measure of the transition set, where 0 < θ∗ < 1, is small, then attack 
separately the region where 1 ≤ θ∗ ≤ 2. The next lemma shows that as long as θ∗ is negative for a sufficient proportion 
of space/time, the second step is redundant. Indeed, if the first step held but the second step didn’t, this would indicate 
a jump discontinuity. The classical isoperimetric inequality quantifies the sense in which the dissipative bounds rule 
out this possibility. Unfortunately, we have no control on ∂tθ

∗, so making this argument rigorous requires a careful 
analysis. This is the content of Proposition 6.1.

Proposition 6.1. For all ε1 > 0, there exist a δ1 > 0 with the following property. For all θ ∈ S(D, α) with θ∗ ≤ 2 in 
[1, 6] × B∗

3 and 
∣∣{θ∗ ≤ 0} ∩ [1,6] × B∗

3

∣∣≥ (1/2) 
∣∣[1,6] × B∗

3

∣∣, if∣∣{0 < θ∗ < 1
}∩ [1,6] × B∗

3

∣∣≤ δ1, (6.1)

then ∣∣{θ∗ ≥ 1
}∩ [4,6] × B∗

2

∣∣≤ ε1. (6.2)

Proof. First observe that if we prove the Lemma for sufficiently small ε1, the general case easily follows. We will 
take ε1 � 1 throughout, re-adjusting the upper bound a finite number of times in the course of the argument.

For each t ∈ [1, 6], we will study the measure of the sets

A(t) = {(x, z) ∈ B∗
r : θ∗(t, x, z) ≤ 0

}
,

B(t) = {(x, z) ∈ B∗
r : θ∗(t, x, z) ≥ 1

}
,

C(t) = {(x, z) ∈ B∗
r : 0 < θ∗(t, x, z) < 1

}
,

where r ∈ (2, 3) is a constant (depending only on the dimension d) chosen below. In fact, we will mostly restrict our 
attention to t in a set I of “good” times defined by:

I =

⎧⎪⎨
⎪⎩t ∈ [1,6] :

∫
B∗

r

|∇θ∗+(t)|2dxdz ≤ K, |C(t)| ≤ δ2

⎫⎪⎬
⎪⎭ ,

where K is a large parameter and δ2 is a small parameter, both to be chosen depending on ε1.
The general strategy of proof is to choose the parameters r , K , δ1, δ2 to ensure that (6.1) implies the following 

hold simultaneously:

1. Most times in [1, 6] are good: |I c ∩ [1,6]| ≤ ε1/2.
2. At each good time t ∈ I ∩ [4, 6], it holds that |B(t)| ≤ ε1/4.

Combining the two easily yields (6.2). The proof of 1 is a simple consequence of the Chebyshev inequality. The proof 
of 2 is subtle. Let us start with the first point and prove the following.

Claim 6.2. There is a universal C0 > 0 such that if K ≤ C0ε
−1
1 and δ1 ≤ (1/4)δ2ε1, then∣∣I c ∩ [1,6]∣∣≤ (1/2)ε1.

Proof. Since r < 3 is and θ∗ ≤ 2 in [1, 6] × B∗
3 , the Cacciopoli inequality, Proposition 4.2, yields a universal C > 0

such that

6∫
1

∫
B∗

z1−2α|∇θ∗+|2dxdzdt ≤ C.
r
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Note that for each t fixed we have the trivial inequality∫
B∗

r

|∇θ∗+(t)|2dxdz ≤ r2α−1
∫
B∗

r

z1−2α|∇θ∗+(t)|2 dxdz,

so an application of the Chebyshev inequality yields:∣∣∣{t ∈ [1,6] : ‖∇θ∗+(t)‖2
L2(B∗

r )
≥ K

}∣∣∣≤ Cr2α−1K−1. (6.3)

Applying Chebyshev’s inequality once more and recalling that 
∣∣{0 < θ∗ < 1} ∩ [1,6] × B∗

3

∣∣≤ δ1,∣∣{t ∈ [1,6] : |C(t)| ≥ δ2
}∣∣≤ δ−1

2

∣∣{0 < θ∗ < 1
}∩ B∗

r × [1,6]∣∣≤ δ−1
2 δ1, (6.4)

since B∗
r ⊂ B∗

3 . Combining (6.3) and (6.4) and setting C0 = (C/4)r1−2α completes the proof. �
In accordance with Claim 6.2, we now fix the constants K and δ1 as K = C0ε

−1
1 , δ1 = (1/4)δ2ε1, and let δ2 = ε

p

1
for some universal exponent p to be chosen below.

Now we proceed to the more difficult part of the proof, point 2. A key tool is the isoperimetric inequality (see 
Appendix A in [4]), which implies that for each t ∈ I

|A(t)||B(t)| ≤ |C(t)| 1
2 K

1
2 ≤ (δ2K)

1
2 ≤ (C0C1)

1
2 ε

1
2 (p−1)

1 . (6.5)

To use (6.5) to establish the second point, we will need lower bounds for |A(t)|. Our main step is to prove the 
following:

Claim 6.3. There exists a universal constant κ (independent of ε1) with the following property: if p > 13 and |A(t0)| ≥
1/8 for some t0, then |B(t)| ≤ ε1/4 for all t ∈ [t0, t0 + κ] ∩ I .

Proof. The proof of the claim has three steps. The first step is to show that:∫
Br

θ2+(t0)dx ≤ (1/4)|Br |. (6.6)

To establish (6.6), first consider θ∗+. By (6.5) and the assumption θ∗ ≤ 2,∫
B∗

r

(
θ∗+(t0)

)2 dxdz ≤ 4
(|B(t0)| + |C(t0)|

)≤ 4
(
(δ2K)

1
2 + δ2

)
≤ ε

1
4 (p−1)

1 .

To connect θ+ to θ∗+, apply the Fundamental Theorem of Calculus for each z ∈ [0, r] to find

∫
Br

θ2+(t0, x) dx =
∫
Br

(θ∗+)2(t0, x, z) dx − 2

z∫
0

∫
Br

θ∗+(t0, x, z)∂zθ
∗+(t0, x, z) dxdz. (6.7)

Averaging both sides over z ∈ [0, r] and using Hölder’s inequality gives∫
Br

θ2+(t0)dx ≤ r−1
∫
B∗

r

(θ∗+)2(t0)dxdz + 2
∫
B∗

r

|θ∗+(t0)|∂zθ
∗+(t0)|dxdz

≤ r−1
∫
B∗

r

(θ∗+)2(t0)dxdz + 2

⎛
⎜⎝∫

B∗
r

|θ∗+(t0)|2dxdz

⎞
⎟⎠

1
2
⎛
⎜⎝∫

B∗
r

|∇θ∗+(t0)|2dxdz

⎞
⎟⎠

1
2

≤ r−1ε
1
4 (p−1)

1 + ε
1
8 (p−1)

1 K
1
2 ≤ ε

(1/8)(p−1)−(1/2)

1 .

The claim now follows as long as p > 5.
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The second step is to choose κ and check that for all t ∈ [t0, t0 + κ],∫
Br

θ2+(t)dx ≤ (3/4)|Br |. (6.8)

To this end, we apply the Caccioppoli estimate, Corollary 4.2, with the (x, z) rectangles Br × [0, 1] and BR × [0, 2]
on the time interval [t0, t] for each t < t0 + κ . This yields∫

Br

θ2+(t) dx ≤
∫
Br

θ2+(t0)dx +
∫

BR\Br

θ2+(t0)dx + C(R − r)−4((t − t0) + (t − t0)
1
α
−1)

≤ (1/4)|Br | + 4|BR \ Br | + C(R − r)−4κ
1
α
−1.

We may now choose R close enough to r , then κ sufficiently small (both independently of ε1) to deduce the desired 
inequality (6.8).

The final step is to complete the proof of the claim. Towards this end, use again the connection (6.7) of θ+ to θ∗+, 
so that for z ∈ [0, r]∫

Br

(θ∗+)2(t, x, z) dx ≤
∫
Br

θ2+(t, x)dx + C
√

zK
1
2 ≤ (3/4)|Br | + C

√
zK

1
2 .

By Chebyshev’s inequality, |{x ∈ Br : θ∗(t, x, z) ≥ 1}| ≤ (3/4)|Br | + C
√

zK
1
2 . Hence we have∣∣{θ∗(t) ≥ 1

}∩ Br × [0, z]∣∣≤ z
(
(3/4)|Br | + C(zK)

1
2

)
.

Now, for z ≤ r , we may bound |A(t)| from below via

|A(t)| ≥ ∣∣{θ∗(t) ≤ 0
}∩ Br × [0, z]∣∣

= |Br |z − ∣∣{θ∗(t) ≥ 1
}∩ Br × [0, z]∣∣− ∣∣{0 < θ∗(t) < 1

}∩ Br × [0, z]∣∣
≥ |Br |z − z

(
(3/4)|Br | + C(zK)

1
2

)
− δ2 ≥ (1/4)|Br |z − Cz

3
2 /ε

1
2
1 − ε

p

1 .

Choosing z = ε2
1 , we find that |A(t)| ≥ Cε2

1 . Applying the Isoperimetric inequality we find that |B(t)| ≤ Cε
1
4 (p−1)−2
1 . 

Hence, for p > 13 we find |B(t)| ≤ ε1/4 as desired. �
In view of Claim 6.3, we set p = 14. Finally, we choose r in a way that yields a time t0 ∈ [1, 4) with |A(t0)| ≥ 1/8. 

If no such time exists, then∣∣{θ∗ > 0
}∩ B∗

3 × [1,6]∣∣≥ 3|Br |∗ − (3/8).

This gives a contradiction with our negativity hypothesis provided that 3|Br |∗ − (3/8) > (5/2)|B∗
3 |. As the inequality 

holds strictly as r → 3, we may choose an r < 3 depending on the dimension d .
Appealing to Claim 6.3, for all t ∈ [t0, t0 + κ] ∩ I , we have |B(t)| ≤ ε1/4. Moreover, in view of Claim 6.2, we may 

ensure |I c| < κ
2 by choosing ε1 < 4κ . Thus, the set I ∩ [t0 + κ/2, t0 + κ] is non-empty and must contain a time t1. 

Hence, it follows that

|A(t1)| ≥ |B∗
r | − |B(t1)| − |C(t1)| ≥ 1/8.

Applying the claim again yields |B(t)| ≤ ε1/4 for all t ∈ [t1, t1 + κ] ∩ I . Repeating this argument finitely many times 
gives the second point, completing the proof. �

Finally, we use Proposition 6.1 to show that a large amount of negativity of θ∗ combined with a small transition set 
is sufficient to decrease from 2 to 2 − λ0, where λ0 comes from the Proposition 5.4.

Corollary 6.4. There exists δ > 0 with the following property. For all θ ∈ S(D, α) such that θ∗ ≤ 2 and ∣∣{θ∗ ≤ 0} ∩ B∗ × [1,6]∣∣≥ (1/2) 
∣∣B∗ × [1,6]∣∣, the inequality
3 3
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∣∣{0 < θ∗ < 1
}∩ B∗

3 × [1,6]∣∣< δ

implies that θ∗ ≤ 2 − λ0 on B∗
1 × [5, 6].

Proof. Begin by applying the Cacciopoli inequality to deduce

‖θ+‖L∞([4,6];L2(B2))
+

6∫
4

∫
B∗

2

|∇θ∗+|2dxdzdt ≤ C

for some universal C (with a simple argument to remove the weight z1−2α). Next apply Lemma 6.1 with ε1 to be 
chosen. If δ < δ1 then

|{θ∗ ≥ 1} ∩ B∗
2 × [4,6]| ≤ ε1.

If, in addition δ < ε1, we deduce further that

|{θ∗ > 0} ∩ B∗
2 × [4,6]| ≤ 2ε1.

Applying Hölder’s inequality with exponent α/(2α − 1) > 1,

6∫
4

∫
B∗

2

z1−2α
(
θ∗+
)2 dzdxdt ≤ Cε

1
α
−1

1 .

Applying the Fundamental Theorem of Calculus,

6∫
4

∫
B2

θ2+dxdt ≤
6∫

4

∫
B∗

2

(
θ∗+
)2 dxdzdt + 2

⎛
⎜⎝

6∫
4

∫
B∗

2

(
θ∗+
)2 dxdzdt

⎞
⎟⎠

1
2
⎛
⎜⎝

6∫
4

∫
B∗

2

|∇θ∗+|2dxdzdt

⎞
⎟⎠

1
2

≤ Cε
1
2 ( 1

α
−1)

1 .

Interpolating in time with parameter (1/α) − 1 gives

‖θ+‖2

L
2α

1−α ([4,6];L2(B2))

≤ ‖θ+‖
2
α
−2

L2([4,6]×B2)
‖θ+‖4− 2

α

L∞([4,6];L2(B2))

≤ Cε
( 1

α
−1)2

1 .

Combining these observations, we find that

‖θ∗+‖2
L2

ωα
([4,6]×B∗

2 )
+ ‖θ+‖2

L
2α

1−α ([4,6];L2(B2))

≤ Cε
( 1

α
−1)2

1 .

Hence, setting Cε
( 1
α
−1)2

1 = ε0 and δ < δ1 ∧ ε1, we may apply Proposition 5.4 and deduce that θ∗ ≤ 2 − λ0 in B∗
1 ×

[5, 6]. �
7. Proof of Main Theorem

The next step is to remove the smallness hypothesis on the transition set required in Corollary 6.4. This follows 
from setting up the classical dichotomy from the local elliptic theory. If the smallness of the transition set fails to 
hold, we can keep resizing the solution until it eventually does, or else we exhaust too much measure in space/time. 
Moreover, to obtain a true oscillation reduction result, we need to remove the hypothesis θ∗ ≤ 2 by another resizing 
argument. The details are carried out for completeness in Proposition 7.1 below.

Proposition 7.1. There exist a positive universal constant μ < 1 such that for all θ ∈ S(D, α),

osc
[5,6]×B∗

1

θ∗ ≤ μ osc
[1,6]×B∗

3

θ∗.



602 M.G. Delgadino, S. Smith / Ann. I. H. Poincaré – AN 35 (2018) 577–604
Proof. The first step of the proof is to remove the smallness constraint from Corollary 6.4 by establishing:

Claim 7.2. There exists a universal λ > 0 such that for all θ ∈ S(D, α), the following statement is true. If θ∗ ≤ 2 in 
B∗

3 × [1, 6] and |{θ∗ ≤ 0} ∩ B∗
3 × [1, 6]| ≥ (1/2)|B∗

3 × [1, 6]|, then θ∗ ≤ 2 − λ in B∗
1 × [5, 6].

Proof. For k ∈N, define recursively θk = 2(θk−1 − 1), with θ0 = θ . Equivalently,

θk = 2k(θ − 2) + 2.

Next we define a universal constant K1 as the floor of 5δ−1|B∗
3 |, where δ was defined in Corollary 6.4. Set λ = λ02−K1 .

If it happens that for all 0 ≤ k ≤ K1,∣∣{0 < θ∗
k < 1

}∩ B∗
3 × [1,6]∣∣> δ,

then ∣∣{0 < θ∗ < 1
}∩ B∗

3 × [1,6]∣∣> (K1 + 1)δ ≥ |B∗
3 × [1,6]|,

an absurdity. Hence, there must exist a k < K1 such that∣∣{0 < θ∗
k < 1

}∩ B∗
3 × [1,6]∣∣≤ δ,

and applying the Corollary 6.4 to θk ∈ S(D, α), we find that θ∗
k ≤ 2 −λ0 on B∗

1 ×[5, 6], which translates to θ∗ ≤ 2 −λ

as desired. �
In the general case, we need to normalize and re-center θ in order to apply Claim 7.2. Given an arbitrary θ ∈

S(D, α), define

θ(t, x) = 4

osc
[1,6]×B∗

3

θ∗

[
θ(t, x) − 1

2

(
inf

[1,6]×B∗
3

θ∗ + sup
[1,6]×B∗

3

θ∗
)]

.

We may assume∣∣∣{θ∗ ≤ 0
}

∩ B∗
3 × [1,6]

∣∣∣≥ (1/2)
∣∣B∗

3 × [1,6]∣∣ .
Indeed, if the opposite is true, we replace θ by −θ and the decrease in oscillations will come from below rather than 
above. By design, θ

∗ ≤ 2 on B∗
3 × [1, 6], so Claim 7.2 implies that θ

∗ ≤ 2 − λ in B∗
1 × [5, 6]. Translating this to θ∗

gives

sup
[5,6]×B∗

1

θ∗ ≤ (1/4)(2 − λ) osc
[1,6]×B∗

3

θ∗ + 1

2

(
inf

[1,6]×B∗
3

θ∗ + sup
[1,6]×B∗

3

θ∗
)

.

Subtracting the infimum of θ∗ over [5, 6] × B∗
1 from both sides and using elementary arguments, we may complete 

the proof with μ = 1 − λ/4. �
We are now prepared to prove the main result, Theorem 1.1. In this final step, we need to repeatedly apply the 

oscillation reduction result 7.1, but on all scales. It is here that we use the fact that the norm measuring the size of the 
velocity in the definition of S(D, α) is critical. This allows us to zoom in without changing D.

Proof of Main Theorem 1.1. Let θ ∈ S(D, α) be driven by a velocity field u ∈ L
q
t (BMO−γ

x ) where 2α/q + γ =
2α − 1.

The first step of the proof is to apply Proposition 7.1 on all scales and obtain a universal C > 0 and β ∈ (0, 1) such 
that for all θ ∈ S(D, α),

sup
(t,x)∈[5,6]×B1

|θ(11/2,0) − θ(t, x)|
|t − 11/2| β

2α + |x|β
≤ C‖θ‖L∞([1,∞)×Rd ). (7.1)

Towards this end, we define a scaling transformation
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T (t, x, z) = [4−2t + 165

32
,4− 1

α x,4− 1
α z].

The constants defining T have been chosen to ensure two properties. The first is that the vector (11/2, 0, 0) is a fixed 
point of T . The second is that T (B∗

3 × [1, 6]) ⊂ B∗
1 × [5, 6]. In fact, for all k ∈ N, it follows that T k(B∗

3 × [1, 6]) ⊂
T k−1

(
B∗

1 × [5,6]). Since Lq
t (BMO−γ

x ) is a critical space, it follows that θ ◦ Tk ∈ S(D, α) for all k ∈ N. Hence, 
applying the Proposition 7.1 to θ ◦ Tk gives

osc
Tk

([5,6]×B∗
1

)θ∗ ≤ μ osc
Tk([1,6]×B∗

3 )
θ∗ ≤ μ osc

Tk−1([5,6]×B∗
1 )

θ∗.

Iterating this argument, we obtain the decay of oscillations

osc
Tk

([5,6]×B∗
1

)θ∗ ≤ μk osc
[1,6]×B∗

3

θ∗.

Choosing β such that 4
β
α < 1, a small argument gives the estimate (7.1). Since the Hölder estimate applies to all of 

S(D, α) with a universal constant, re-centering in space and shifting forward in time gives

[θ ]
C

β
α ([6,∞)×Rd )

≤ C‖θ‖L∞([1,∞)×Rd ),

where the Cβ
α semi-norm is defined by (1.4). Finally, rescaling and using Lemma 5.1 gives

‖θ‖
C

β
α ([t,∞)×Rd )

� t−(β+ d
4α

)‖θ0‖L2(Rd ),

completing the proof. �
Conflict of interest statement

The authors do not have any conflict of interest regarding the results of this article.

Acknowledgements

The authors wish to acknowledge that the Main Theorem 1.1 was inspired by a conjecture in the list of open prob-
lems from the wiki page for Non-Local equations. This work was partially supported by NSF grant DMS-1501067.

References

[1] C. Le Bris, P-L. Lions, Existence and uniqueness of solutions to Fokker–Planck type equations with irregular coefficients, Commun. Partial 
Differ. Equ. 33 (7) (2008) 1272–1317.

[2] L. Caffarelli, A. Vasseur, The de Giorgi method for regularity of solutions of elliptic equations and its applications to fluid dynamics, Discrete 
Contin. Dyn. Syst. 3 (3) (2010) 409–427.

[3] Luis Caffarelli, Luis Silvestre, An extension problem related to the fractional laplacian, Commun. Partial Differ. Equ. 32 (8) (2007) 1245–1260.
[4] Luis Caffarelli, Alexis Vasseur, Drift diffusion equations with fractional diffusion and the quasi-geostrophic equation, Ann. Math. 171 (3) 

(2010) 1903–1930.
[5] Antonio Capella, Juan Dávila, Louis Dupaigne, Yannick Sire, Regularity of radial extremal solutions for some non-local semilinear equations, 

Commun. Partial Differ. Equ. 36 (8) (2011) 1353–1384.
[6] Wenxiong Chen, Lorenzo D’Ambrosio, Yan Li, Some Louiville theorems for the fractional laplacian, Nonlinear Anal. 121 (2015) 370–381.
[7] Peter Constantin, Jiahong Wu, Regularity of Hölder continuous solutions of the supercritical quasi-geostrophic equation, Ann. Inst. Henri 

Poincaré, Anal. Non Linéaire 25 (2008) 1103–1110.
[8] Ronald J. DiPerna, Pierre-Louis Lions, On the Cauchy problem for Boltzmann equations: global existence and weak stability, Ann. Math. 

130 (2) (1989) 321–366.
[9] Susan Friedlander, Vlad Vicol, Global well-posedness for an advection–diffusion equation arising in magneto-geostrophic dynamics, Ann. 

Inst. Henri Poincaré, Anal. Non Linéaire 28 (2011) 283–301.
[10] Loukas Grafakos, Seukngly Oh, The Kato–Ponce inequality, Commun. Partial Differ. Equ. 39 (6) (2014) 1128–1157.
[11] C. Le Bris, P-L. Lions, Renormalized solutions of some transport equations with partially W1,1 velocities and applications, Ann. Mat. Pura 

Appl. 183 (1) (2004) 97–130.
[12] Hirofumi Osada, et al., Diffusion processes with generators of generalized divergence form, J. Math. Kyoto Univ. 27 (4) (1987) 597–619.
[13] Gregory Seregin, Luis Silvestre, Vladimír Šverák, Andrej Zlatoš, On divergence-free drifts, J. Differ. Equ. 252 (1) (2012) 505–540.
[14] Luis Silvestre, Holder estimates for advection fractional-diffusion equations, arXiv:1009.5723, 2010.

http://refhub.elsevier.com/S0294-1449(17)30079-3/bib62726973323030386578697374656E6365s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib62726973323030386578697374656E6365s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636166666172656C6C693230313067696F726769s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636166666172656C6C693230313067696F726769s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636166666172656C6C6932303037657874656E73696F6Es1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636166666172656C6C69323031306472696674s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636166666172656C6C69323031306472696674s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636170656C6C6132303131726567756C6172697479s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636170656C6C6132303131726567756C6172697479s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib6368656E32303135736F6D65s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636F6E7374616E74696E32303038726567756C6172697479s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib636F6E7374616E74696E32303038726567756C6172697479s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib64697065726E6131393839636175636879s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib64697065726E6131393839636175636879s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib66726965646C616E64657232303131676C6F62616Cs1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib66726965646C616E64657232303131676C6F62616Cs1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib67726166616B6F73323031346B61746Fs1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib6C653230303472656E6F726D616C697A6564s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib6C653230303472656E6F726D616C697A6564s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib6F7361646131393837646966667573696F6Es1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib7365726567696E32303132646976657267656E6365s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib73696C76657374726532303130686F6C646572s1


604 M.G. Delgadino, S. Smith / Ann. I. H. Poincaré – AN 35 (2018) 577–604
[15] Luis Silvestre, On the differentiability of the solution to an equation with drift and fractional diffusion, arXiv:1012.2401, 2010.
[16] Luis Silvestre, Vlad Vicol, Andrej Zlatoš, On the loss of continuity for super-critical drift-diffusion equations, Arch. Ration. Mech. Anal. 

207 (3) (2013) 845–877.
[17] Elias M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton Mathematical Series, vol. 43, 

Princeton University Press, 2016.
[18] Robert S. Strichartz, Bounded mean-oscillation and Sobolev spaces, Indiana Univ. Math. J. 29 (4) (1980) 539–558.

http://refhub.elsevier.com/S0294-1449(17)30079-3/bib73696C76657374726532303130646966666572656E74696162696C697479s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib73696C766573747265323031336C6F7373s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib73696C766573747265323031336C6F7373s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib737465696E323031366861726D6F6E6963s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib737465696E323031366861726D6F6E6963s1
http://refhub.elsevier.com/S0294-1449(17)30079-3/bib7374726963686172747A31393830626F756E646564s1

	Hölder estimates for fractional parabolic equations with critical divergence free drifts
	1 Introduction
	2 Preliminaries
	2.1 Negative BMO spaces
	2.2 The solution set
	2.3 The Caffarelli-Silvestre extension problem

	3 Product estimates
	3.1 Classical auxiliary results
	3.2 A global regularity trade-off
	3.3 A local regularity trade-off

	4 A Caccioppoli type inequality
	5 Oscillation reduction
	5.1 Barriers
	5.2 Propagation of support
	5.3 Conditional non-linear inequality
	5.4 Proof of Proposition

	6 Isoperimetric inequality
	7 Proof of Main Theorem
	Conﬂict of interest statement
	Acknowledgements
	References


