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Abstract. Stationary solutions of higher order KdV equations play
an important role for the study of the KdV equation itself. They give
rise to the coefficients of the associated Lax pair (P,L) for which P
and L have an algebraic relationship (and are therefore called algebro-
geometric). This paper gives a sufficient condition for rational and
simply periodic functions which are bounded at infinity to be algebro-
geometric as those potentials of L for which Ly = zy has only mero-
morphic solutions. It also gives a new elementary proof that this is
a necessary condition for any meromorphic function to be algebro-
geometric.
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1 Introduction

The collection of equations of the form

qt = [P,L]

where L = ∂2/∂x2 + q and (P,L) is a Lax pair2 is called the KdV hierarchy.
Stationary solutions of equations in the KdV hierarchy are given as [P,L] = 0

1Based upon work supported by the US National Science Foundation under Grant No.
DMS-9401816

2That is, P is a monic odd-order differential expression whose coefficients are polynomials
in q and its x-derivatives in such a way that the commutator [P,L] is a multiplication operator,
see Lax [13].
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110 R. Weikard

and are, according to a theorem of Burchnall and Chaundy [2], [3], related to
a hyperelliptic curve. For this reason they are often called algebro-geometric
potentials of L. In the case of continuous, real-valued, periodic potentials q
Novikov [15] and Dubrovin [4] established the fact that q is algebro-geometric
if and only if the spectrum of the associated L2(R)-operator has a finite-band
structure. Recently F. Gesztesy and myself [7] discovered that an elliptic po-
tential is algebro-geometric if and only if, for every z ∈ C, every solution of
the equation Ly = y′′ + qy = zy is a meromorphic function of the independent
variable. Our proof relied on a classical theorem of Picard [16], [17], [18] which
states that a linear ordinary homogeneous differential equation with elliptic
coefficients has always a solution which is elliptic of the second kind provided
every solution of the equation is meromorphic. Note that in Picard’s theorem
the independent variable is considered to be a complex variable.
By extending this result to the AKNS hierarchy (cf. [8]) we proved that the
connection between the algebro-geometric property and the existence of only
meromorphic solutions is not restricted to the KdV case. For a review of these
and related matters see [9].
The goal of this paper is to show with the aid of theorems of Halphen [10] and
Floquet [6] that this characterization of elliptic algebro-geometric potentials
may be carried over to the case of rational and simply periodic potentials. This
covers the case of the famous N -soliton solutions of the KdV equation, which,
when viewed as depending on a complex variable, are exponentially decaying
along the real axis but are periodic with a purely imaginary period. Specifically,
after giving a formal definition for the term “algebro-geometric” in Definition
1, necessary and sufficient conditions for a potential to be algebro-geometric
will be provided in Theorems 1 and 2, respectively.

Definition 1. Let L be the differential expression L = d2/dx2 + q. A mero-
morphic function q : C → C∞ will be called algebro-geometric (or an algebro-
geometric potential of L) if there exists an ordinary differential expression P
of odd order which commutes with L.

Note that by Theorem 6.10 of Segal and Wilson [19] any algebro-geometric
potential which is smooth in some real interval may be extended to a mero-
morphic function on C. The restriction to meromorphic functions in Definition
1 is made to provide a concise statement.

Theorem 1. If q is an algebro-geometric potential then the following two state-

ments hold:

1. Any pole of q is a regular singular point of the differential equation y′′ +
qy = zy. The principal part of the Laurent expansion of q near x0 is given

by −k(k+1)/(x−x0)
2 for a suitable positive integer k. In particular, the

residue of q at x0 is equal to zero.

2. For all z ∈ C all solutions of y′′ + qy = zy are meromorphic functions of

the independent variable.
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Solutions of Stationary KdV Equations 111

We prove this theorem in Section 4.
At this point it should be noted that, in the case when the curve associated
with q is nondegenerate, the above result follows also from a theorem of Its and
Matveev [12] published in 1975. In fact, Its and Matveev showed that, under
the given circumstances, the potential q and a fundamental system of solutions
of y′′ + qy = zy may be expressed in terms of Riemann’s theta-function. From
these expressions one can read off immediately the conclusions of Theorem 1.
In 1985 Segal and Wilson [19] looked at this type of questions from a very
different perspective. They study the Gelfand-Dickey hierarchy (which contains
the KdV hierarchy as a special case) employing loop group techniques. Instead
of Riemann’s theta-function they use an object called τ -function which is also
an entire function of its arguments and this implies the validity of Theorem 1.
In justification of offering yet another proof of Theorem 1 let me remark that it
will be completely elementary using only the well-known recursion formalism
of the KdV-hierarchy.
We turn now our attention from necessary conditions for the algebro-geometric
property to sufficient conditions. In Section 5 the following theorem will be
proven.

Theorem 2. Suppose that the function q satisfies one of the following three

conditions:

• q is rational and bounded near infinity,

• q is simply periodic with period p and there exists a positive number R
such that q is bounded in {x : | Im(x/p)| ≥ R}, or

• q is elliptic.

Furthermore assume that, for infinitely many values of z ∈ C, every solution

of the differential equation Ly = y′′ + qy = zy is meromorphic. Then q is an

algebro-geometric potential of L.

Note that, when q is elliptic, this result was proven in [7]. However, the proof
given below will be new and much shorter than the one in [7].
In Section 2 the KdV hierarchy is formally introduced and some of its most im-
portant properties are collected. In Section 3 Frobenius’ method of establishing
series solutions of linear differential equations is used to prove two crucial lem-
mas. Section 4 is devoted to the proof of Theorem 1 while Section 5 furnishes
the proof of Theorem 2.

2 The KdV hierarchy

Suppose q is a solution of some equation in the KdV hierarchy, i.e., there exists
a positive integer g and a monic differential expression P̃ of order 2g + 1 such
that qt = [P̃ , L] where L = ∂2/∂x2 + q. Since L commutes with its own powers
we may add a polynomial K(L) whose degree is at most g to P̃ and still have a
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monic differential expression of order 2g + 1 whose commutator with L equals
qt. It is well known that among all these expressions one can be written as

P =

g
∑

j=0

[

−1

2
f ′

g−j(x) + fg−j(x)
d

dx

]

Lj

where f0 = 1 and, for n ≥ 1, the fn can be expressed as polynomials in q and
its x-derivatives which obey the recursion relation

f ′
n+1(x) =

1

4
f ′′′

n (x) + q(x)f ′
n(x) +

1

2
q′(x)fn(x). (1)

In fact, since [P,L] = f ′
g+1, the equation satisfied by q is qt = f ′

g+1. The
condition that q be a stationary solution of some equation in the KdV hierarchy
is therefore equivalent to the existence of an integer g such that

f ′
g+1(x) =

1

4
f ′′′

g (x) + q(x)f ′
g(x) +

1

2
q′(x)fg(x) = 0. (2)

Defining

Fg(z, x) =

g
∑

j=0

fg−j(x)z
j

and

R2g+1(z) = (z − q(x))Fg(z, x)2 − 1

2
F ′′

g (z, x)Fg(z, x) +
1

4
F ′

g(z, x)
2

one can show that in this case R2g+1 does not depend on x and that

P 2 = R2g+1(L)

which defines the hyperelliptic curve mentioned in the introduction. Since it is
also true that [P,L] = 0 if P and L satisfy the relationship P 2 = R2g+1(L) one
has the following result which is a special case of a theorem of Burchnall and
Chaundy [2], [3].

Theorem 3. Let L = d2/dx2 + q and suppose P is a monic differential ex-

pression of order 2g + 1. Then L and P are commutative if and only if there

exist polynomials R and K of degree 2g + 1 and k ≤ g, respectively, such that

(P +K(L))2 = R(L).

We need subsequently the following theorem which establishes a sufficient con-
dition for the potential q to be algebro-geometric.

Theorem 4. Let y1(z, ·) and y2(z, ·) be two solutions of Ly = y′′ + qy = zy
which are linearly independent for all but at most countable many values of z.
Define

g(z, x) = y1(z, x)y2(z, x).
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Solutions of Stationary KdV Equations 113

If

g(z, x) =
F (z, x)

γ(z)
,

where γ is independent of x and F (z, x) is a polynomial as a function of z and

meromorphic as a function of x, then q is algebro-geometric.

Proof. A straightforward calculation3 shows that the function g(z, ·) satisfies
the differential equation

4(z − q(x))g2 − 2gg′′ + g′2 = W (y1, y2)(z)
2 (3)

where W (y1, y2) is the Wronskian determinant of y1 and y2 and where primes
denote derivatives with respect to x. Hence

(z − q(x))F (z, x)2 − 1

2
F (z, x)F ′′(z, x) +

1

4
F ′(z, x)2 = γ(z)W (y1, y2)(z)

2. (4)

As a function of z the left hand side is a polynomial of degree 2g + 1 with
leading coefficient 4f0(x)

2 when F (·, x) is of degree g and has leading coefficient
f0(x). Since the right hand side does not depend on x we conclude that f0(x)
is constant and we may assume without loss of generality that f0(x) = 1.
Equation (4) implies also that q is meromorphic. Therefore we may differentiate
(4) with respect to x. Assuming that

F (z, x) =

g
∑

n=0

fn(x)zg−n

and dropping a common factor −2F (z, x) we obtain

g−1
∑

n=0

f ′
n+1(x)z

g−n =

g
∑

n=0

(

1

4
f ′′′

n (x) +
1

2
q′(x)fn(x) + qf ′

n(x)

)

zg−n

since f ′
0 = 0. This shows that the coefficients fn satisfy the recursion relation

(1) and that fg satisfies (2). Hence, by the preceding considerations, q is
algebro-geometric.

3 Frobenius’ Method

In this section we prove two results concerning the structure of solutions of the
differential equation y′′ + qy = zy. The first of these results is obtained from
applying Frobenius’ method of solving an ordinary linear differential equation
by a power series to our particular case. A more general account can be found,
for instance, in Ince [11], Chapter XVI. The proof of this standard result is only
provided to facilitate references to it. The second result draws some further

3Apparently this observation was first made by Appell [1] in 1880.
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114 R. Weikard

conclusions in the presence of a spectral parameter and for the case when all
solutions are meromorphic for infinitely many values of this spectral parameter.
Suppose x0 is a regular singular point of the equation y′′ + qy = 0. Then q is
meromorphic in a vicinity of x0 and has, at worst, a second order pole there.
Suppose

q(x) =

∞
∑

j=0

qj(x− x0)
j−2.

Then the indicial equation of the singularity is r(r − 1) + q0 = 0. The roots of
this equation are called indices and since their sum must be equal to one we
may denote them by −k and k + 1 where without loss of generality Re(−k) ≤
Re(k + 1). Note that q0 = −k(k + 1). Now introduce the series

w(σ, x) =
∞
∑

j=0

cj(σ)(x − x0)
σ+j .

Then

w′′ + qw =
∞
∑

j=0

{

(j + σ)(j + σ − 1)cj + q0cj +

j−1
∑

m=0

qj−mcm

}

(x− x0)
j+σ−2.

Define
f0(ℓ) = ℓ(ℓ− 1) + q0 = (ℓ+ k)(ℓ − k − 1)

and, recursively for j ≥ 1,

cj(σ) =
−∑j−1

m=0 qj−mcm(σ)

f0(σ + j)
(5)

assuming that f0(σ + j) 6= 0 for j ≥ 1. Then

w′′ + qw = c0(σ)f0(σ)(x − x0)
σ−2.

Suppose first that −k and k + 1 do not differ by an integer. Then f0(σ) = 0
but f0(σ + j) 6= 0 for j ≥ 1 and either choice of σ among the values −k and
k+1. Hence, choosing c0 = 1, we find that w(−k, ·) and w(k+1, ·) are linearly
independent solutions of y′′ + qy = 0.
Next suppose that 2k + 1 is a nonnegative integer. Then w(k + 1, ·) is again a
solution of y′′ + qy = 0 but w(−k, ·) becomes undefined since the requirement
that f0(σ + j) 6= 0 is not satisfied for σ = −k and j = 2k + 1. To obtain a

second solution we choose c0 =
∏2k+1

j=1 f0(σ+ j). One shows then by induction
that c0, ..., c2k are polynomials with simple zeros at σ = −k while c2k+1 is a
polynomial which may or may not have a zero at −k. Finally, c2k+2, c2k+3, ...
are rational functions in σ which are analytic at −k. Now consider

v(σ, x) =
∂w

∂σ
(σ, x) =

∞
∑

j=0

(

∂cj
∂σ

+ cj log(x− x0)

)

(x− x0)
σ+j .
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Solutions of Stationary KdV Equations 115

Since differentiation with respect to σ commutes with d2/dx2 + q(x) we obtain
that

v′′ + qv =

(

∂(c0f0)

∂σ
+ c0f0 log(x − x0)

)

(x− x0)
σ−2.

Since c0f0 =
∏2k+1

j=0 f0(σ + j) has a double zero at σ = −k we obtain that
v(−k, ·) is a solution of y′′ + qy = 0 which is easily seen to be independent from
w(k + 1, ·). We may write

v(−k, x) = h1(x) log(x− x0) + h2(x)

where

h1(x) =

∞
∑

j=2k+1

cj(−k)(x− x0)
j−k and h2(z, x) =

∞
∑

j=0

∂cj
∂σ

(−k)(x− x0)
j−k.

(6)

We collect these results for the particular case, when k is a positive integer in
the following

Lemma 5. Suppose q is meromorphic near x0 with principal part

−k(k + 1)/(x− x0)
2 + q1/(x− x0)

where k is a positive integer. Then the differential equation y′′ + qy = zy
has a solution w which is analytic at x0 and a solution v defined by v(x) =
h1(x) log(x− x0) + h2(x) where h1 is analytic at x0 and h2 is meromorphic at

x0.

This lemma and its proof are the main ingredients of the following one.

Lemma 6. Let Z be the set of all values of z ∈ C such that y′′ + qy = zy has

only meromorphic solutions. The following statements hold:

1. If Z is not empty then q is meromorphic and any pole of q is of the second

order at most.

2. Z is either a finite set or equal to C.

3. If Z = C and if x0 is a pole of q then the principal part of the Laurent

expansion of q about x0 is given by −k(k+ 1)(x− x0)
−2 for some k ∈ N,

in particular, resx0
q = 0.

Proof. The fact that q = (y′′ − zy)/y shows that q is meromorphic and has at
most a double pole at any of its singular points even if y′′ + qy = zy has only
one meromorphic solution for one value of z. This proves the first claim.
Hence, if Z 6= ∅, a pole x0 of q is a regular singular point of y′′ + qy = zy and

q(x) =

∞
∑

j=0

qj(x− x0)
j−2
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in a vicinity of x0. The indices associated with x0, which are given as the roots
of r(r − 1) + q0 = 0 and hence are independent of z, must be distinct integers
whose sum equals one. We denote them by −k and k+1 where k > 0 and note
that q0 = −k(k + 1).
Note that replacing q by q− z amounts to replacing q2 by q2− z in the Laurent
expansion of q turning the recursion relation (5) into

cj(σ, z) =
−∑j−1

m=0(qj−m − zδj−m,2)cm(σ, z)

f0(σ + j)
(7)

where c0 =
∏2k+1

j=1 f0(j + σ). The equation y′′ + (q − z)y = 0 has a solution
v(z, x) = h1(z, x) log(x−x0)+h2(z, x) which is meromorphic at x0 if and only if
h1(z, ·) = 0. Recall that c1(−k, z) = ... = c2k(−k, z) = 0. Using this fact in the
recursion relation (7) shows that the coefficients cj(−k, z) are zero for all j if and
only if c2k+1(−k, z) = 0. Hence, because of (6), we have h1(z, ·) = 0 if and only
if c2k+1(−k, z) = 0. The recursion relation (7) also implies immediately that
the coefficients cj are polynomials in their second variable. Hence c2k+1(−k, ·)
has either finitely many zeros or else it is identically equal to zero. Therefore,
if c2k+1(−k, ·) 6= 0 for any singular point of the equation then Z is finite.
However, if c2k+1(−k, ·) = 0 for all singular points of the equation then Z = C.
This proves the second claim.
To prove the third claim we need more detailed information about the leading
coefficient of the polynomial c2k+1(−k, ·). We will show below that, if q1 =
resx0

q 6= 0, then c2k+1(−k, ·) is a polynomial of degree k thus forcing Z to be
a finite set and proving the last claim.
Suppose now that q1 6= 0. Since c2k+1(·, z) has a removable singularity at −k
we may determine c2k+1(−k, z) by computing limσ→−k c2k+1(σ, z) for σ < −k.
Note that c0(σ, z) = γ0(σ) and c1(σ, z) = −q1γ1(σ) where

−γ0(σ) = −
2k+1
∏

j=1

f0(σ + j) and γ1(σ) =

2k+1
∏

j=2

f0(σ + j).

The functions −γ0 and γ1 are positive in (−k − 1,−k) and have simple zeros
at −k. Assume that j ≤ k and that c2j−2(σ, z) and c2j−1(σ, z) are polynomials
in z of degree j − 1 and that

c2j−2(σ, z) = γ2j−2(σ)zj−1 +O(zj−2),

c2j−1(σ, z) = −q1γ2j−1(σ)zj−1 +O(zj−2)

where (−1)jγ2j−2 and (−1)j−1γ2j−1 are positive in (−k − 1,−k) and have
simple zeros at −k. Then, using the recursion relation (7), we obtain that
c2j(σ, z) and c2j+1(σ, z) are polynomials in z of degree j and that, in particular,

c2j(σ, z) =
zc2j−2

f0(σ + 2j)
+O(zj−1) =

γ2j−2

f0(σ + 2j)
zj +O(zj−1),

c2j+1(σ, z) =
zc2j−1 − q1c2j

f0(σ + 2j + 1)
+O(zj−1) = −q1

γ2j−1 + γ2j

f0(σ + 2j + 1)
zj +O(zj−1).
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Solutions of Stationary KdV Equations 117

Letting γ2j = γ2j−2/f0(σ + 2j) and γ2j+1 = (γ2j−1 + γ2j)/f0(σ + 2j + 1) we
find that (−1)j+1γ2j and (−1)jγ2j+1 are positive in (−k− 1,−k) and that γ2j

has a simple zero at −k. If j < k then γ2j+1 has a simple zero at −k, too,
since γ2j−1 and γ2j have the same sign in (−k − 1,−k). However, if j = k
then both the numerator and the denominator in (γ2k−1 + γ2k)/f0(σ+ 2k+ 1)
have a simple zero at −k proving that γ2k+1(−k) is different from zero. This,
however, shows that c2k+1(−k, ·) is a polynomial of degree k which has at most
k distinct zeros. However, c2k+1(−k, ·) must be zero for any value of z since
Z = C. This contradiction proves our assumption q1 6= 0 wrong.

4 Necessary Conditions

In this section we will prove Theorem 1 which gives conditions which must be
satisfied for any algebro-geometric potential. We start with

Theorem 7. If q is algebro-geometric then any of its poles is a regular singular

point of the differential equation Ly = y′′ + qy = zy. Moreover, when x0 is a

pole of q then the coefficient of (x− x0)
−2 in the Laurent expansion of q about

x0 is equal to −k(k + 1) for some positive integer k.

Proof. We show first that any pole of q is a regular singular point of y′′ + qy =
zy, i.e., that its order is at most equal to two. Hence assume this were not
the case. That is, suppose that x0 which, without loss of generality, may be
assumed to be equal to zero is a pole of q of order k ≥ 3. Then q has a Laurent
expansion q = αx−k + ... where α 6= 0. Consider the recursion relation (1).
One shows by induction that the order of the pole x0 = 0 of f ′′′

n is smaller than
that of qf ′

n + q′fn/2 and that therefore

f ′
n(x) = −nkαnx−nk−1

n
∏

j=1

2j − 1

2j
+O(x−nk).

If q were algebro-geometric there would have to be an n such that f ′
n = 0. This

contradiction shows that the order of the pole x0 is at most two and that x0 is
a regular singular point of y′′ + qy = zy.

Next assume that x0 = 0 is a pole of order one, i.e., q = αx−1 + O(1) with
α 6= 0. We prove, again by induction, that

f ′
n(x) = −1

2
αx−2n

n−1
∏

j=1

j(j + 1/2) +O(x−2n+1)

using that the order of the pole x0 = 0 of f ′′′
n is larger than that of qf ′

n +q′fn/2.
Hence, for no n is f ′

n ever zero showing that x0 must not be a first order pole
if q is algebro-geometric.
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118 R. Weikard

Finally, suppose that q = αx−2 + ... for some α different from any number in
{−k(k + 1) : k ∈ N}. Then another induction shows that

f ′
n(x) = −2n





n
∏

j=1

2j − 1

2j
(α+ j(j − 1))



x−2n−1 +O(x−2n).

Again f ′
n 6= 0 for all n ∈ N contrary to the hypothesis.

Theorem 8. If q is algebro-geometric then every solution of Ly = y′′+qy = zy
is meromorphic for every z ∈ C.

Proof. Since q is algebro-geometric there exists a differential expression P of
the form

P =

g
∑

j=0

[

−1

2
f ′

g−j(x) + fg−j(x)
d

dx

]

Lj

for which [P,L] = 0 and P 2 = R2g+1(L). In contradiction to what we want
to prove assume that there exists a point z0 such that y′′ + qy = z0y has a
solution which is not meromorphic.
Let Z be the set of all values of z ∈ C such that y′′ + qy = zy has only mero-
morphic solutions. By Lemma 6 the set Z is closed and hence its complement
is open. Therefore and because the zeros of R2g+1 are isolated there is no harm
in assuming that R2g+1(z0) 6= 0.
Next denote the two-dimensional space of solutions of Ly = z0y by W (z0).
The restriction of P to the space W (z0) maps back into W (z0) since P and L
commute. Note that

P |W (z0) = Fg(z0, x)
d

dx
− 1

2
F ′

g(z0, x).

Introduce the basis {y1, y2} of W (z0) which is defined by y
(ℓ−1)
j (x0) = δj,ℓ. In

this basis the restriction of P to W (z0) is represented by the matrix

M =
1

2

( −F ′
g(z0, x0) 2Fg(z0, x0)

2(z0 − q(x0))Fg(z0, x0) − F ′′
g (z0, x0) F ′

g(z0, x0)

)

.

Note that trM = 0 and detM = −R2g+1(z0) regardless of x0. Therefore M

has distinct eigenvalues ±w0 = ±
√

R2g+1(z0). The associated eigenfunctions
ψ± satisfy Pψ± = ±w0ψ and Lψ± = z0ψ±. Define ϕ± = ψ′

±/ψ± and note
that

±w0 =
Pψ±

ψ±

= Fgϕ± − 1

2
F ′

g.

Hence

ϕ± =
±2w0 + F ′

g

2Fg
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Solutions of Stationary KdV Equations 119

are meromorphic functions on C. Not both of the solutions ψ± can be mero-
morphic since they are linearly independent. Suppose ψ+ is not meromorphic.
Then, by Lemma 5, there is a constant γ such that ψ+ (or an appropriate
multiple) is given as

ψ+(x) = h1(x) log(x− x0) + h2(x) + γw(x) (8)

where h1, h2, and w are functions which are meromorphic at x0. Hence

(x − x0)(ϕ+h1 − h′1) log(x− x0)

= h1 + (x − x0)(h
′
2 + γw′) − (x− x0)(h2 + γw)ϕ+

is meromorphic at x0 and we conclude that ϕ+h1 − h′1 = 0. This implies that
h1 = cψ+ for some constant c. If c 6= 0 we obtain from (8)

log(x− x0) =

(

1

c
h1(x) − h2(x) − γw(x)

)

h1(x)
−1

which is impossible since the right hand side is meromorphic at x0. Therefore
c = 0, i.e., h1 vanishes identically and ψ+ is meromorphic at x0 contrary to
our assumption.

We are now ready for the

Proof of Theorem 1. Theorem 7 proves that a pole of q is a regular singular
point with principal part −k(k+1)/(x−x0)

2+q1/(x−x0) for a suitable positive
integer k and complex number q1. Theorem 8 proves not only that all solutions
of y′′ + qy = zy are meromorphic for all z ∈ C but also that the hypotheses of
Lemma 6 are satisfied. This in turn shows then that q1 = 0.

5 Sufficient Conditions

In this section we will prove Theorem 2. As mentioned in the introduction the
proofs rely on classical theorems by Halphen, Floquet, and Picard concerning
the linear differential equation

q0y
(n) + q1y

(n−1) + ...+ qny = 0. (9)

While Floquet’s theorem is well known (see e.g. Eastham [5] or Magnus and
Winkler [14]) it is appropriate to repeat the theorems of Halphen and Picard.
Halphen’s theorem is concerned with the rational case. A proof is given by Ince
[11] and this proof can be used to state the following version which is different
from Ince’s version.

Theorem 9. Let the coefficients q0, ..., qn in (9) be polynomials such that

deg qj ≤ deg q0 = s for j = 1, ..., n. For j = 0, ..., n let Aj be the coeffi-

cient of xs in qj and let λ be a zero of A0λ
n + A1λ

n−1 + ... + An. If the

differential equation (9) has only meromorphic solutions then it has a solution

R(x) exp(λx) where R is a rational function.
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Picard’s theorem is concerned with the elliptic case. It may also be found in
[11].

Theorem 10. Assume that the coefficients q0, ..., qn in (9) are elliptic with

common fundamental periods 2ω1 and 2ω2 and let ρ1 be a Floquet multiplier

with respect to the period 2ω1. If the differential equation (9) has only mero-

morphic solutions then it has a solution which is elliptic of the second kind and

satisfies y(x+ 2ω1) = ρ1y(x).

5.1 Rational potentials

Suppose that q is rational and bounded at infinity. Let z0 = limx→∞ q(x).
From Lemma 6 we know that y′′ + qy = zy has only meromorphic solutions for
any value of z and from Halphen’s theorem (Theorem 9) we obtain, for z 6= z0,
that there are linearly independent solutions

y±(z, x) = R±(z, x) exp(±√
z − z0x)

where R±(z, ·) are rational functions. Also from Lemma 6 we obtain that

q = z0 −
m

∑

j=1

sj(sj + 1)

(x− bj)2

where b1, ..., bm are distinct complex numbers and s1, ..., sm are positive inte-
gers. The singular point bj of y′′ + qy = zy has indices −sj and sj + 1 and
hence any pole of y± is located at one of the points bj and has order sj . Now
define the function g(z, x) = y+(z, x)y−(z, x). Letting v(x) =

∏m
j=1(x − bj)

sj

we see that the functions y±v are entire as functions of x and hence v2g(z, ·)
is an entire rational function, i.e., a polynomial. Letting

v(x)2g(z, x) =

d
∑

j=0

cjx
j

the functions v2g(z, x), v3g′(z, x), v4g′′(z, x), and v5g′′′(z, x) are polynomials
in x whose coefficients are homogeneous polynomials of degree one in c0, ..., cd.
Since v2q and v3q′ are polynomials we find that v5(g′′′+4(q−z)g′+2q′g) is also
a polynomial in x whose coefficients are homogeneous polynomials of degree
one in c0, ..., cd. The coefficients of the cℓ in this last expression, in turn, are
polynomials in z of degree at most one, i.e.,

v5(g′′′ + 4(q − z)g′ + 2q′g) =
N

∑

j=0

d
∑

ℓ=0

(αj,ℓ + βj,ℓz)cℓx
j (10)

for suitable numbers N , αj,ℓ, and βj,ℓ, which depend only on q. From Appell’s
equation (3) it follows upon differentiation that the expression (10) vanishes
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identically. This gives rise to a homogeneous system of N + 1 linear equations
for the cℓ of which we know that it has a nontrivial solution. Solving the system
shows now that the coefficients cℓ are rational functions of z, i.e.,

cℓ(z) =
c̃ℓ(z)

γ(z)

where γ and c̃ℓ are polynomials in z. Therefore

g(z, x) =

∑d

j=0 c̃j(z)x
j

γ(z)v(x)2
=
F (z, x)

γ(z)

where

F (z, x) =

∑d
j=0 c̃j(z)x

j

v(x)2

is a polynomial as function of z and a rational function as function of x. We
have therefore proven that the hypotheses of Theorem 4 are satisfied and this
shows that q is algebro-geometric.

5.2 Simply Periodic Potentials

Suppose q is meromorphic, simply periodic with period p ∈ C, and bounded
in {x : | Im(x/p)| ≥ R} for some R > 0. Lemma 6 implies firstly that, for
all values of z all solutions of y′′ + qy = zy are meromorphic. To simplify
notation we assume without loss of generality that the fundamental period p
of q is equal to 2π. Define q∗ : C − {0} → C∞ by q∗(t) = q(−i log t). Because
of the periodicity of q the function q∗ is well-defined and meromorphic. Since
q(x) remains bounded as | Im(x)| tends to infinity the points zero and infinity
are removable singularities of q∗ and hence q∗ is a rational function which is
bounded at infinity and zero. Denoting its poles by t1, ..., tm we may write

q∗(t) = z0 +

m
∑

j=1

Nj
∑

k=1

tkjAj,k

(t− tj)k

where t1, ..., tm are distinct nonzero complex numbers. Let xj be any complex
number such that eixj = tj . Then we obtain that

q(x) = q∗(eix) = z0 +
m

∑

j=1

Nj
∑

k=1

Aj,k

(ei(x−xj) − 1)k
.

Since

ei(x−xj) − 1 = i(x− xj)(1 +
i

2
(x− xj) +O((x − xj)

2))

we obtain from Lemma 6 that Nj = 2 and Aj,1 = Aj,2 = sj(sj +1) with sj ∈ N.
Hence

q∗(t) = z0 +

m
∑

j=1

sj(sj + 1)
ttj

(t− tj)2
.
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In particular q∗(0) = q∗(∞) = z0.
From Floquet’s theorem we know that there are solutions (called Floquet so-
lutions) of y′′ + qy = zy of the form

ψ±(z, x) = p±(z, x)e±iλx

where p± are periodic functions with period 2π and λ is a suitable complex
number depending on z which is determined up to addition of an arbitrary
integer. Unless 2λ is an integer which happens only for an isolated set of values
of z the solutions ψ± are linearly independent.
The functions ψ±(z, ·) are meromorphic by assumption. Their poles are at the
singularities of the differential equation, i.e., at the poles of q. Because the
indices of the singularities xj = −i log tj are −sj and sj +1 the functions given
by

ψ±(z, x)e∓iλx

m
∏

j=1

(eix − eixj )sj

are entire and periodic functions of period 2π.
Define

v(x) =

m
∏

j=1

(eix − eixj )sj .

The substitution y = ueiλx/v transforms y′′ + qy = zy into

v2u′′ + (2iλv2 − 2vv′)u′ + ((−λ2 − z + q)v2 − 2iλvv′ + 2v
′2 − vv′′)u = 0

(11)

which has entire solutions at least one of which is periodic with period 2π.
Next define v∗(t) = v(−i log t) =

∏m

j=1(t − tj)
sj and substitute u(x) = u∗(t)

where x = −i log t in (11) to obtain u′(x) = itu∗′(t), u′′(x) = −t2u∗′′(t)−tu∗′(t)
and hence

Q0u
∗′′ +Q1u

∗′ +Q2u
∗ = 0 (12)

where

Q0 = t2v∗2,

Q1 = t((1 + 2λ)v∗2 − 2tv∗v∗′),

Q2 = (z − q∗ + λ2)v∗2 − (2λ+ 1)tv∗v∗′ + 2t2v∗′2 − t2v∗v∗′′.

Because equation (11) has an entire 2π-periodic solution equation (12) has a
solution which is analytic on C−{0}, i.e., a solution for which zero and infinity
are isolated singularities.
Since v∗(0) 6= 0 the point zero is a regular singular point of (12) with indicial
equation

r2 + 2λr + z − z0 + λ2 = 0. (13)
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This equation must have at least one integer solution since otherwise no solution
of (12) would be one-valued, i.e., zero would not be an isolated singularity.
Thus suppose the solutions of (13) are m and −2λ −m where m ∈ Z. Then
−2λm−m2 = z− z0 +λ2 which implies λ = −m± i

√
z − z0. As we are free to

change λ by adding an integer we may assume from now on that λ2 = z0 − z
and that the zeros of the indicial equation (13) are zero and −2λ.
Next turn to the point infinity. After introducing 1/t as independent variable
it turns out that infinity is also a regular singular point with indicial equation

r2 + (2S − 2λ)r + S2 − 2λS = 0 (14)

where S =
∑m

j=1 sj = deg v∗. The solutions of (14) are −S and 2λ− S.
Now, if 2λ is not an integer then (11) has precisely one linearly independent 2π-
periodic solution. Hence (12) has precisely one single-valued analytic solution
in C − {0}. This must therefore be the solution associated with the indices 0
and −S at zero and infinity, respectively, i.e., this solution is a polynomial of
degree S.
Repeating the above procedure after replacing λ by −λ we now obtain that the
differential equation y′′ + qy = zy has the solutions

y±(z, x) =
u∗±(z, eix)

v∗(eix)
exp(±iλx)

where u∗+(z, ·) and v∗ are polynomials. These solutions are linearly independent
except at an at most countable number of isolated points z.
Again define the function g(z, x) = y+(z, x)y−(z, x). Then

v(x)2g(z, x) = u∗+(z, eix)u∗−(z, eix) =
d

∑

j=0

cj(z)e
ijx.

The functions v2g(z, x), v3g′(z, x), v4g′′(z, x), and v5g′′′(z, x) are now polyno-
mials in eix whose coefficients are homogeneous polynomials of degree one in
c0, ..., cd and so is the function v5(g′′′ + 4(q − z)g′ + 2q′g). Specifically,

v5(g′′′ + 4(q − z)g′ + 2q′g) =
N

∑

j=0

d
∑

ℓ=0

(αj,ℓ + βj,ℓz)cℓe
ijx. (15)

As the expression (15) must vanish identically we obtain again a system of
linear equations which we use to show that the coefficients cℓ are rational
functions of z. Therefore g(z, x) = F (z, x)/γ(z) where F (z, x) is a polynomial
as function of z and a rational function as function of eix. Theorem 4 gives
that q is algebro-geometric.

5.3 Elliptic potentials

Finally let q be elliptic with fundamental periods 2ω1 and 2ω3. Assume that
none of the poles of q equals zero or a half-period (modulo the fundamental
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period parallelogram) which may always be achieved by a slight shift of the
independent variable. Then, by Lemma 6 and general properties of elliptic
functions,

q(x) =
q1(℘(x)) + q2(℘(x))℘′(x)

∏m

j=1(℘(x) − pj)2

for suitable polynomials q1 and q2 and suitable numbers m and p1, ..., pm. Let

v(x) =

m
∏

j=1

(℘(x) − pj)
sj

where −sj < 0 and sj + 1 > 0 are the indices of the singularity xj for which
℘(xj) = pj. Then v2q and v3q′ are polynomials in ℘(x) and ℘′(x).
Picard’s theorem guarantees the existence of two linearly independent solutions
y±(z, ·) of y′′ + qy = zy which are elliptic of the second kind for all but an
at most countable number of isolated points z since we then have different
Floquet multipliers with respect to 2ω1. ¿From Floquet theory we know that
the product of these solutions must be doubly periodic since the product of
Floquet multipliers with respect to any period is equal to one in our case. As
all solutions are meromorphic (by Lemma 6) we have that g(z, ·) the product
of y+(z, ·) and y−(z, ·) is elliptic. Therefore and since the only poles of g(z, ·)
are at the points where ℘(x) = pj and have order at most 2sj we get

g(z, x) =
g1(z, ℘(x)) + g2(z, ℘(x))℘′(x)

v(x)2

where g1(z, ·) and g2(z, ·) are polynomials. Introduce the coefficients c0, ..., cd
by

g1(z, t) =
δ

∑

j=0

cj(z)t
j, g2(z, t) =

d
∑

j=δ+1

cj(z)t
j−δ−1.

Each of the functions v2g, v3g′, v4g′′, and v5g′′′ are now of the form
φ1(℘) + φ2(℘)℘′ where φ1 and φ2 represent various polynomials. The coeffi-
cients of these are homogeneous polynomials of degree one in c0, ..., cd. There-
fore v5(g′′′ + 4(q − z)g′ + 2q′g) = h1(℘(x)) + h2(℘(x))℘′(x) where h1 and h2

are polynomials whose coefficients are polynomials in the variables z, c0, ..., cd
homogeneous of degree one with respect to c0, ..., cd and of at most first order
with respect to z. This implies just as before that the cj are rational functions
of z and proves that g(z, x) = F (z, x)/γ(z) where F (z, x) is a polynomial as
function of z and a rational function as function of ℘(x) and ℘′(x). Theorem
4 gives that q is algebro-geometric.
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Comptes Rendus 91, 211–214 (1880).

Documenta Mathematica 4 (1999) 109–126



Solutions of Stationary KdV Equations 125

[2] J. L. Burchnall and T. W. Chaundy, Commutative ordinary differential
operators, Proc. London Math. Soc. Ser. 2 21, 420–440 (1923).

[3] J. L. Burchnall and T. W. Chaundy, Commutative ordinary differential
operators, Proc. Roy. Soc. London A 118, 557–583 (1928).

[4] B. A. Dubrovin, Periodic problems for the Korteweg-de Vries equation in
the class of finite band potentials, Funct. Anal. Appl. 9, 215–223 (1975).

[5] M. S. P. Eastham, The Spectral Theory of Periodic Differential Equations,
Scottish Academic Press, Edinburgh and London, 1973.
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taines équations différentielles linéaires, C. R. Acad. Sci. Paris 89, 140–144
(1879).

[17] E. Picard, Sur une classe d’équations différentielles linéaires, C. R. Acad.
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