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Abstract. Suppose F =W (k)[1/p] where W (k) is the ring of Witt
vectors with coefficients in algebraically closed field k of characteristic
p 6= 2. We construct integral theory of p-adic semi-stable represen-
tations of the absolute Galois group of F with Hodge-Tate weights
from [0, p). This modification of Breuil’s theory results in the follow-
ing application in the spirit of the Shafarevich Conjecture. If Y is
a projective algebraic variety over Q with good reduction modulo all
primes l 6= 3 and semi-stable reduction modulo 3 then for the Hodge
numbers of YC = Y ⊗Q C, one has h2(YC) = h1,1(YC).
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Introduction

Everywhere in the paper p is a fixed prime number, p 6= 2, k is algebraically
closed field of charactersitic p, F is the fraction field of the ring of Witt vectors
W (k), F̄ is a fixed algebraic closure of F and ΓF = Gal(F̄ /F ) is the absolute
Galois group of F .
Suppose Y is a projective algebraic variety over Q. Denote by YC the cor-
responding complex variety Y ⊗Q C. For integers n,m > 0, set hn(YC) =
dimCH

n(YC,C) and h
n,m(YC) = dimCH

n(Ωm
YC
).

The main result of this paper can be stated as follows.

Theorem 0.1. If Y has semi-stable reduction modulo 3 and good reduction
modulo all primes l 6= 3 then h2(YC) = h1,1(YC).

Documenta Mathematica 18 (2013) 547–619



548 V. Abrashkin

Remind that a generalization of the Shafarevich Conjecture about the non-
existence of non-trivial abelian varieties over Q with everywhere good reduction
was proved by Fontaine [16] and the author [2], and states that

(0.1) h1(YC) = h3(YC) = 0, h2(YC) = h1,1(YC)

if Y has everywhere good reduction. (The Shafarevich Conjecture appears
then as the equality h1(YC) = 0.) This result became possible due to the
following two important achievements of Fontaine’s theory of p-adic crystalline
representations:

— the Fontaine-Messing theorem relating etale and de Rham cohomology of
smooth proper schemes overW (k) in dimensions [0, p), [15] (it was later proved
by Faltings in full generality, [12]);
— the Fontaine-Laffaille integral theory of crystalline representations of ΓF

with Hodge-Tate weights from [0, p− 2], [13].
Note that the Fontaine-Laffaille theory works essentially for Hodge-Tate
weights from [0, p) but does not give all Galois invariant lattices in the cor-
responding crystalline representations. Nevertheless, this theory admits im-
provement developed by the author in [1]. As a result, there was obtained a
suitable integral theory for the case of Hodge-Tate weights from [0, p), which
allowed us to prove some extras to statements (0.1), in particular, that modulo
the Generalized Riemann Hypothesis one has h4(YC) = h2,2(YC).
Since that time there was a huge progress in the study of semi-stable p-adic
representations. Tsuji [23] proved a semi-stable case of the relation between
etale and crystalline cohomology and Breuil [5, 6] developed an analogue of the
Fontaine-Laffaille theory in the context of semi-stable representations (even
for ramified basic fields). The papers [4] and [21] studied the problem of the
existence of abelian varieties over Q with only one prime of bad semi-stable
reduction. Note that the progress in this direction is quite restrictive because
our knowledge of algebraic number fields with prescribed ramification at a given
prime number p (and unramified outside p) is very far from to be complete.
Theorem 0.1 represents an exceptional situation where the standard tools: the
Odlyzko estimates of the minimal discriminants of algebraic number fields and
the modern computing facilities (SAGE) are sufficient to resolve upcoming
problems. In addition, the proof of this theorem requires a modification of
Breuil’s theory to work with semi-stable representations of ΓF with Hodge-
Tate weights from [0, p).
The structure of this paper can be described as follows.
In Section 1 we introduce the category L∗ of filtered (ϕ,N)-modules overW1 :=
k[[u]]. This is a special pre-abelian category, that is an additive category with
kernels, cokernels and sufficiently nice behaving short exact sequences. Note
that such categories play quite appreciable role in all our constructions. In
Section 2 we construct the functor V∗ from L∗ to the category of Fp[ΓF ]-
modules MΓF by introducing a “truncated” version of Fontaine’s ring of semi-

stable periods Âst. The functor V∗ is not fully faithful but by taking into
account the maximal etale subobjects of filtered modules from L∗ we define a
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modification CV∗ of V∗. This functor gives already a fully faithful functor from
L∗ to the category of cofiltered ΓF -modules CMΓF . In Section 3 we give an
interpretation of Breuil’s theory in terms of W := W (k)[[u]]-modules (Breuil
worked with modules over the divided powers envelope of W) by introducing

the category of filtered (ϕ,N)-modules Lft over W . The advantage of this
construction is that the objects of this category appear as strict subquotients
of p-divisible groups in suitable pre-abelian category. This allows us to use
devissage despite that all involved categories are not abelian. We also introduce
the subcategories Lu,ft and, resp., Lm,ft of unipotent and, resp., multiplicative
objects in Lft and prove that any L ∈ Lft is a canonical extension

(0.2) 0 −→ Lu −→ L −→ Lm −→ 0

of a multiplicative object Lm by a unipotent object Lu. In Section 4 we study
Breuil’s functor Vft : Lft −→ MΓF in the situation of Hodge-Tate weights

from [0, p). We show that on the subcategory Lu,ft this functor is still fully
faithful by proving that on the subcategory of killed by p unipotent objects the
functors Vft and V∗ coincide. Then we show that for any killed by p object
L of Lft, the functor Vft transforms the standard short exact sequence (0.2)
into a short exact sequence in MΓF , which admits a functorial splitting. This

splitting is used then to construct a modified version C̃Vft : Lft −→ CMΓF

of Vft, which is already fully faithful. This gives us an efficient control on all
Galois invariant lattices of semi-stable representations with weights from [0, p).
Especially, we have an explicit description of all killed by p subquotients of
such lattices and the corresponding ramification estimates. Finally, in Section
5 we give a proof of Theorem 0.1 following the strategy from [2].
Essentially, we obtain the following result: if V is a 3-adic representation of
ΓQ = Gal(Q̄/Q) which is unramified outside 3 and is semi-stable at 3 then there
is a ΓQ-equivariant filtration by Q3-subspaces V = V0 ⊃ V1 ⊃ V2 ⊃ V3 = 0
such that for 0 6 i 6 2, the ΓQ-module Vi/Vi+1 is isomorphic to the product of
finitely many copies of the Tate twist Q3(i). If V = H2

et(YF ,Q3) then looking
at the eigenvalues of the Frobenius morphisms of reductions modulo l 6= 3, we
obtain that V = V1 and V2 = 0, and this implies that h2(YC) = h1,1(YC).
Note that our construction of the modification of Breuil’s functor gives auto-
matically the modification of the Fontaine-Laffaille functor, which essentially
coincides with the modification constructed in [1]. It is worth mentioning that
switching from Breuil’s S-modules to W-modules means moving in the direc-
tion of Kisin’s approach [18] and recent approach to integral theory of p-adic
representations by Liu [19, 20]. It would be also very interesting to study the
opportunity to modify Breuil’s functor over ramified base [8, 9] to the case
of Hodge-Tate weights from [0, p). Finally, mention quite surprising matching
of the ramification estimates for semi-stable representations and the Leopoldt
conjecture for the field Q( 3

√
3, ζ9), cf. Section 5.

Acknowledgements. The author is very grateful to Shin Hattori for numer-
ous and helpful discussions.
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1. The categories L̃∗, L̃∗

0, L∗, L∗0
Remind that k is algebraically closed field of characteristic p > 2. Let W =
W (k)[[u]], where W (k) is the ring of Witt vectors with coefficients in k and
u is an indeterminate. Denote by σ the automorphism of W (k) induced by
the p-th power map on k and agree to use the same symbol for its continuous
extension to W such that σ(u) = up. Denote by N :W −→W the continuous
W (k)-linear derivation such that N(u) = −u.
We shall often use below the following statement.

Lemma 1.1. Suppose L is a finitely generated W-module and A is a σ-linear
operator on L. Then the operator idL −A is epimorphic. If, in addition, A is
nilpotent then idL −A is bijective.

Proof. Part b) is obvious. In order to prove a) notice first that we can replace
L by L/uL and, therefore, assume that L is a finitely generated W (k)-module.
Clearly, it will be enough to consider the case pL = 0. Then there is a decompo-
sition of k-vector spaces L = L1⊕L2, where A is invertible on L1 and nilpotent
on L2. It remains to note that L1 = L0⊗Fp

k, where L0 is a finite dimensional
Fp-vector space such that A|L0 = id. The existence of L0 is a standard fact of
σ-linear algebra: if s = dimk L1 and A ∈ Ms(k) is a matrix of A|L1 in some
k-basis of L1 then L0 = {(x1, . . . , xs) ∈ ks | (xp1, . . . , xps)A = (x1, . . . , xs)};
the Fp-linear space L0 has dimension s because the corresponding equations
determine an etale algebra of rank ps over algebraically closed field k.

�

Remark. In above Lemma and everywhere below we use the following agree-
ment: A is nilpotent on L iff it is “topologically nilpotent”, i.e.

⋂
nAn(L) = 0.

1.1. Definitions and general properties. LetW1 =W/pW with induced
σ, ϕ and N .

Definition. The objects of the category L̃∗0 are the triples
L = (L, F (L), ϕ), where
• L and F (L) are W1-modules such that L ⊃ F (L);
• ϕ : F (L) −→ L is a σ-linear morphism of W1-modules; (Note that ϕ(F (L))
is a σ(W1)-submodule in L.)

If L1 = (L1, F (L1), ϕ) is also an object of L̃∗0 then the morphisms f ∈
HomL̃

∗

0
(L1,L) are given byW1-linear maps f : L1 −→ L such that f(F (L1)) ⊂

F (L) and fϕ = ϕf .

Definition. The objects of the category L̃∗ are the quadruples L =
(L, F (L), ϕ,N), where

• (L, F (L), ϕ) is an object of the category L̃∗0;
• N : L −→ L/u2pL is a W1-differentiation, i.e. for all w ∈ W1 and l ∈ L,
N(wl) = N(w)(lmodu2pL) + wN(l);
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• if L1 = (L1, F (L1), ϕ,N) is another object of L̃∗ then the morphisms

HomL̃
∗(L1,L) are given by f : (L1, F (L1), ϕ) −→ (L, F (L), ϕ) from L̃∗0 such

that fN = Nf . (We use the same notation f for the reduction of f modulo
u2pL.)

The categories L̃∗
and L̃∗0 are additive.

Definition. The category L∗0 is a full subcategory of L̃∗0 consisting of the
objects L = (L, F (L), ϕ) such that
• L is a free W1-module of finite rank;
• F (L) ⊃ up−1L;
• the natural embedding ϕ(F (L)) ⊂ L induces the identification
ϕ(F (L)) ⊗σ(W1)W1 = L.

Note that ϕ induces a map F (L)/u2pL −→ L/u2pL: use that u2pL ⊂
up+1F (L) ⊂ u2F (L) and ϕ(u2F (L)) ⊂ u2pL. We shall denote this map by
the same symbol ϕ.

Definition. The category L∗ is a full subcategory of L̃∗ consisting of the
objects L = (L, F (L), ϕ,N) such that
• (L, F (L), ϕ) ∈ L∗0;
• for all l ∈ F (L), uN(l) ∈ F (L)modu2pL and N(ϕ(l)) = ϕ(uN(l)).

The categories L∗
0 and L∗ are additive.

In the case of objects (L, F (L), ϕ,N) of L∗ the morphism N can be uniquely
recovered from the W1-differentiation N1 = N modupL due to the following
property.

Proposition 1.2. Suppose (L, F (L), ϕ) ∈ L∗0 and N1 : L 7→ L/upL is a W1-
differentiation such that for any m ∈ F (L), uN1(m) ∈ F (L)modupL and
N1(ϕ(l)) = ϕ(uN1(l)). Then there is a unique W1-differentiation N : L −→
L/u2pL such that N modup = N1 and (L, F (L), ϕ,N) ∈ L∗.

Proof. Choose a W1-basis m1, . . . ,ms of F (L). Then l1 = ϕ(m1), . . . , ls =
ϕ(ms) is a W1-basis of L and a σ(W1)-basis of ϕ(F (L)).
Let N(li) := ϕ(uN1(mi)

′) ∈ L/u2pL, where N1(mi)
′ are some lifts of N1(mi)

to L/u2pL. Clearly, the elements N(li) ∈ ϕ(F (L)) ⊂ L/u2pL are well-defined
(use that ϕ(up+1L) ⊂ u2pL).
For any l =

∑
iwili ∈ L, let N(l) :=

∑
iN(wi)li +

∑
iwiN(li). Then N :

L −→ L/u2p is a W1-differentiation and N modup = N1. Clearly, N is the
only candidate to satisfy the requirements of our Proposition.
Now suppose m =

∑
iwimi ∈ F (L) with all wi ∈ W1. Then N(ϕ(m)) =∑

i σ(wi)li modu2p. On the other hand, ϕ(uN(m)) equals
∑

i

upσ(N(wi))li +
∑

i

ϕ(wiuN(mi)) =
∑

i

σ(wi)li modu2p

because all σ(N(wi)) ∈ upσ(W1).
The proposition is proved. �

Documenta Mathematica 18 (2013) 547–619



552 V. Abrashkin

Remark. By above Proposition in the definition of objects of L∗ one can
replaceN : L −→ L/u2pL byN1 = N modupL and useN as a unique extension
of N1 if neccessary. An example of the situation where we do need to extend
N1 is described in Proposition 1.3 below. Another situation is related to the
definition of the truncated version R0

st of Âst in Subsection 2. Here we need N
to be defined modulo some smaller module than upL, e.g. up+1L. Our choice
was done in favour of the module u2pL because it is the smallest possible module
where the definition of N makes sense.

Proposition 1.3. L∗0 and L∗ are pre-abelian categories (cf. Appendix A for
the concept of pre-abelian category).

Proof. Suppose S is an additive category and f ∈ HomS(A,B), A,B ∈ S.
Then i ∈ HomS(K,A) is a kernel of f if for any D ∈ S, the sequence of abelian
groups

0 −→ HomS(D,K)
i∗−→ HomS(D,A)

f∗−→ HomS(D,B)

is exact. Similarly, j ∈ HomS(B,C), B,C ∈ S, is a cokernel of f if for any
D ∈ S, the sequence

0 −→ HomS(C,D)
j∗−→ HomS(B,D)

f∗

−→ HomS(A,D)

is exact.
Let FFW1 be the category of free W1-modules with filtration. This category
is pre-abelian. More precisely, consider the objects L = (L, F (L)) and M =
(M,F (M)) in FFW1 and let f ∈ HomFFW1

(L,M).

Then KerFFW1
f is a natural embedding iL : K = (K,F (K)) −→ L,

where K = Ker(f : L −→ M) and F (K) = K ∩ F (L). The coim-
age CoimFFW1

f = CokerFFW1
(KerFFW1

f) appears as a natural projection

jL : L −→ L′ = (L′, F (L′)), where L′ = f(L) and F (L′) = f(F (L)).
Similarly, Cokerf is a natural projection jM : M −→ C = (C,F (C)), where
C = (M/L′)/(M/L′)tor and F (C) = jM(F (M)). Then the image ImFFW1

f =

KerFFW1
(CokerFFW1

f) is a natural embedding M′ = (M ′, F (M ′)) −→ M,

where M ′ is the kernel of jM and F (M ′) = F (M) ∩M ′.
As usually, there is a natural map L′ −→ M′ induced by L′ ⊂ M ′. Note
that M/M ′ = C is free and M ′/L′ is torsion W1-modules and these properties
completely characterize M ′ as a W1-submodule of M .
Now suppose L = (L, F (L), ϕ), M = (M,F (M), ϕ) are objects of L∗0 and
f ∈ HomL∗

0
(L,M). Use the obvious forgetful functor L∗0 −→ FFW1 and

the same notation for the corresponding images of L, M and f . Show that
K = KerFFW1

f and C = CokerFFW1
f have the natural structures of objects

of L∗0 and with respect to this structure they become the kernel and, resp,
cokernel of f in L∗0. Indeed, up−1K = up−1L ∩ K ⊂ F (L) ∩ K = F (K) =
Ker(f : F (L) −→ F (M)). Therefore, ϕ(F (K)) ⊂ K ∩ ϕ(F (L)) and there is a
natural embedding ι : ϕ(F (K)) ⊗σW1 W1 ⊂ K. On the one hand,

rkσW1 ϕ(F (K)) = rkW1 F (K) = rkW1 K.
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On the other hand, F (L)/F (K) ⊂ L/K = L′ have noW1-torsion. This implies
that the quotient ϕ(F (L))/ϕ(F (K)) has no σW1-torsion and the factor of
L = ϕ(F (L)) ⊗σW1 W1 by ϕ(F (K)) ⊗σW1 W1 also has no W1-torsion. So, ι
becomes the equality ϕ(F (K))⊗σW1W1 = K and K = (K,F (K), ϕ) = KerL∗

0
f .

The above description of KerL∗
0

implies that up−1L′ ⊂ F (L′),
ϕ(F (L′)) = ϕ(F (M))/ϕ(F (K)) and L′ = ϕ(F (L′)) ⊗σW1 W1. In other
words, L′ = (L′, F (L′), ϕ) ∈ L∗0.
Now note that forM′ = (M ′, F (M ′)), we have

up−1M ′ = (up−1M) ∩M ′ ⊂ F (M) ∩M ′ = F (M ′)

and, therefore, F (M ′)/F (L′) is torsion W1-module and

• (ϕ(F (M ′))⊗σW1 W1)/L
′ is torsion W1-module;

On the other hand, F (M)/F (M ′) = F (C) is torsion free W1-module. This
implies that ϕ(F (M))/ϕ(F (M ′)) is torsion free σW1-module and, therefore,

• M/(ϕ(F (M ′))⊗σW1 W1) is torsion free W1-module.

The above two conditions completely characterize M ′ as a submodule of
M . Therefore, ϕ(F (M ′)) ⊗σW1 W1 = M ′, M′ = (M ′, F (M ′), ϕ) ∈ L∗0 and
(M/M ′, F (M)/F (M ′), ϕ) = (C,F (C), ϕ) = C ∈ L∗0. Now a formal verification
shows that C = CokerL∗

0
f .

Again CoimL∗
0
f = (L′, F (L′), ϕ) and ImL∗

0
f = (M ′, F (M ′), ϕ) together with

their natural embedding CoimL∗
0
f −→ ImL∗

0
f in L∗

0. As a matter of fact, these
two objects of the category L∗

0 do not differ very much due to the following
Lemma.

Lemma 1.4. ϕ(F (L′)) ⊃ upϕ(F (M ′)) (and, therefore, L′ ⊃ upM ′).

Proof of Lemma. Otherwise, there is an l ∈ ϕ(F (L′)) \ upϕ(F (L′)) such that
l ∈ u2pϕ(F (M ′)).
Form the sequence ln ∈ L′ such that l1 = l and for all n > 2, ln+1 = ϕ(uan ln),
where an > 0 is such that uan ln ∈ F (L′) \ uF (L′). Clearly, all ln /∈ uF (L′) ⊃
upL′.
On the other hand, l ∈ u2pϕ(F (M ′)) ⊂ up+1F (M ′) and, therefore, for all n > 1,
ln ∈ ϕn(u2pM ′) ⊂ upn+pM ′. So, for n≫ 0, ln ∈ upL′. The contradiction. �

Now suppose L = (L, F (L), ϕ,N) andM = (M,F (M), ϕ,N) are objects of L∗

and f ∈ HomL∗(L,M). Prove that the kernel (K,F (K), ϕ) and the cokernel
(C,F (C), ϕ) of f in the category L∗

0 have a natural structure of objects of the
category L∗.
Clearly, N(K) ⊂ Ker

(
f modu2p : L/u2pL −→M/u2pM

)
. The above Lemma

1.4 implies that upL′ ⊃ u2pM ′ and we obtain the following natural maps

L′/upL′ α←− L′/u2pM ′ β−→M ′/u2pM ′ γ−→M/u2pM.

Note that α is epimorphic but β and γ are monomorphic. This implies that
N(K) ⊂ Ker(L/u2pL −→ L′/upL′) and

N(K)modupL ⊂ Ker(L/upL −→ L′/upL′) = K/upK.
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Therefore, by Proposition 1.2, N (as a unique lift of N1 = N modup) maps K
to K/u2pK and (K,F (K), ϕ,N) ∈ L∗.
The above property of KerL∗f implies that N(L′) ⊂ L′/u2pL′. Now use that
upM ′ ⊂ L′, u2pL′ ⊂ u2pM ′ and N(upM ′) ⊂ upM/u2pM to deduce that

N(upM ′) ⊂ (L′/u2pM ′) ∩ (upM/u2pM) = upM ′/u2pM ′.

So, N modup maps M ′ to M ′/upM ′ and again by Proposition 1.2 N(M ′) ⊂
M ′/u2pM ′. This means that the kernel of the above constructed Cokerf :
(M,F (M), ϕ) −→ (C,F (C), ϕ) is provided with the structure of object of
the category L∗. Therefore, N induces the map N : C −→ C/u2pC and
(C,F (C), ϕ,N) ∈ L∗. The proposition is proved. �

The above proof shows that the kernels and cokernels in the category L∗ appear
on the level of filtered modules as the kernel and cokernel of the corresponding
map of filtered modules (L1, F (L1)) to (L, F (L)) in the category of filtered
W1-modules. Therefore, the category L∗ is special, cf. Appendix A, and we
can apply the corresponding formalism of short exact sequences. In particular,
if we take another object L2 = (L2, F (L2), ϕ,N) ∈ L∗ then
• i ∈ HomL∗(L1,L) is strict monomorphism iff i : L1 −→ L is injective and
i(L1) ∩ F (L) = i(F (L1));
• j ∈ HomL∗(L,L2) is strict epimorphism iff j : L −→ L2 is epimorphic and
j(F (L)) = F (L2).

As usually, cf. Appendix A, if a monomorphism i is strict then the monomor-
phism j = Coker i is strict, and if an epimorphism j is strict then the monomor-

phism i = Ker j is strict, and under these assumptions 0 −→ L1 i−→ L j−→
L2 −→ 0 is short exact sequence.

With relation to the above result that the categories L∗0 and L∗ are pre-

abelian, note that the situation with the categories L̃∗0 and L̃∗ is differ-
ent. Indeed, let FMW1 be the category of filtered (not necessarily free)
modules over W1. This category is pre-abelian: for Mi = (Mi, F (Mi)),
i = 1, 2, and f ∈ HomFMW1

(M1,M2), we have the following equalities

KerFMW1
f = (Kerf,Kerf ∩F (M1)) (together with its natural embedding into

M1) and CokerFMW1
f = (Cokerf, F (M2)/(f(M1)∩F (M2)) (together with the

natural projection fromM2).

Now suppose that Mi = (Mi, F (Mi), ϕ) ∈ L̃∗

0, i = 1, 2, and f ∈
HomL̃

∗

0
(M1,M2). Then KerL̃∗

0
f exists (and coincides on the level of fil-

tered modules with KerFMW1
f) but CokerL̃∗

0
f exists (and coincides on the

level of filtered modules with CokerFMW1
f) only if we have f(F (M1)) =

f(M1)∩F (M2). In particular, on the level of filtered modules the composition
CokerFMW1

(KerFMW1
f) always makes sense and coincides with the natural

projectionM1 −→ (f(M1), f(F (M1)). Therefore, one can introduce the con-

cept of strict epimorphism in L̃∗0: f is strict epimorphism iff f(M1) =M2 and
f(F (M1)) = F (M2).
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The following situation will appear several times below.

Lemma 1.5. Suppose M1,M2 ∈ L̃
∗

0, ι ∈ HomL̃
∗

0
(M1,M2) is a strict epimor-

phism and KerL̃∗

0
ι = (K,K,ϕ). Then for any L ∈ L∗0,

ι∗ : HomL̃
∗

0
(L,M1) −→ HomL̃

∗

0
(L,M2)

is epimorphic. In addition, if ϕ|K is nilpotent then ι∗ is bijective.

Proof. The structure of L = (L, F (L), ϕ) can be given by a vector l̄ =
(l1, . . . , ls) and a matrix C ∈Ms(W1) such that
— l1, . . . , ls is a W1-basis of L;
— if l̄C = m̄ = (m1, . . . ,ms) then m1, . . . ,ms is a W1-basis of F (L);
— l̄ = ϕ(m̄) := (ϕ(m1), . . . , ϕ(ms)).

Suppose M1 = (M1, F (M1), ϕ) and M2 = (M2, F (M2), ϕ).
Any f ∈ HomL̃

∗

0
(L,M2) is given by f(l̄) ∈M s

2 such that f(l̄)C ∈ F (M2)
s and

ϕ(f(l̄)C) = f(l̄).

Choose an f̂(l̄) ∈ M s
1 such that f̂(l̄)modK = f(l̄). Then f̂(l̄)C modulo K

belongs to F (M2)
s and, therefore, f̂(l̄)C ∈ F (M1)

s. Clearly, we have that

k̄0 := ϕ(f̂ (l̄)C)− f̂ (l̄) ∈ Ks. We must prove the existence of k̄1 ∈ Ks such that

ϕ((f̂ (l̄) + k̄1)C) = f̂(l̄) + k̄1. This is equivalent to

k̄1 − ϕ(k̄1C) = k̄0

and the existence of k̄1 follows from Lemma 1.1. This proves that ι∗ is surjec-
tive. If ϕ|K is nilpotent then the bijectivity of ι∗ follows in a similar way from
part b) of Lemma 1.1. �

1.2. Standard exact sequences. Suppose L = (L, F (L), ϕ,N) ∈ L∗. In-
troduce a σ-linear map φ : L −→ L by φ : l 7→ ϕ(up−1l).

Definition. The object L is etale (resp., connected) if φmodu is invertible
(resp., nilpotent) on L/uL.

Let L(0) = (W1,W1u
p−1, ϕ,N) ∈ L∗, where ϕ(up−1) = 1 and N(1) =

up modu2p. Then L(0) is etale. As a matter of fact, it is the simplest etale
object of L∗ due to the following Lemma.

Lemma 1.6. Suppose L = (L, F (L), ϕ,N) ∈ L∗ is etale. Then L is a product
of finitely many copies of L(0).

Proof. If L̃0 = {l ∈ L/uL | φ(l) = l} then L/uL = L̃0 ⊗Fp
k. Then there is a

unique Fp-submodule L0 of L such that φ|L0 = id and L = L0 ⊗Fp
W1.

Suppose l ∈ L0. Then ϕ(up−1l) = l and N(l) = N(ϕ(up−1l)) =
ϕ(uN(up−1l)) = ϕ(up(lmodu2p) + upN(l)) = uplmodu2pL. Therefore, if
e1, . . . , es is an Fp-basis of L0 then all (W1ei,W1u

p−1ei) determine the sub-
objects Li ≃ L(0) of L and L ≃ L1 × · · · × Ls. �
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Proposition 1.7. Any L ∈ L∗ contains a unique maximal etale subobject
(Let, iet) and a unique maximal connected quotient object (Lc, jc) and the se-

quence 0 −→ Let iet−→ L jc−→ Lc −→ 0 is short exact.

Proof. Let L = (L, F (L), ϕ,N) and, as earlier, let φ : L −→ L be such that

for any l ∈ L, φ(l) = ϕ(up−1l). Then for L̃ = L/uL, we have the k-linear

subspaces L̃et and L̃c in L̃ such that φ̃ := φ modu is invertible on L̃et and

nilpotent on L̃c and L̃ = L̃et ⊕ L̃c.
Then there is a uniqueW1-submodule Let of L such that φ|Let is invertible and

Let/uLet = L̃et. The filtered submodule (Let, up−1Let) determines an etale
subobject ιet : Let −→ L. Clearly, up−1Let ⊂ Let ∩ F (L). If the inverse
embedding does not take place then there is an l ∈ Let \uLet such that up−1l ∈
uF (L). Therefore, φ(l) = ϕ(up−1l) ∈ upL but φ|Let is invertible. So, ιet is
strict monomorphism and we can consider Coker ιet = jc : L −→ Lc. Clearly,
Lc is connected. The maximality properties of Let and Lc are formally implied
by the following easy statement:

if L1 ∈ L∗ is etale and L2 ∈ L∗ is connected then HomL∗(L1,L2) = 0. �

Suppose L = (L, F (L), ϕ,N) ∈ L∗. Then ϕ(F (L)) is a σ(W1)-module and
L = ϕ(F (L)) ⊗σ(W1) W1. If l ∈ L and for 0 6 i < p, l(i) ∈ F (L) are such

that l =
∑

06i<p ϕ(l
(i)) ⊗ ui, set V (l) = l(0). Then Vmodu is a σ−1-linear

endomorphism of the k-vector space L/uL.

Definition. The module L is multiplicative (resp., unipotent) if Ṽ := V modu

is invertible (resp., nilpotent) on L̃ := L/uL.

Let L(1) = (W1,W1, ϕ,N) ∈ L∗, where ϕ(1) = 1 and N(1) = 0. Then L(1) is
multiplicative. As a matter of fact, it is the simplest multiplicative object of
L∗ due to the following Lemma.

Lemma 1.8. Suppose L = (L, F (L), ϕ,N) ∈ L∗ is multiplicative, then L is the
product of finitely many copies of L(1).

Proof. Clearly, the embedding F (L) −→ L induces the identification
F (L)/uF (L) = L/uL and, therefore, F (L) = L.

Let L̃0 ⊂ L̃ be such that Ṽ |L̃0
= id. If l ∈ L is such that lmod uL ∈ L̃0

then ϕ(l) ≡ lmoduL. This implies the existence of a unique l′ ∈ L such that
l′ ≡ l moduL and ϕ(l′) = l′. In other words, there is an Fp-submodule L0 in
L such that L = L0 ⊗Fp

W1 and ϕ|L0 = id.
If l ∈ L0 then N(l) = N(ϕ(l)) = ϕ(uN(l)) = upϕ(N(l)) = 0. So, if e1, . . . , es
is an Fp-basis of L0 then the filtered modules (Wiei,W1ei) determine the sub-
objects Li ≃ L(1) of L and L ≃ L1 × · · · × Ls. �

Proposition 1.9. Any L = (L,M,ϕ,N) ∈ L∗ contains a unique maximal mul-
tiplicative quotient object (Lm, jm) and a unique maximal unipotent subobject

Documenta Mathematica 18 (2013) 547–619



Varieties with Bad Reduction at 3 Only 557

(Lu, iu) and the sequence

0 −→ Lu iu−→ L jm−→ Lm −→ 0

is exact.

Proof. Let L̃ = L/uL, M̃ =M/uM and L̃ = L̃m ⊕ L̃u, where Ṽ := V modu is

invertible on L̃m and nilpotent on L̃u.

Note that ϕ induces a σ-linear isomorphism ϕ̃ : M̃ −→ L̃. Denote by ι̃ :

M̃ −→ L̃ the k-linear morphism induced by the embedding M ⊂ L. With this

notation, for any l ∈ L̃, Ṽ (l) = ι̃(ϕ̃−1(l)).

Consider the filtration L̃u ⊃ Ṽ L̃u ⊃ · · · ⊃ Ṽ sL̃u = {0} and set for 1 6 i 6 s+1,

M̃i = ϕ̃−1(Ṽ i−1L̃u). Then M̃1 ⊃ M̃2 ⊃ · · · ⊃ M̃s ⊃ M̃s+1 = {0} and for
1 6 i 6 s,

(1.1) ι̃(M̃i) = Ṽ iL̃u = ϕ̃(M̃i+1).

For 1 6 i 6 s+ 1, introduce the W1-submodules M
(0)
i of M such that M

(0)
1 ⊃

M
(0)
2 ⊃ · · · ⊃ M

(0)
s ⊃ M

(0)
s+1 = 0 and M

(0)
i /uM

(0)
i = M̃i with respect to

the natural projection M −→ M̃ . Then conditions (1.1) imply that for all i,

M
(0)
i ⊂ ϕ(M (0)

i+1)⊗σW1 W1 + uL.

Let M̃m = ϕ̃−1(L̃m) and let Mm ⊂ M be a W1-submodule such that

Mm/uMm = M̃m with respect to the natural projection M −→ M̃ . Then

(1.2) Mm + uL = ϕ(Mm)⊗σW1 W1 + uL

and M =Mm ⊕M (0)
1 .

Prove the existence of “more precise” lifts M
(n)
i of M̃i, where 0 6 i 6 s + 1

and n > 1.

Lemma 1.10. For all n > 1 and 0 6 i 6 s + 1, there are W1-modules M
(n)
i

such that

a) M
(n)
1 ⊃ M

(n)
2 ⊃ · · · ⊃ M

(n)
s ⊃ M

(n)
s+1 = {0} and M

(n)
i /uM

(n)
i = M̃i with

respect to the natural projection M −→ M̃ ;

b) M
(n)
i ⊂ ϕ(M (n)

i+1)⊗σW1 W1 + uϕ(M
(n)
1 )⊗σW1 W1 + un+1L;

c) M
(n−1)
i + unM =M

(n)
i + unM .

Proof of Lemma. The modules M
(0)
i , 0 6 i 6 s + 1, satisfy the requirements

a) and b) of our Lemma. Therefore, we can assume that the modules M
(n)
i

satisfying the requirements a)-c) have been already constructed for n = N − 1,
where N > 1.

Note that M = Mm ⊕M (N−1)
1 (it is known for N = 1 and follows from c) for

N > 1). Therefore, (1.2) implies that

L = ϕ(Mm)⊗σW1 W1 + ϕ(M
(N−1)
1 )⊗σW1 W1

⊂Mm + ϕ(M
(N−1)
1 )⊗σW1 W1 + uL.

Documenta Mathematica 18 (2013) 547–619



558 V. Abrashkin

Therefore, for 1 6 i 6 s (use b) for n = N − 1),

M
(N−1)
i ⊂ ϕ(M (N−1)

i+1 )⊗σW1 W1 + uϕ(M
(N−1)
1 )⊗σW1 W1 + uNMm + uN+1L

and we can define the submodules M
(N)
i in such a way that the property c)

holds for n = N

(1.3) M
(N)
i + uNMm =M

(N−1)
i + uNMm

and

(1.4) M
(N)
i ⊂ ϕ(M (N−1)

i+1 )⊗σW1 W1 + uϕ(M
(N−1)
1 )⊗σW1 W1 + uN+1L.

Note that (1.3) implies that ϕ(M
(N)
i ) + uNpL = ϕ(M

(N−1)
i ) + uNpL and,

therefore, we can replace ϕ(M
(N−1)
i ) and ϕ(M

(N−1)
1 ) by ϕ(M

(N)
i ) and, resp.

ϕ(M
(N)
1 ) in (1.4). The lemma is proved. �

Let Mu =
⋂

n>0(M
(n)
1 + un+1M). Then Mu/uMu = M̃u with respect to the

natural projection M −→ M̃ and M =Mm ⊕Mu.
Let Lu = ϕ(Mu)⊗σW1 W1. Then rkW1 L

u = rkW1 M
u and

Lu =
⋂

n>0

(
ϕ(M

(n)
1 )⊗σW1 W1 + u(n+1)pL

)
⊃Mu

(use Lemma 1.10b)). On the other hand,

L = ϕ(Mm ⊕Mu)⊗σW1 W1 =Mm ⊕ Lu

implies that Mu ⊃ up−1Lu and Lu ∩M =Mu. Therefore, the filtered module
(Lu,Mu) defines a unipotent subobject Lu of L in the category L∗0 and the
natural embedding Lu −→ L is strict.
Suppose l ∈ Mu and N(l) ≡ l0 + l1 modupL, where l0 ∈ Mm and l1 ∈ Lu.
Then uN(l) ≡ ul0 + ul1 ∈ (Mm ⊕Mu)modupL and N(ϕ(l)) = ϕ(uN(l)) ≡
ϕ(ul1)modupL implies that N(Lu) ⊂ Lu modupL. Then from Proposition 1.2
it follows that Lu is a subobject of L in the category L∗. Clearly, the quotient
L/Lu := Lm is multiplicative.
The maximality of Lu and Lm are formally implied by the following easy prop-
erty of objects L1,L2 ∈ L∗:
if L1 is unipotent and L2 is multiplicative then HomL∗(L1,L2) = 0. �

Using the above results we can introduce the subcategories L∗et, L∗c, L∗m, L∗u
in L∗. They consist of, resp., etale, connected, multiplicative and unipotent
objects of the cattegory L∗. The correspondences L 7→ Let, L 7→ Lc, L 7→ Lm,
L 7→ Lu determine the natural exact functors from L∗ to, resp., L∗et, L∗c, L∗m

and L∗u.
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1.3. The category L∗
cr.

Proposition 1.11. Suppose L = (L, F (L), ϕ,N) ∈ L∗. Then the following
conditions are equivalent:
(a) N(F (L)) ⊂ F (L)modu2pL;
(b) N(ϕ(F (L))) ⊂ upLmodu2pL.

Proof. (a) ⇒ (b): if for any l ∈ F (L), N(l) ∈ F (L)modu2pL then N(ϕ(l)) =
ϕ(uN(l)) = upϕ(N(l)) ∈ upLmodu2pL.
(b) ⇒ (a): for any l ∈ F (L), ϕ(uN(l)) = N(ϕ(l)) ∈ upLmodu2pL; now use
that ϕ induces embedding of F (L)/uF (L) into L/upL to deduce that uN(l) ∈
uF (L)modu2pL, i.e. N(l) ∈ F (L)modu2pL (use that up−1L ⊂ F (L)). �

Definition. The category L∗cr is a full subcategory of L∗ consisting of
(L, F (L), ϕ,N) such that N : L −→ L satisfies the equivalent conditions from
Proposition 1.11.

Remark. a) If L = (L, F (L), ϕ,N) ∈ L∗
cr then N1 = N modup is a unique

W1-differentiation N1 : L −→ L/up whose restriction to ϕ(F (L)) is the zero
map. Therefore, any L ∈ L∗

0 has at most one structure of object of the category
L∗.
b) Any etale or multiplicative object from L∗ belongs to L∗cr.
c) If f is a morphism in L∗

cr then KerL∗f = KerL∗
cr
f and CokerL∗f =

CokerL∗
cr
f . In particular, we can introduce the full subcategories L∗etcr , L∗ccr ,

L∗mcr , L∗u
cr of, resp., etale, connected, multiplicative and unipotent objects of

L∗cr.
Proposition 1.12. Suppose L = (L, F (L), ϕ,N) ∈ L∗

cr. Then there is a
σ(W1)-basis l1, . . . , ls of ϕ(F (L)) and integers 0 6 ci < p, where 1 6 i 6 s,
such that uc1l1, . . . , u

csls is a W1-basis of F (L).

Proof. Choose a W1-basis m1, . . . ,ms of L such that for suitable integers
c1, . . . , cs, the elements uc1m1, . . . , u

csms form a W1-basis of F (L). Clearly
all 0 6 ci < p.
For 1 6 i 6 s and j > 0, let lij ∈ ϕ(F (L)) be such that mi =

∑
j>0 u

j lij . Note

that {li0 | 1 6 i 6 s} is a σ(W1)-basis of ϕ(F (L)) and it will be sufficient to
prove that all ucili0 ∈ F (L) because then the elements li := li0 will satisfy the
requirements of our proposition.
For all 1 6 i 6 s, the element

N(ucimi) = −
∑

j

(j + ci)u
j+ci(lij modu2pL) +

∑

j

uj+ciN(lij)

belongs to F (L)modu2pL if and only if
∑

j(j + ci)u
j+ci lij ∈ F (L). (Use that

upL ⊂ uF (L).) This implies that for all integers k > 0,
∑

j(j + ci)
kuj+ci lij ∈

F (L). Therefore, for any α ∈ Z/pZ,
∑

(j+ci)modp=α

uj+ci lij ∈ F (L).
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In particular, taking α = cimod p and using that uplij ∈ F (L), we obtain that
uci li0 ∈ F (L). �

Remark. a) Suppose L = (L, F (L), ϕ) ∈ L∗
0 and satisfies the conclusion of

Proposition 1.12. Define the W1-differentiation N1 : L −→ L/upL by setting
N1(l1) = · · · = N(ls) = 0. If N : L −→ L/u2pL is the extension of N1 given by
Propostion 1.2 then (L, F (L), ϕ,N) ∈ L∗cr. In other words, Proposition 1.12
characterizes the objects of L∗0 coming from L∗

cr.
b) For an object (L, F (L), ϕ,N) ∈ L∗cr, Proposition 1.12 implies that if∑

06i<p u
ili ∈ F (L), where all li ∈ ϕ(F (L)), then all uili ∈ F (L).

Consider the category of filtered Fontaine-Laffaille modules MFp−1 from [13].
The objects of this category are finite dimensional k-vector spaces M with
decreasing filtration of length p by subspaces M =M0 ⊃M1 ⊃ · · · ⊃Mp−1 ⊃
Mp = 0 and σ-linear maps ϕi : M

i −→ M such that Kerϕi ⊃ M i+1, where
0 6 i < p, and

∑
i Imϕi = M . The morphisms in MFp−1 are the morphisms

of filtered vector spaces which commute with the corresponding morphisms ϕi,
0 6 i < p.
The category MFp−1 is abelian. The object M of MFp−1 is:

— etale (resp., multiplicative) if M1 = 0 (resp., M =Mp−1);
— connected (resp., unipotent) if M has no etale (resp., multiplicative) sub-
quotient.
Introduce the full subcategories MFet

p−1, MFm
p−1, MFc

p−1 and MFu
p−1 of, resp.,

etale, multiplicative, connected and unippotent objects in MFp−1. These sub-
categories are closed under the operations of taking subobjects and quotient ob-
jects and, therefore, are also abelian. For any M ∈MFp−1, there are standard

exact sequences 0 −→ M et −→ M −→ M c −→ 0 and 0 −→ Mu −→ M −→
Mm −→ 0, where M et (resp., Mu) is the maximal etale (resp., unipotent) sub-
object and M c (resp., Mm) is the maximal connected (resp., multiplicative)
quotient object.
The categories L∗

cr and MFp−1 do not differ very much.

Indeed, introduce the functor Md : L̃∗ −→ L̃∗
induced on the level of filtered

modules by (L, F (L)) 7→ (L/upL, F (L)/upL). Denote by Md(L∗
cr) the full

subcategory of L̃∗ consisting of the objects Md(L), where L ∈ L∗cr.
Define the functor F : MFp−1 −→ L̃

∗
as follows. Let M ∈ MFp−1 with the

corresponding filtrationM i and σ-linear morphisms ϕi, 0 6 i < p. Then on the
level of objects, F(M) = (L, F (L), ϕ,N), where L =M ⊗kW1/u

pW1, F (L) =∑
06i<p u

p−1−iW1(M
i ⊗ 1) and for any m ∈Mi, ϕ(u

p−1−imi) = ϕi(mi). One

can easily see that F is equivalence of the categories MFp−1 and Md(L∗cr).
Now the difference between the categories L∗cr and MFp−1 is described by the
following Proposition.

Proposition 1.13. For L1,L2 ∈ L∗cr, Md induces a surjection from
HomL∗

cr
(L1,L2) to HomL̃

∗(Md(L1),Md(L2)) and its kernel coincides with
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(iL2∗ ◦ j∗L1
)HomL∗(Lm1 ,Let2 ), where iL2 : Let2 −→ L2 (resp., jL1 : L1 −→ Lm1 ) is

the maximal etale subobject in L2 (resp., multiplicative quotient object for L1).
Proof. For L2 = (L2, F (L2), ϕ,N), let φ : L2 −→ L2 be such that φ(l) =

ϕ(up−1l) for any l ∈ L2. Let Lc
2 = {l ∈ L2 | φ(l)n −→

n→∞
0} and let L′2 ∈ L̃

∗

be the filtered module (L2/u
pLc, F (L2)/u

pLc
2) with ϕ and N induced from L2.

Then there are natural strict epimorphisms

L2 α−→ L′2
β−→ Md(L2),

where Kerα is associated with the filtered module (upLc
2, u

pLc
2) and Kerβ —

with (upL2/u
pLc

2, u
pL2/u

pLc
2).

Clearly, ϕ|upLc
2
is nilpotent and then by Lemma 1.5,

α∗ : HomL∗(L1,L2) −→ HomL̃
∗(L1,L′2)

is bijective. Note that the natural embedding Let
2 −→ L2 induces the iden-

tification upL2/u
pLc

2 = upLet
2 /u

p+1Let
2 . Let L′′2 = (upL2, u

pL2) ∈ L∗ with
induced ϕ and N . Then L′′2 is multiplicative and there is a natural projection
γ : L′′2 −→ Kerβ such that Ker γ is associated with (up+1Let

2 , u
p+1Let

2 ). Note
that ϕ is nilpotent on up+1Let

2 . Applying Lemma 1.5 we obtain that

β∗ : HomL̃
∗(L1,L′2) −→ HomL̃

∗(L1,Md(L2))
is surjective and

Kerβ∗ = HomL̃
∗(L1,Kerβ) = HomL̃

∗(L1,L′′) ≃ Hom(Lm1 ,L′′2 ).

It remains to note that HomL̃
∗(Lm1 ,L′′2 ) = HomL∗(Lm1 ,Let2 ) via the natural

embedding of L′′ into Let2 . �

Corollary 1.14. The functor Md ◦ F−1 induces equivalence of the categories
L∗ccr (resp., L∗ucr ) and MFc

p−1 (resp., MFu
p−1).

1.4. Simple objects in L∗.
Definition. An object L of L∗ is simple if any strict monomorphism i : L1 −→
L in L∗ is either isomorphism or the zero morphism. Equivalently, L is simple
iff any strict epimorphism j : L −→ L2 is either isomorphism or the zero
morphism.

All simple objects in L∗ can be described as follows.
Let [0, 1]p = {r ∈ Q | 0 6 r 6 1, vp(r) = 0}, where vp is a p-adic valuation.
Then any r ∈ [0, 1]p can be uniquely written as r =

∑
i>1 aip

−i, where the

digits 0 6 ai = ai(r) < p form a periodic sequence. The minimal positive
period of this sequence will be denoted by s(r).
Let r̃ = 1 − r. Then r̃ ∈ [0, 1]p and r̃ =

∑
i>1 ãip

−i, where for all i > 1, the

digits ãi = ai(r̃) are such that ai + ãi = p− 1.
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Definition. For r ∈ [0, 1]p, let L(r) = (L(r), F (L(r)), ϕ,N) be the following
object of the category L∗cr:
• L(r) = ⊕i∈Z/s(r)W1li;

• F (L(r)) =∑i∈Z/s(r)W1u
ãi li;

• for i ∈ Z/s(r), ϕ(uãi li) = li+1.
• N is uniquely recovered from the condition N |ϕ(F (L)) = 0modup, cf. Propo-
sition 1.2.

Remark. If r = 0 or r = 1 we obtain the objects L(0) and L(1) introduced
in Subsection 1.2. Note also that L(r) is connected iff r 6= 0 and unipotent iff
r 6= 1.

For n ∈ N and r ∈ [0, 1]p, set r(n) =
∑

i>1 ai+n(r)p
−i. Extend this definition

to any n ∈ Z by setting r(n) := r(n+Ns(r)) for a sufficiently large N ∈ N.

Proposition 1.15. a) If r ∈ [0, 1]p then L(r) is simple;
b) if r1, r2 ∈ [0, 1]p then L(r1) ≃ L(r2) if and only if there is an n ∈ Z such
that r1 = r2(n);
c) if L is a simple object of the category L∗ then there is an r ∈ [0, 1]p such
that L ≃ L(r).
Proof. Lemma 1.16 below implies that the simple objects in the categories L∗cr
and L∗ are the same. By Corollary 1.14, the functor Md ◦ F−1 transforms
simple objects of L∗ to simple objects in MFp−1. It remains to note that an
analogue of our Proposition for the category MFp−1 is proved in [13]. �

Lemma 1.16. For any L ∈ L∗, there is an Lcr ∈ L∗cr and a strict monomor-
phism ιcr ∈ HomL∗(Lcr,L) such that if ι′ ∈ HomL∗(L′,L) is a strict monomor-
phism and L′ ∈ L∗cr then there is a strict monomorphism α : L′ −→ Lcr such
that ι′ = ιcr ◦ α.
Proof of Lemma. Suppose L = (L, F (L), ϕ,N). Consider the k-linear space

M := ϕ(F (L))/upϕ(F (L)). Let L̃ = M ⊗k (W1/u
pW1) = L/upL, F̃ =

F (L)/upL and ϕ̃ : F̃ −→M be the map induced by ϕ.
Proceed by induction to define for all i > 1, the subspaces Mi ⊂ M and the

W1-submodules F̃i ⊂ L̃ as follows.
From the definition of N : L −→ L/u2pL it follows easily that N induces a

k-linear map Ñ1 : M −→ M and Ñp
1 = 0. Therefore, M1 := Ker Ñ1 is a

non-trivial subspace in M .

Suppose i > 1 and Mi has been already defined. Let F̃i be the submodule of
the elements of the form ual in M ⊗k (W1/u

pW1), where a > 0, l ∈ Mi and

ual ∈ F̃ . Then set Mi+1 = ϕ̃(F̃i).
Verify that for all indices i, Mi+1 ⊂ Mi. If i = 1 we must prove that

Ñ1(M2) = 0. Indeed, M2 is spanned by ϕ(ual), where l ∈ M1 and ual ∈ F̃1.
But N(ϕ(ual)) = ϕ(uN(ual)) = ϕ(−ua+1l + ua+1N(l)) ∈ upL. If i > 1 then

we can assume by induction thatMi−1 ⊂Mi. This implies that F̃i−1 ⊂ F̃i and
Mi ⊂Mi+1.
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We obtained a decreasing sequence of non-trivial finite dimensional k-linear
spaces {Mi | i > 1}. For i≫ 1, these spaces become a non-trivial constant space

M cr ⊂ M such that if F̃ cr = {ual ∈ F̃ | a > 0, l ∈ M cr} then ϕ̃(F̃ cr) = M cr.
This subspace M cr has the maximality property: if M ′ ⊂ M is such that for

F̃ ′ = {ual ∈ F̃ | a > 0, l ∈ M ′}, ϕ̃(F̃ ′) = M ′ then M ′ ⊂ M cr. Indeed, show
as earlier that M ′ ⊂M1 and then proceed by induction proving that M ′ ⊂Mi

for all i > 1.
Now in notation from Subsection 1.3, there is an Lcr ∈ L∗cr such that Md(Lcr) =
(M cr ⊗k (W1/u

pW1), F̃
cr, ϕ̃, Ñ), where Ñ |Mcr = 0. Then from Proposition

1.13 it follows the existence of a strict monomorphism ιcr : Lcr −→ L. If
ι′ : L′ = (L′, F (L′), ϕ,N) −→ L is strict monomorphism and L′ ∈ L∗cr then

Md(L′) is associated with the filtered module (M ′ ⊗k (W1/u
pW1), F̃

′) and by
the above maximality property of M cr, M ′ is a subspace in M cr and Md(L′)
is a strict subobject of Md(Lcr). This gives the required strict embedding α.
The Lemma is proved. �

1.5. Extensions in L∗. Suppose r1, r2 ∈ [0, 1]p. Choose an s ∈ N which is
divisible by s(r1) and s(r2) and introduce the objects L1 = (L1, F (L1), ϕ,N)
and L2 = (L2, F (L2), ϕ,N) of the category L∗cr as follows:

L1 = ⊕i∈Z/sW1l
(1)
i , F (L1) =

∑
i∈Z/sW1u

ãi l
(1)
i , where r1 =

∑
i>1 aip

−i with

the digits 0 6 ai < p, ãi = (p− 1)− ai and for all i ∈ Z/s, ϕ(uãi l
(1)
i ) = l

(1)
i+1;

L2 = ⊕j∈Z/sW1l
(2)
j , F (L2) =

∑
j∈Z/sW1u

b̃j l
(2)
j , where r2 =

∑
j>1 bjp

−j with

the digits 0 6 bj < p, b̃j = (p− 1)− bj, and for all j ∈ Z/s, ϕ(ub̃j l
(2)
j ) = l

(2)
j+1.

Lemma 1.17. For κ = 1, 2, Lκ is isomorphic to the product of s/s(rκ) copies
of the (simple) object L(rκ).
Proof. Take κ = 1. For γ ∈ Fps and ı̄ ∈ Z/s(r1), let mı̄(γ) =∑

imod s(r1)=ı̄ σ
i(γ)l

(1)
i and M(γ) =

∑
ı̄∈Z/s(r1)

W1mı̄(γ) ⊂ L1. Then all

M(γ) = (M(γ),M(γ) ∩ F (L1), ϕ,N) with induced ϕ and N are subob-
jects of L1 isomorphic to L(r1). If γ1, . . . , γd is an Fps(r1) -basis of Fps then
M(γ1) × · · · × M(γd) is isomorphic to L1. (Use that d = s/s(r1) and
det(σi(γj)) 6= 0, where for a given ı̄, i is such that imod s(r1) = ı̄ and
1 6 j 6 d.) �

If L = (L, F (L), ϕ,N) ∈ L∗ then we shall use the same notation L for the image
(L, F (L), ϕ) of L under the forgetful functor from L∗ to L∗0. Clearly, this forget-
ful functor induces a group homomorphism ExtL∗(L2,L1) −→ ExtL∗

0
(L2,L1).

Suppose L = (L, F (L), ϕ) ∈ ExtL∗
0
(L2,L1). Consider a σ(W1)-linear section

S : l
(2)
j 7→ lj, j ∈ Z/s, of the corresponding epimorphic map ϕ(F (L)) −→

ϕ(F (L2)). Then

a) L = L1 ⊕
(
⊕j∈Z/sW1lj

)
;

b) for all indices j ∈ Z/s, there are unique elements vj ∈ L1, such that F (L) =

F (L1) +
∑

j∈Z/sW1(u
b̃j lj + vj) and ϕ(u

b̃j lj + vj) = lj+1;
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c) F (L) ⊃ up−1L if and only if for all j ∈ Z/s, ubjvj ∈ F (L1);

d) if S′ : l
(2)
j 7→ l′j = lj +ϕ(wj−1), where j ∈ Z/s and wj−1 ∈ F (L1), is another

section of the epimorphism ϕ(F (L)) −→ ϕ(F (L2)) then for the corresponding

elements v′j ∈ L1, v
′
j − vj = wj − ub̃jϕ(wj−1).

The constructions from above items a)-d) can be summarized as follows.

Lemma 1.18. Let Z(L2,L1) = {(vj)j∈Z/s ∈ Ls
1 | ubjvj ∈ F (L1)} be a subgroup

in Ls
1 and let

B(L2,L1) = {(wj − ub̃jϕ(wj−1))j∈Z/s | wj ∈ F (L1)}
be a subgroup of Z(L2,L1). Then there is a natural isomorphism of abelian
groups Z(L2,L1)/B(L2,L1) ≃ ExtL∗

0
(L2,L1).

Proposition 1.19. Any L ∈ ExtL∗
0
(L2,L1) appears from a system of factors

(vj)j∈Z/s ∈ Z(L2,L1) satisfying the following normalization condition

(C1) if vj =
∑

i,t γijtu
tl
(1)
i with γijt ∈ k, then γijb̃j = 0.

Proof. Choose a section S of the projection ϕ(F (L)) −→ ϕ(F (L2)) with the

minimal set γ(S) = {(i, j, b̃j) | γijb̃j 6= 0}. Suppose γ(S) 6= ∅ (otherwise, the

proposition is proved) and let (vj)j∈Z/s be the corresponding system of factors.

Suppose (i0, j0, b̃j0) ∈ γ(S) and γ = γi0j0 b̃j0
. Replace (vj)j∈Z/s by an equivalent

system (v′j)j∈Z/s via the elements wj ∈ F (L1) such that wj = 0 if j 6= j0 − 1

and wj0−1 = σ−1(γ)uãi0−1 l
(1)
i0−1.

If v′j =
∑

i,t γ
′
ijtu

tl
(1)
i then

— γ′
i0j0 b̃j0

= 0;

— γ′i0−1,j0−1,ãi0−1
= σ−1(γ) + γi0−1,j0−1,ãi0−1 ;

— for all remaining indices γ′ijt = γijt.

Then γ(S′) ⊂ γ(S) \ {(i0, j0, b̃j0)}∪ {(i0− 1, j0− 1, ãi0−1)} and the minimality
condition for S implies (i0− 1, j0− 1, ãi0−1) ∈ γ(S′) \ γ(S). Therefore, ãi0−1 =

b̃j0−1, γi0−1,j0−1,ãi0−1 = 0, γ′
i0−1,j0−1,b̃j0−1

= σ−1(γ), and the new section S′

again satisfies the minimality condition.
Repeating the above procedure we obtain for all n ∈ Z/s, that ãi0−n = b̃j0−n,
that is r̃1(i0) = r̃2(j0).
Choose β ∈ k such that σs(β) − β = γ and consider wj ∈ F (L1) such that

for all 0 6 n < s, wj0+n = σn(β)ub̃j0+n l
(1)
i0+n. Then for the corresponding new

system of factors (v′j)j∈Z/s, where

v′j = vj + wj − ub̃jϕ(wj−1) =
∑

i,t

γ′ijtu
tl
(1)
i ,

one has γ′
i0,j0,b̃j0

= 0, and γijt = γ′ijt if (i, j, t) 6= (i0, j0, b̃j0). This contradicts

to the minimality condition for S. �
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Proposition 1.20. Any L ∈ ExtL∗(L2,L1) can be described via a system of
factors (vj)j∈Z/s, satisfying the above condition (C1) and the normalization
condition

(C2) the coefficients γijt = 0 if t > ãi.

Proof. Suppose v(0) = (vj)j∈Z/s is such that vj0 = γut0 l
(1)
i0

with γ ∈ k, t0 > ãi0
and for j 6= j0, vj = 0. It will be sufficient to prove that any such system of
factors is trivial.
Take the elements w

(0)
j , j ∈ Z/s, such that w

(0)
j0

= −γut0l(1)i0
and w

(0)
j = 0

if j 6= j0. Then the corresponding equivalent system (v
(1)
j )j∈Z/s is such that

v
(1)
j = 0 if j 6= j0 + 1, and v

(1)
j0+1 = γput1 l

(1)
i0+1, where t1 = b̃j0+1 + (t0 − ãi0)p.

This implies that t1 > p > ãi0+1, t1− ãi0+1 > t0− ãi0 , and t1− ãi0+1 > t0− ãi0
unless b̃j0+1 = 0, t1 = p and ãi0+1 = p− 1.

Repeat this procedure by using for all n > 0, the appropriate elements w
(n)
j ,

j ∈ Z/s, to obtain the equivalent systems of factors (v
(n)
j )j∈Z/s such that

v
(n)
j = 0 if j 6= j0 + n, and v

(n)
j0+n = γp

n

utn l
(1)
i0+n.

If (r̃2, r̃1, t0) 6= (0, 1, p) then tn → ∞ and we can use the elements wj =∑
n>0 w

(n)
j , j ∈ Z/s, to trivialize the original system of factors v(0).

If (r̃2, r̃1, t0) = (0, 1, p), we can trivialize v(0) via the elements wj , j ∈ Z/s,

where for 0 6 n < s, wj0+n = κp
n

upl
(1)
i0+n and κ ∈ k is such that σs(κ) − κ =

γ. �

Proposition 1.21. Suppose L = (L, F (L), ϕ) ∈ ExtL∗
0
(L2,L1) is given via a

system of factors (vj)j∈Z/s satisfying the normalization condition (C1). Then
L comes from L∗cr if and only if all vj ∈ F (L1).

Proof. Let N1 : L −→ L/upL be a W1-differentiation such that for all j ∈ Z/s,

N1(lj) = 0 (and, of course, N1(l
(1)
j ) = 0). If all vj ∈ F (L1), F (L) is generated

by the elements ub̃j lj and uãj l
(1)
j , j ∈ Z/s. If m is any of these elements then

the basic identity N1(ϕ(m)) = ϕ(uN1(m)) is, clearly, satisfied. By Proposition
1.2, N1 can be extended to a unique W1-differentiation N : L −→ L/u2p and
L = (L, F (L), ϕ,N) ∈ L∗

cr.
Suppose now that L = (L, F (L), ϕ,N) ∈ L∗cr and for all j ∈ Z/s, vj =∑

i,t γijtu
tl
(1)
i with γijb̃j = 0. Consider the following congruence (use that

−ub̃j lj ≡ vj modF (L))

(1.5) N(ub̃j lj + vj) ≡
∑

i,t

γijt(b̃j − t)utl(1)i + ub̃jN(lj)modF (L).

The condition L ∈ L∗cr implies thatN(ub̃j lj+vj) ∈ F (L)modu2pL andN(lj) ∈
upLmodu2pL ⊂ F (L)modu2pL. This means that all (b̃j−t)γijtutl(1)i ∈ F (L1).

Therefore, for t 6= b̃j, γijtu
tl
(1)
i ∈ F (L1), and vj ∈ F (L1). The proposition is

proved. �
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Definition. A pair (i0, j0) ∈ (Z/s)2 is (r1, r2)cr-admissible if ãi0 6= b̃j0 and

there is an m0 = mcr(i0, j0) ∈ N such that for 1 6 m < m0, ãi0+m = b̃j0+m

but ãi0+m0 > b̃j0+m0 .

Remark. For any (r1, r2)cr-admissible pair of indices (i0, j0), one has r̃1(i0) >
r̃2(j0) (or, equivalently, r1(i0) < r2(j0)).

Definition. For (i0, j0) ∈ (Z/s)2 and γ ∈ k, denote by Ecr(i0, j0, γ) the
extension L ∈ ExtL∗

cr
(L2,L1) given by the system of factors (vj)j∈Z/s such

that vj0 = γuãi0 l
(1)
i0

and vj = 0 if j 6= j0.

Proposition 1.22. Any element L ∈ ExtL∗
cr
(L2,L1) can be obtained as a sum

of Ecr(i, j, γij), where (i, j) ∈ (Z/s)2 runs over the set of (r1, r2)cr-admissible
pairs and all coefficients γij ∈ k.
Proof. Propositions 1.19-1.21 imply that any L = (L, F (L), ϕ,N) from the
group ExtL∗

cr
(L2,L1) can be presented as a sum of extensions Ecr(i, j, γij),

where i, j ∈ Z/s are such that ãi 6= b̃j, and γij ∈ k.
If m0 ∈ N is such that for 1 6 m < m0, one has ãi+m = b̃j+m but ãi+m0 <

b̃j+m0 , then the extension Ecr(i, j, γij) is trivial, cf. the proof of Proposition
1.20. The proposition is proved. �

The above proposition describes the subgroup ExtL∗
cr
(L2,L1) of

ExtL∗(L2,L1). In particular, working modulo this subgroup we can de-
scribe the extensions in the whole category L∗ via the systems of factors

(vj)j∈Z/s ∈ Z(L2,L1) such that all vj =
∑

i,t γijtu
tl
(1)
i satisfy the normaliza-

tion conditions (C1) and

(C3) if t > ãi then γijt = 0.

Proposition 1.23. Suppose the system of factors (vj)j∈Z/s satisfies the condi-
tions (C1) and (C3). If it determines L = (L, F (L), ϕ) ∈ ExtL∗

0
(L2,L1) from

the image of ExtL∗(L2,L1) then:
a) γijt = 0 if t < ãi − 1;

b) if t = ãi − 1 and there is an m0 ∈ N such that for all 1 6 m < m0,

ãi+m − 1 = b̃j+m but ãi+m0 − 1 > b̃j+m0 , then γijt = 0;

c) if t = ãi − 1 and for all m ∈ Z/s, ãi+m − 1 = b̃j+m then γijt = 0.

Proof. Suppose L = (L, F (L), ϕ,N) ∈ ExtL∗(L2,L1) and (vj)j∈Z/s describes

the image of L in ExtL∗
0
(L2,L1). By the definition ofN , uN(ub̃j lj+vj) ∈ F (L),

and this implies that γijt = 0 if t < ãi − 1, t 6= b̃j (use congruence (1.5)). This
proves a).
Now we can set for all indices i and j, γij := γi,j,ãi−1.

Let κij ∈ k be such that N(lj) ≡
∑

i κij l
(1)
i modupL and suppose γij 6= 0 (this

implies that b̃j 6= ãi − 1). For m > 0, consider the relations

(1.6) N(lj+m+1) = ϕ(uN(ub̃j+m lj+m + vj+m)).
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If m = 0 then (1.6) implies κi+1,j+1 = γpij(b̃j− ãi+1). Suppose that there is an

m0 > 0 such that for all 1 6 m < m0, ãi+m−1 = b̃j+m but ãi+m0−1 6= b̃j+m0 .
Then (1.6) together with (1.5) (where j is replaced by j +m) imply that for
1 6 m < m0,

κi+m+1,j+m+1 = κpi+m,j+m = γp
m+1

ij (b̃j − ãi + 1).

In particular, N(lj+m0)mod upL contains l
(1)
i+m0

with the coefficient γp
m0

ij (b̃j −
ãi +1). Therefore, uN(ub̃j+m0 lj+m0 + vj+m0)modupL contains l

(1)
j+m0

with the

coefficient ub̃j+m0+1γp
m0

ij (b̃j− ãi+1). But this monomial must belong to F (L1).

This proves that if γij 6= 0 then b̃j+m0 + 1 > ãi+m0 .

Finally, suppose that for all m > 1, ãi+m−1 = b̃j+m. Then ãi−1 = ãi+s−1 =

b̃j+s = b̃j and γij = γi,j,ãi−1 = γi,j,b̃j = 0. �

Remark. With notation from the proof of above proposition the elements

vj =
∑

i γiju
ãi−1l

(1)
i determine a system of factors from Z(L2,L1) iff γij = 0

when either ãi = 0 or b̃j = p− 1 (in this case vj should belong to F (L1)).

Definition. A pair (i0, j0) ∈ (Z/s)2 is (r1, r2)st-admissible if:

• b̃j0 6= p− 1 and ãi0 6= 0, cf. above remark;

• ãi0 − 1 6= b̃j0 ;

• there is anm0 = mst(i0, j0) ∈ N such that for 1 6 m < m0, ãi0+m−1 = b̃j0+m

but ãi0+m0 − 1 < b̃j0+m0 .

Definition. A pair (i0, j0) ∈ (Z/s)2 is (r1, r2)sp-admissible if i0 = 0 and for

all m ∈ Z/s, ãm − 1 = b̃j0+m.

Proposition 1.24. a) If (i0, j0) is an (r1, r2)st-admissible pair then
r1(i0) + 1/(p− 1) > r2(j0);

b) if (0, j0) is an (r1, r2)sp-admissible pair then r1 + 1/(p− 1) = r2(j0).

Proof. a) Here for 1 6 m < m0, ai0+m + 1 = bj0+m and ai0+m0 > bj0+m0 .
Therefore,

r1(i0) + 1/(p− 1) >
∑

16m6m0

(ai0+m + 1)p−m >

∑

16m6m0

bj0+mp
−m +

∑

m>m0

(p− 1)p−m > r2(j0).

The part b) can be obtained similarly. �

Using the calculations from the proof of Proposition 1.23 we obtain the follow-
ing two statements.

Proposition 1.25. Suppose (i0, j0) ∈ (Z/s)2 is (r1, r2)st-admissible and γ ∈ k.
Then there is a unique Est(i0, j0, γ) ∈ ExtL∗(L2,L1) given by the system of

factors (vj)j∈Z/s such that vj0 = γuãi0−1l
(1)
i0

and vj = 0 if j 6= j0, and the map
N , which is uniquely determined by the condition:
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• if j = j0 +m with 1 6 m 6 mst(i0, j0) then

N(lj0+m) ≡ γpm

(b̃j0 − ãi0 + 1)l
(1)
i0+mmodupL

and, otherwise, N(lj) ≡ 0modupL.

Proposition 1.26. Suppose (0, j0) ∈ (Z/s)2 is (r1, r2)sp-admissible and γ ∈
Fq, q = ps. Then there is a unique Esp(j0, γ) ∈ ExtL∗(L2,L1) given by the
zero system of factors and the map N , which is uniquely determined by the
condition:
• N(lj0+m) ≡ γpm

l
(1)
m mod(upL), m ∈ Z/s.

The following proposition gives the uniqueness property of the decomposition
of elements of ExtL∗(L2,L1) into a sum of standard extensions.

Proposition 1.27. Any element L ∈ ExtL∗(L2,L1) appears as a unique sum of
the extensions Ecr(i, j, γ

cr
ij ), Est(i, j, γ

st
ij ) and Esp(j, γ

sp
0j ), where all γcrij , γ

st
ij ∈ k

but γsp0j ∈ Fq, and γ
cr
ij = 0, resp. γstij = 0, γsp0j = 0, if the corresponding pair of

lower indices is not (r1, r2)cr-admissible, resp. (r1, r2)st-admissible, (r1, r2)sp-
admissible.

Proof. By Proposition 1.23, any L ∈ ExtL∗(L2,L1) can be decomposed as a
sum of the above special extensions. To prove the uniqueness of such decompo-
sition, assume that L represents a trivial element of ExtL∗(L2,L1) and prove
that all involved coefficients γcrij , γ

st
ij and γsp0j are equal to 0.

The image of L in ExtL∗
0
(L2,L1) is given by the system of factors (vcrj +vstj )j∈Z/s

such that
— vcrj =

∑
i γ

cr
ij u

ãi l
(1)
i ;

— vstj =
∑

i γ
st
ij u

ãi−1l
(1)
i .

Let wj ∈ F (L1) be such that for all j, vj = wj − ub̃jϕ(wj−1).

If wj ≡
∑

i κiju
ãi l

(1)
i moduF (L) with κij ∈ k, then for all i and j,

(1.7) γcrij u
ãi + γstij u

ãi−1 ≡ κijuãi − κpi−1,j−1u
b̃jmoduãi+1.

Suppose (i0, j0) is (r1, r2)st-admissible. Then ãi0 − 1 6= b̃j0 and comparing the
coefficients for uãi0−1 in (1.7) we deduce that γsti0j0 = 0. Therefore, all γstij = 0.

Suppose (i0, j0) is (r1, r2)cr-admissible. Then for m0 = mcr(i0, j0), ãi0 6= b̃j0 ,

ãi0+m = b̃j0+m if 1 6 m < m0, and ãi0+m0 > b̃j0+m0 . Then (1.7) implies
that γcri0j0 = κi0j0 , κi0+m,j0+m = κpi0+m−1,j0+m−1 for 1 6 m < m0, and
κi0+m0−1,j0+m0−1 = 0. Therefore, γcri0j0 = 0.
Finally, L is the trivial element of the group ExtL∗(L2,L1) and, therefore, for
all j, N(lj) ∈ upL. Then from the description of standard extensionsEsp(j, γ

sp
0j )

in Proposition 1.26 it follows that all γsp0j = 0. �
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2. The functor CV∗ : L∗ −→ CMΓF

2.1. The object R0
st ∈ L̃

∗
. Let R = lim←−

n

(Ō/p)n be Fontaine’s ring; it

has a natural structure of k-algebra via the map k −→ R given by α 7→
lim←−([σ

−nα]mod p), where for any γ ∈ k, [γ] ∈ W (k) ⊂ Ō is the Teichmüller
representative of γ. Let mR be the maximal ideal of R.

Choose x0 = (x
(n)
0 mod p)n>0 ∈ R and ε = (ε(n)mod p)n>0 such that for all

n > 0, x
(n+1)p
0 = x

(n)
0 and ε(n+1)p = ε(n) with x

(0)
0 = −p, ε(0) = 1 but ε(1) 6= 1.

We shall denote by vR the valution on R such that vR(x0) = 1.
Let Y be an indeterminate.
Consider the divided power envelope R〈Y 〉 of R[Y ] with respect to the ideal
(Y ). If for j > 0, γj(Y ) is the j-th divided power of Y then R〈Y 〉 =
⊕j>0Rγj(Y ). Denote by Rst the completion

∏
j>0Rγj(Y ) of R〈Y 〉 and set,

FilpRst =
∏

j>pRγj(Y ). Define the σ-linear morphism of the R-algebra Rst

by the correspondence Y 7→ xp0Y ; it will be denoted below by the same symbol
σ.
Introduce a W1-module structure on Rst by the k-algebra morphism W1 −→
Rst such that u 7→ ι(u) := x0 exp(−Y ) = x0

∑
j>0(−1)jγj(Y ). Set F (Rst) =∑

06i<p x
p−1−i
0 Rγi(Y ) + FilpRst. Define the continuous σ-linear morphism of

R-modules ϕ : F (Rst) −→ Rst by setting for 0 6 i < p, ϕ(xp−1−i
0 γi(Y )) =

γi(Y )(1 − (i/2)xp0Y ), and for i > p, ϕ(γi(Y )) = 0. Let N be a unique R-
differentiation of Rst such that N(Y ) = 1.

Proposition 2.1. a) If a ∈ Rst and b ∈ F (Rst) then

ϕ(ab) = σ(a)ϕ(b)mod x2p0 Rst;

b) ϕmodx2p0 Rst is a σ-linear morphism of W1-modules;
c) for any b ∈ Rst and w ∈ W1, N(wb) = N(w)b + wN(b);
d) for any l ∈ F (Rst), uN(l) ∈ F (Rst) and

N(ϕ(l)) = ϕ(uN(l))modx2p0 Rst.

Proof. a) It is sufficient to verify it for a = Y and b = xp−1−i
0 γi(Y ), 0 6 i < p.

b) Use that the multiplication by σ(u) = up comes as the multiplication by

ι(u)p = xp0 ≡ xp0 exp(−xp0Y ) = σ(ι(u))mod x2p0 Rst.
c) Use that N(ι(u)) = −ι(u).
d) It will be enough to check the identity for l = xp−1−i

0 γi(Y ) with 1 6 i < p.
Then N(ϕ(l)) = γi−1(Y )(1 − (1/2)(i + 1)xp0Y ). On the other hand, uN(l) =

x
p−1−(i−1)
0 γi−1(Y ) exp(−Y ) and ϕ(uN(l)) is equal to

γi−1(Y )

(
1− i− 1

2
xp0Y

)
exp(−xp0Y ) ≡ γi−1(Y )

(
1− i+ 1

2
xp0Y

)
modx2p0

�

Introduce a ΓF -action on Rst modx
p2/(p−1)
0 Rst as follows.
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For any τ ∈ ΓF , let k(τ) ∈ Z be such that τ(x0) = εk(τ)x0 and let l̃og(1+X) =
X −X2/2 + · · · −Xp−1/(p− 1) be the truncated logarithm. For any τ ∈ ΓF ,
define a linear map τ : Rst −→ Rst by extending the natural action of τ on R
and setting for τ ∈ ΓF and j > 0,

τ(γj(Y )) :=
∑

06i6min{j,p−1}

γj−i(Y )γi(l̃ogε).

Note that the cocycle relation εk(τ1)(τ1ε)
k(τ) = εk(τ1τ), where τ1, τ ∈ ΓF , im-

plies the cocycle relation

k(τ1)l̃ogε+ k(τ)l̃og(τ1(ε)) ≡ k(τ1τ)l̃ogεmodx
p2/(p−1)
0 .

(Use that l̃og(1 + X)k ≡ kl̃og(1 + X)mod(Xp) and ε ≡ 1modx
p/(p−1)
0 .) In

addition, for any k ∈ Z, the obvious congruence

(1 +X)k = exp(k log(1 +X)) ≡ ẽxp(kl̃og(1 +X))mod(Xp)

implies that for any τ ∈ ΓF , τ(x0 exp(−Y )) ≡ x0 exp(−Y )modx
p2/(p−1)
0 .

Therefore, the correspondences γj(Y ) 7→ τ(γj(Y )) induce a ΓF -action on W1-

algebra Rst modx
p2/(p−1)
0 Rst, which extends the natural ΓF -action on R.

Proposition 2.2. For any τ ∈ ΓF ,
a) τ(F (Rst)) = F (Rst);

b) for any a ∈ F (Rst), τ(ϕ(a)) ≡ ϕ(τ(a)mod x
p+1/(p−1)
0 Rst;

c) for any b ∈ Rst, τ(N(b)) = N(τ(b)).

Proof. The proof is straightforward in cases a) and c). Part b) follows by direct
calculation from the following Lemma. �

Lemma 2.3. σ(l̃ogε)/xp0 ≡ l̃ogεmodx
p+1/(p−1)
0 R.

Proof. Consider Fontaine’s element

t+ = log[ε] =
∑

n>1

(−1)n−1 ([ε]− 1)n

n
=
∑

m∈Z

pm[ηm] ∈ Acr

where all ηm ∈ R. Then t+ ∈ Fil1Acr and σt+ = pt+. This implies for all
m ∈ Z, that ηm = σ−mη0.
Consider H ⊂ Acr consisting of the elements of the form

∑
m∈Z p

m[rm] such

that for m 6 0, vR(rm) > p2/(p− 1) (this is automatic for m 6 −2), vR(r1) >
p2/(p− 1)− 1 and vR(r2) > p2/(p− 1)− 2. Then H is an additive subgroup in
Acr.
Verify that

• for all n > p, ([ε]− 1)n/n ∈ H.
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Indeed, the congruence [ε] ≡ 1 + [a0] mod pW (R) (where a0 = ε − 1) implies
that [ε] = limm→∞(1 + [σ−ma0])

pm

. Therefore,

[ε]− 1 =
∑

m>0

[am]pm = [a0]


1 +

∑

m>1

pm[bm]


 ,

where vR(am) = p1−m/(p− 1), vR(b1) = −1 and vR(b2) = −1− 1/p.
If n 6≡ 0mod p then ([ε] − 1)n ≡ [a0n] + p[a1n] + p2[a2n] mod p3W (R) with
vR(a0n) = vR(a1n) + 1 = vR(a2n) + 2 = pn/(p − 1). This proves that
([ε]− 1)n/n ∈ H for all n 6≡ 0mod p, n > p.
As for all remaining n > p, just note that for all M > 1,

([ε]− 1)p
M ≡ [a0]

pM

(1 + pM+1[b1] + pM+2[b2M )])mod pM+3W (R),

where vR(b2M ) = −2.
The above calculations mean that t+ ≡ l̃og[ε] modH. Therefore, if

l̃og[ε] = [ω0] + p[ω1] + p2[ω2] mod p3W (R)

then ω0 = l̃ogε ≡ η0 modx
p2/(p−1)
0 R,

ω1 ≡ η1 ≡ σ−1η0 ≡ σ−1 l̃ogεmodx
p2/(p−1)−1
0 R

and ω2 ≡ η2 modx
p2/(p−1)−2
0 R.

Now note that l̃og[ε] ∈ Fil1Acr

⋂
W (R), that is l̃og[ε] is divisible by [x0] + p

in W (R). The division algorithm gives (ω1 − ω0/x0)/x0 ≡ ω2modx
1/(p−1)
0 R.

Therefore, σ(ω1) ≡ σ(ω0)/x
p
0 modxp0σ(ω2)R. The lemma is proved. �

By above results we can introduceR0
st = (R0

st, F (R
0
st), ϕ,N) ∈ L̃∗

, where R0
st =

Rst modxp0mR and F (R0
st) = F (Rst)modxp0mR with induced σ-linear map

ϕ and W1-differentiation N . The above defined ΓF -action on R0modxp0mR

respects the structure of R0
st as an object of the category L̃∗. In our setting

the filtered Galois module R0
st plays a role of Fontaine’s ring Âst.

2.2. The functor V∗. If L = (L, F (L), ϕ,N) ∈ L̃∗ then the triple

(L, F (L), ϕ) is an object of L̃∗0 which will be denoted below by the same symbol
L.
Definition. Let R0 = (R0, F (R0), ϕ) ∈ L̃∗0, where R0 = R/xp0mR, F (R

0) =

xp−1
0 R0, the W1-module structure on R0 is given via u 7→ x0 and φ is induced

by the map r 7→ r/x
p(p−1)
0 , r ∈ R.

For any L = (L, F (L), ϕ,N) ∈ L∗, consider the ΓF -module V∗(L) =
HomL̃

∗(L,R0
st). If f ∈ V∗(L) and i > 0, introduce the k-linear morphisms

fi : L −→ R0 such that for any l ∈ L, f(l) =
∑

i>0 fi(l)γi(Y ). The corre-

spondence f 7→ f0 gives the homomorphism of abelian groups pr0 : V∗(L) −→
V∗
0 (L) := HomL̃

∗

0
(L,R0).
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Proposition 2.4. pr0 is isomorphism of abelian groups.

Proof. Clearly, pr0 is additive. Suppose f ∈ Ker pr0. Then for all i > 0 and
l ∈ L, fi(l) = f0(N

i(l))) = 0, i.e. f = 0.
Suppose g ∈ HomL̃

∗

0
(L,R0). This means that g : L −→ R0 is a σ-linear

morphism of W1-modules, g(F (L)) ⊂ F (R0) and for any l ∈ F (L), g(ϕ(l)) =
(g(l)/xp−1

0 )p.
Set for any l ∈ L, f(l) = g(l)+ g(Nl)γ1(Y )+ · · ·+ g(N il)γi(Y )+ . . . . Then for
any l ∈ L, f(N(l)) = N(f(l)) and our Proposition is implied by the following
Lemma. �

Lemma 2.5. a) For any l ∈ L, f(ul) = x0 exp(−Y )f(l);
b) for any l ∈ F (L)), ϕ(f(l)) = f(ϕ(l)).

Proof of Lemma. a) For any l ∈ L, f(ul) =∑i>0 g(N
i(ul))γi(Y ) =

x0
∑

i>0

g((N − id)il)γi(Y ) = x0
∑

i,s

(−1)i−s

(
i

s

)
g(Nsl)γs(Y )γj(Y )

= x0
∑

j,s

(−1)jg(Nsl)γs(Y )γj(Y ) = x0 exp(−Y )f(l).

b) Let l ∈ L. Prove by induction on i > 1 that

N i(ϕ(l)) = ϕ((uN)i(l)) = − i(i− 1)

2
upϕ(ui−1N i−1(l)) + ϕ(uiN i(l)).

Then

g(N i(ϕ(l))) = − i(i− 1)

2
xp0

(
g(ui−1N i−1(l))

xp−1
0

)p

+

(
g(uiN i(l))

xp−1
0

)p

and f(ϕ(l)) is equal to
∑

i>0 g(N
i(ϕ(l))γi(Y ) =

∑

i>0

(
g(N il)

xp−1−i
0

)p (
γi(Y )− i(i+ 1)

2
xp0γi+1(Y )

)
= ϕ(f(l)).

�

Corollary 2.6. a) If rkW1L = s then |V∗(L)| = ps;
b) the correspondence L 7→ V∗(L) induces an exact functor V∗ from L∗ to the
category of Fp[ΓF ]-modules.

Proof. a) Proceed as in [1, 3]. Suppose the structure of the filtered ϕ-module
L is given by a choice of a W1-basis m1, . . . ,ms of F (L) and a non-degenerate
matrix A ∈ Ms(W1) such that (m1, . . . ,ms) = (ϕ(m1), . . . , ϕ(ms))A. Let
X̄ = (X1, . . . , Xs) be a vector with s independent variables and let R0 =
FracR. Consider the quotient AL of the polynomial ring R0[X̄] by the ideal

generated by the coordinates of the vector (X̄A)(p) − xp(p−1)
0 X̄ . (For a matrix

C the matrix C(p) is obtained by raising all elements of C to p-th power.)
Then AL is etale R0-algebra of rank ps (use that (up−1Is)A

−1 ∈ Ms(W1))
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and all its R̄0-points give rise to elements of the group HomL̃
∗

0
(L,R), where

R = (R, xp−1
0 R,ϕ) ∈ L̃∗

0 is such that for any r ∈ R, ϕ(xp−1
0 r) = rp. It

remains to note that ϕ|xp
0mR

is nilpotent, by Lemma 1.5, the natural projection

R −→ R0 induces bijection from HomL̃
∗

0
(L,R) to HomL̃

∗

0
(L,R0) = V∗

0 (L) and
by Proposition 2.4, |V∗

0 (L)| = |V∗(L)|.
b) This follows from a) because the functor L 7→ V∗

0 (L) is left exact. �

Introduce the ideal J̃ =
∑

06i<p x
p−i
0 mRγi(Y ) + FilpR0

st of R0
st. Then

F (R0
st) ⊃ J̃ and ϕ|J̃ is nilpotent. For R̃0

st = (R0
st/J̃, F (R

0
st)/J̃, ϕmod J̃) ∈ L̃∗

0,

there is a natural projection R0
st −→ R̃0

st in L̃∗0 and for any L ∈ L∗
0,

HomL̃
∗

0
(L,R0

st) = HomL̃
∗

0
(L, R̃0

st). This implies the following description of

the ΓF -modules V∗(L) where L ∈ L∗ (use the identification pr0 of Proposition
2.4).

Corollary 2.7.

V∗(L) =




∑

06i<p

N∗i(f0)γi(Y )mod J̃ | f0 ∈ HomL̃
∗

0
(L,R0)





Remark. a) In the above description of V∗(L), for any l ∈ L, N∗(f0)(l) =
f0(N(l)). In addition, all N∗i(f0)γi(Y ) depend just on N1 = N modupL.

b) If L ∈ L∗u then in the above Corollary we can replace R0 and J̃

by, respectively, Ru = (R/xp0R, x
p−1
0 R/xp0R,ϕ) ∈ L̃

∗

0 and the ideal J̃u =∑
06i<pRx

p−i
0 γi(Y ) + FilpR0

st. In particular, for unipotent modules the whole

theory can be developed in the context of k[u]/up-modules.

2.3. The category CMΓF and the functor CV∗.

Definition. The objects of the category CMΓF are the triplesH = (H,H0, j),
where H,H0 are finite Zp[ΓF ]-modules, ΓF acts trivially on H0 and j : H −→
H0 is an epimorphic map of Zp[ΓF ]-modules. If H1 = (H1, H

0
1 , j1) ∈ CMΓF

then HomCMΓF
(H1,H) consists of the couples (f, f0), where f : H1 −→ H and

f0 : H0
1 −→ H0 are morphisms of ΓF -modules such that jf = f0j1.

The category CMΓF is pre-abelian, cf. Appendix A, and its objects have
a natural group structure. In particular, with above notation, Ker(f, f0) =
(Kerf, j1(Kerf)) together with the natural embedding to H1. Similarly,
Coker(f, f0) = (H/f(H1), H

0/j(f(H1))). For example, the map (id, 0) :
(H,H) −→ (H, 0) has the trivial kernel and cokernel. In addition, the
monomorphism (f1, f

0
1 ) : H1 −→ H is strict if and only if f1(Ker j1) =

f1(H1) ∩ Ker j. Suppose H2 = (H2, H
0
2 , j2) and (f2, f

0
2 ) : H −→ H2 is an

epimorphism. Then it is strict if and only if f0
2 induces epimorphic map from

Kerj to Ker j2. In CMΓF we can use formalism of short exact sequenes and the
corresponding 6-terms HomCMΓF

−ExtCMΓF
exact sequences, cf. Appendix A.
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Definition. Suppose L ∈ L∗ and iet : Let −→ L is the maximal etale
subobject. Then CV∗ : L∗ −→ CMΓF is the functor such that CV∗(L) =
(V∗(L),V∗(Let),V∗(iet)).

The simple objects in CMΓF are of the form either (H, 0, 0), whereH is a simple
Zp[ΓF ]-module, or (Fp,Fp, id), where Fp is provided with the trivial ΓF -action.
In this context it will be very convenient to use the following formalism.
For s ∈ N, consider Serre’s fundamental characters χs : ΓF −→ k∗. Here for
τ ∈ ΓF , χs(τ) = (τxs)/xs modxp0, where xs ∈ R is such that xp

s−1
s = x0. If

χ is any continuous (1-dimensional) character of ΓF then there are s,m ∈ N

such that 0 < m 6 ps − 1 and χ = χm
s . Set r(χ) = m/(ps − 1). Then r(χ)

depends only on χ and the correspondence χ 7→ r(χ) gives a bijection from the
set of all continuous (1-dimensional) characters of ΓF with values in k∗ to the
set [0, 1]p \ {0}.
For r ∈ [0, 1]p, r 6= 0, introduce the ΓF -module F(r) such that F(r) = Fps(r) ,
where s(r) is the period of the p-digit expansion of r, cf. Subsection 1.2, with
the ΓF -action given by the character χ such that r(χ) = r. We have:
— all F(r) are simple Zp[ΓF ]-modules;
— ΓF -modules F(r1) and F(r2) are isomorphic if and only if there is an n ∈ Z

such that r1 = r2(n);
— any simple Zp[ΓF ]-module is isomorphic to some F(r).
It will be natural to set F(r) := (F(r), 0, 0) for all r ∈ (0, 1]p, and to set
separately F(0) := (Fp,Fp, id).
With above notation we have the following property, where the objects L(r)
were introduced in Subsection 1.3.

Proposition 2.8. For any r ∈ [0, 1]p, CV∗(L(r)) = F(r).

Proof. The proof goes along the lines of Subsection 4.2 of [1], cf. also the
beginning of Subsection 2.4 below. �

2.4. A criterion. Suppose L1,L2 are given in notation of Subsection 1.4 and
q = ps. Then for i = 1, 2, V∗(Li) = Vi are 1-dimensional vector spaces over
Fq with ΓF -action given by the character χi : ΓF −→ k∗ such that r(χi) = ri.
(Note that (q−1)ri ∈ Z and, therefore, χi(ΓF ) ⊂ F∗

q .) Choose πs ∈ F̄ such that

πq−1
s = −p. Then Fs = F (πs) is a tamely ramified extension of F of degree q−1

and all points of Vi are defined over Fs. We can identify Vi with the Fp[ΓF ]-

module Fqπ̄
(q−1)ri
s ⊂ Ō/pŌ, where π̄s = πs mod p. These identifications allow

us to fix the points h0i := π̄
(q−1)ri
s ∈ Vi and to identify Vi with the ΓF -module

{αh0i | α ∈ Fq}.
Suppose h1 ∈ V1. Define the homomorphism

Fh1 : ExtFp[ΓF ](V1, V2) −→ Z1(ΓFs
,Fq) = Hom(ΓFs

,Fq),

where ΓFs
= Gal(F̄ /Fs), as follows. If V ∈ ExtFq [ΓF ](V1, V2) and h ∈ V is a

lift of h1 then for any τ ∈ ΓF , Fh1(V )(τ) = aτ ∈ Fq, where τh− h = aτh
0
2.
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Clearly, Fh1(V ) does not depend on a choice of h and it is the zero function if
and only if the projection V −→ V1 admits a ΓF -equivariant section. In other
words, we have the following criterion.

Proposition 2.9. V is the trivial extension if and only if for all h1 ∈ V1, one
has Fh1(V ) = 0.

2.5. Galois modules V∗(Ecr(i0, j0, γ)). Suppose we have an object L =
(L, F (L), ϕ,N) of the category L∗cr. Then there is a special σ(W1)-basis
l1, . . . , ls of ϕ(F (L)) such that for some integers 0 6 c1, . . . , cs < p and a
matrix A ∈ GLs(k), the elements uc1 l1, . . . , u

csls form a W1-basis of F (L) and
(ϕ(uc1 l1), . . . , ϕ(u

cs ls)) = (l1, . . . , ls)A.
For 1 6 i 6 s, set c̃i = (p− 1)− ci. The following Proposition is a special case
of Corollary 2.7 (remind that R0 = R/xp0mR).

Proposition 2.10. With above notation, V∗(L) is the Fp[ΓF ]-module of all
(θ1, . . . , θs)modxp0mR ∈ (R0)s such that

(θp1/x
pc̃1
0 , . . . , θps/x

pc̃s
0 ) = (θ1, . . . , θs)A.

Remark. In [1, 2] it was proved (in the context of the Fontaine-Laffaille theory)
that the family of Fp[ΓF ]-modules V∗(L), where L ∈ L∗

cr, coincides with the
family of all killed by p subquotients of crystalline representations of ΓF with
weights from [0, p). This result can be also extracted from Subsection 4, where
we establish that the family of Fp[ΓF ]-modules V∗(L), where L ∈ L∗, coincides
with the family of all killed by p subquotients of semi-stable representations of
ΓF with weights from [0, p).

For an (r1, r2)cr-admissible pair (i0, j0) ∈ (Z/s)2 and γ ∈ k, use the de-
scription of Ecr(i0, j0, γ) from Subsection 1.4. Then by Corollary 2.7, V =
V∗(Ecr(i0, j0, γ)) is identified with the additive group of all taken modulo xp0mR

solutions in R of the following system of equations

X
(1)p
i /xpai

0 = X
(1)
i+1, for all i ∈ Z/s;

Xp
j /x

pbj
0 = Xj+1 − δjj0γpX(1)

i0+1, for all j ∈ Z/s

Note that the first group of equations describes V1 = V∗(L1) and the corre-

spondences X
(1)
i 7→ 0 and Xj 7→ X

(2)
j with i, j ∈ Z/s, define the map V −→ V2,

where V2 = V∗(L2) is associated with all taken modulo xp0mR solutions in R of

the equations X
(2)p
j /x

pbj
0 = X

(2)
j+1, j ∈ Z/s. As it was noted in Subsection 2.2,

the corresponding ΓF -action on V, V1 and V2 comes from the natural ΓF -action
on R0.
Take xs ∈ R such that xq−1

s = x0 and xs 7→ πsmod p under the natural iden-
tification R/xp0R ≃ Ō/pŌ. (This identification is given by the correspondence

r = lim←−
n

(rn mod p) 7→ r(1) := lim
n→∞

rp
n

n+1.) For i, j ∈ Z/s, set x
r1(i)
0 := x

(q−1)r1(i)
s

and x
r2(j)
0 := x

(q−1)r2(j)
s , and introduce the variables Z

(1)
i = x

−pr1(i)
0 X

(1)
i ,

Zj = x
−pr2(j)
0 Xj , Z

(2)
j = x

−pr2(j)
0 X

(2)
j . Then the elements of V appear as
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the taken modulo mR solutions in R0 := Frac(R) of the following system of
equations

Z
(1)p
i = Z

(1)
i+1, for all i ∈ Z/s;

Zp
j = Zj+1, for all j 6= j0 + 1;

Zj0+1 − Zq
j0+1 = γpZ

(1)
i0+1x

p(r1(i0)−r2(j0))
0

Note that for the points h01 ∈ V1 and h02 ∈ V2 chosen in Subsection 2.4, one has

Z
(1)
i (h01) = Z

(2)
i (h02) = 1, where i ∈ Z/s.

Suppose α ∈ Fq and h1 = αh01 ∈ V1.
Let Fs = k((xs)) ⊂ R0 = FracR. The field-of-norms functor gives a natural
embedding of the absolute Galois group ΓFs

of Fs into ΓFs
, where Fs = F (πs).

Then the restriction Fh1(V )|ΓFs
of the cocycle

{Fh1(V )(τ) = Aτ,α(i0, j0, γ) ∈ Fq | τ ∈ ΓFs
}

from Subsection 2.4 can be described as follows.
Let U ∈ R0 be such that U − U q = γx

r1(i0)−r2(j0)
0 . Then for any τ ∈ ΓFs

,
σj0 (Aτ,α(i0, j0, γ)) = σi0 (α)(τ(U) − U) and therefore

Aτ,α(i0, j0, γ) = σi0−j0(α)σ−j0 (τU − U).

The following Lemma is an immediate consequence of the definition of
(r1, r2)cr-admissible pairs.

Lemma 2.11. With above notation let C = −(q − 1)(r1(i0) − r2(j0)). Then C
is a prime to p integer and 1 6 C 6 q − 1.

2.6. Galois modules V∗(Est(i0, j0, γ)). For an (r1, r2)st-admissible pair
(i0, j0) ∈ (Z/s)2 and γ ∈ k, use the description of Est(i0, j0, γ) from Subsection
1.5.
By Subsection 2.2, V = V∗(Est(i0, j0, γ)) is identified (as an abelian group)

with the solutions
(
{X(1)

i | i ∈ Z/s}, {Xj | j ∈ Z/s}
)
∈ R2s of the following

system of equations

(2.1)
X

(1)p
i /xpai

0 = X
(1)
i+1, for all i ∈ Z/s;

Xp
j /x

pbj
0 + δjj0γ

pX
(1)p
i0

/x
pai0+p
0 = Xj+1, for all j ∈ Z/s

The structure of V as an element of ExtFp[ΓF ](V1, V2) can be described along
the lines of Subsection 2.5. The action of ΓF on V comes from the natural
ΓF -action on R̃0

st, and the embedding of V into (R0
st)

2s given by the following
correspondences:

– if i ∈ Z/s then X
(1)
i 7→ X

(1)
i modxp0mR;

– if j /∈ {j0 + 1, . . . , j0 +m0} then Xj 7→ Xj modxp0mR;

– for 1 6 m 6 m0, Xj0+m 7→ Xj0+m + γp
m

(b̃j0 − ãi0 + 1)X
(1)
i0+mY modxp0mR.

Similarly to Subsection 2.5, introduce new variables by the relations Z
(1)
i =

x
−pr1(i)
0 X

(1)
i , Zi = x

−pr2(i)
0 Xi and Z

(2)
i = x

−pr2(i)
0 X

(2)
i , i ∈ Z/s, and rewrite
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system of equations (2.1) in the following form:

Z
(1)p
i = Zi+1, for all i ∈ Z/s;
Zp
j = Zj+1, for all j 6= j0 + 1;

Zj0+1 − Zq
j0+1 = γpZ

(1)
i0+1x

p(r1(i0)−r2(j0)−1)
0

If α ∈ Fq and h1 = αh01 ∈ V1, then the restriction to ΓFs
of the cocycle

{Fh1(V )(τ) = Aτ,α(i0, j0, γ) | τ ∈ ΓFs
} can be described as follows. Let U ∈ R0

be such that
U − U q = γx

r1(i0)−r2(j0)−1
0 .

Then for any τ ∈ ΓFs
, σj0 (Aτ,α(i0, j0, γ)) = σi0 (α)(τU − U). Thus

Aτ,α(i0, j0, γ) = σi0−j0(α)σ−j0 (τU − U).

The following Lemma is a direct consequence of the definition of (r1, r2)st-
admissible pairs, cf. also Proposition 1.24

Lemma 2.12. Let C = −(q − 1)(r1(i0) − r2(j0) − 1). Then C is a prime to p
integer such that 1 6 C < (q − 1)(1 + 1/(p− 1)).

2.7. Galois modules Esp(j0, γ). In this subsection (0, j0) is some (r1, r2)sp-
admissible pair (i.e. r1 + 1/(p − 1) = r0(j0)) and γ ∈ Fq. Then V =
V∗(Esp(j0, γ)) is identified as an abelian group with the solutions

({X(1)
i | i ∈ Z/s}, {X(2)

j | j ∈ Z/s}) ∈ R2s

of the following system of equations

X
(1)p
i /xpai

0 = X
(1)
i+1, for all i ∈ Z/s,

X
(2)p
j /x

pbj
0 = X

(2)
j+1, for all j ∈ Z/s.

The corresponding ΓF -action comes from the natural ΓF -action on R0
st and

the embedding of V into (R0
st)

2s given by the following correspondences:

– if i ∈ Z/s then X
(1)
i 7→ X

(1)
i modxp0mR;

– if m ∈ Z/s then X
(2)
j0+m 7→ X

(2)
j0+m + γp

m

X
(1)
m Y modxp0mR.

If α ∈ Fq and h1 = αh01 ∈ V1 then the cocycle

{Fh1(V )(τ) = Asp
τ,α(j0, γ) | τ ∈ ΓFs

}
can be described as follows. Note that the point h1 corresponds to the collection

({σi(α)x
pr1(i)
0 |i ∈ Z/s}, {σi−j0(αγ)x

pr1(i−j0)
0 Y |i ∈ Z/s}). Then for τ ∈ ΓFs

,
τ(h1) corresponds to the collection

({σi(α)x
pr1(i)
0 | i ∈ Z/s}, {σi−j0(αγ)x

pr1(i−j0)
0 (Y + k(τ)l̃ogε) | i ∈ Z/s}).

Therefore, τ(h1)− h1 corresponds to the collection

({ 0 | i ∈ Z/s}, {σi−j0(αγ)x
pr2(i)
0 k(τ) | i ∈ Z/s}),

which corresponds to σ−j0(αγ)h02. Therefore, A
sp
τ,α(j0, γ) = σ−j0(αγ)k(τ).

Notice that for any τ ∈ ΓFs
⊂ ΓFs

, Asp
τ,α(j0, γ) = 0.
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2.8. Fully faithfulness of CV∗.
In this subsection we prove the following important property.

Proposition 2.13. The functor CV∗ is fully faithful.

Proof. We must prove that for all L1,L2 ∈ L∗, the functor CV∗ induces a
bijective map

Π(L1,L2) : HomL∗(L2,L1) −→ HomCMΓF
(CV∗(L1), CV∗(L2)).

By induction on lengths of composition series for L1 and L2 it will be sufficient
to verify that for any two simple objects L1 and L2:
• Π(L1,L2) is bijective;
• the functor CV∗ induces injective map

EΠ(L1,L2) : ExtL∗(L2,L1) −→ ExtCMΓF
(CV∗(L1), CV∗(L2)).

The first fact has been already checked in Subsection 2.3.
In order to verify the second property, notice that for any two objects L1,L2 ∈
L∗, the natural map

ExtCMΓF
(CV∗(L1), CV∗(L2)) −→ ExtMΓF

(V∗(L1)),V∗(L2))
is injective. Therefore, we can prove injectivity of EΠ(L1,L2) on the level of
functor V∗. In addition, for n1, n2 ∈ N, ExtL∗(Ln1

2 ,Ln2
1 ) = ExtL∗(L2,L1)n1n2

(the formation of Ext is compatible with direct sums). So, by Lemma 1.17, we
can replace L1 and L2 by the objects introduced in Subsection 1.5 (where they
are denoted also by L1 and L2).
By Proposition 1.27, any element of ExtL∗(L2,L1) appears as a sum of standard
extensions of the form Ecr(i, j, γij), Est(i, j, γij) and Esp(j, γ

sp
j ). Here: a)

(i, j) ∈ (Z/s)2 is either (r1, r2)cr-admissible or (r1, r2)st-admissible and all
γij ∈ k; b) j ∈ Z/s is such that (0, j) is (r1, r2)sp-admissible and γspj ∈ Fq.

Remark. A couple (i, j) can’t be both (r1, r2)cr-admissible and (r1, r2)st-
admissible, but it can be (r1, r2)cr-admissible and (r1, r2)sp-admissible at the
same time.

By Subsections 2.5 -2.7, we can attach to these standard extensions the 1-
cocycles Aτ,α(i, j, γij) and Asp

τ,α(j, γ
sp
j ), where τ ∈ ΓFs

. It remains to prove
that the sum of these cocycles is trivial only if all corresponding coefficients γij
and γspj are equal to 0.
First, we need the following lemma.

Lemma 2.14. Suppose for all (i, j) ∈ (Z/s)2, the elements Uij ∈ R0 = FracR

are such that Uij − U q
ij = γijx

−Cij
s , where all γij ∈ k and all Cij are prime to

p natural numbers. For τ ∈ ΓFs
, let Bτ (i, j, γij) = τ(Uij)−Uij ∈ Fq. If for all

α ∈ Fq and all τ ∈ ΓFs
,

(2.2)
∑

i,j,∈Z/s

σi−j(α)σ−jBτ (i, j, γij) = 0
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then all γij = 0.

Proof of Lemma. For different prime to p natural numbers Cij the extensions
Fs(Uij) behave independently. Therefore, we can assume that all Cij = C are
the same.
Let j0 = j0(j) be such that 0 6 j0 < s and j0 ≡ −jmod s. Then (2.2) means
that for any α ∈ Fq,

Bα :=
∑

i,j∈Z/s

σi−j(α)σj0 (Uij) ∈ Fs.

Then

Bα −Bq
α =

∑

j∈Z/s


∑

i∈Z/s

σi−j(α)γp
−j

ij


 x−pj0C

s .

Looking at the Laurent series of Bα ∈ Fs we conclude that all Bα ∈ Fq. This
means that for all j ∈ Z/s and α ∈ Fq,

∑
i∈Z/s σ

i(α)γij = 0 and, therefore, all

γij = 0. The lemma is proved �

Now suppose that for all α ∈ Fq and τ ∈ ΓFs
, the sum of cocycles Aτ,α(i, j, γij)

and Asp
τ,α(j, γ

sp
j ) is zero. Restrict this sum to the subgroup ΓFs

. Then all sp-
terms will disappear and by above Lemma 2.14 all γij = 0. So, for all τ ∈ ΓFs

and α ∈ Fq,
∑

j∈Z/s σ
−j(αγspj ) = 0, and this implies that all γspj = 0. �

Corollary 2.15. The functor V∗ is fully faithful on the subcategories of unipo-
tent objects L∗u and of connected objects L∗c.
Proof. Indeed, on both categories the map Π(L1,L2) is already bijective on the
level of functor V∗. �

2.9. Ramification estimates. Suppose L ∈ L∗ and H = V∗(L). For any

rational number v > 0, denote by Γ
(v)
F the ramification subgroup of ΓF in

upper numbering, [22].

Proposition 2.16. If v > 2− 1
p then Γ

(v)
F acts trivially on H.

A proof can be obtained along the lines of the paper [17] (which adjusts
Fontaine’s approach from [14]). Alternatively, one can apply author’s method
from [3]: if τ ∈ Γ(v) with v > 2 − 1/p then there is an automorphism ψ of
R such that ψ(x0) = τ(x0) and ψ induces the trivial action on H ; therefore
we can assume that τ comes from the absolute Galois group of k((x0)) and
the characteristic p approach from [3] gives the ramification estimate which
coincides with the required by the theory of field-of-norms.

Corollary 2.17. If F̃ is the common field-of-definition of points of Fp[ΓF ]-

modules V(L) for all L ∈ L∗, then vp(D(F̃ /F )) < 3− 1
p , where D(F̃ /F ) is the

different of the field extension F̃ /F .
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3. Semistable representations with weights from [0, p) and
filtered W-modules

3.1. The ring S. Let v = u + p ∈ W and let S be the p-adic closure of the
divided power envelope of W with respect to the ideal generated by v. Use
the same symbols σ and N for natural continuous extensions of σ and N from
W to S. For i > 0, denote by FiliS the i-th divided power of the ideal (v) in

S. Then for 0 6 i < p, there are σ-linear morphisms φi = σ/pi : FiliS −→ S.
Note that φ0 = σ and agree to use the notation ϕ for φp−1. One can see also
that S is the p-adic closure of W (k)[v0, v1, . . . , vn, . . . ], where v0 = v and for
all n > 0, vpn+1/p = vn.
Consider the ideals mS = (p, v, v1, . . . , vn, . . . ), I = (p, v1, v2, . . . ) and J =
(p, v1v, v2, . . . , vn, . . . ) of S. Then
— mS is the maximal ideal in S;
— I = FilpS + pS ⊃ J ;
— ϕ(I) ⊂ S and ϕ(J) ⊂ pS;
— ϕ(vp−1) ≡ 1− v1(mod J) and ϕ(v1) ≡ 1(mod J).

3.2. The ring of semi-stable periods Âst. Let R be Fontaine’s ring and
let x0, ε ∈ R be the elements chosen in Subsection 2.1.
Denote by Acr the Fontaine crystalline ring. It is the p-adic closure of the
divided power envelope of W (R) with respect to the ideal ([x0] + p) of W (R),
where [x0] ∈ W (R) is the Teichmüller representative of x0. Then for i > 0,

FiliAcr is the i-th divided power of the ideal ([x0] + p) in Acr. Denote by
σ : Acr −→ Acr the natural morphism induced by the p-th power on R. Then
for 0 6 i < p, there are σ-linear maps φi = σ/pi : FiliAcr −→ Acr. We shall

often use the simpler notation ϕ = φp−1 and F (Acr) = Filp−1Acr. Notice that
Acr is provided with the natural continuous ΓF -action.
Let X be an indeterminate. Then Âst is the p-adic closure of the ring
Acr[γi(X) | i > 0] ⊂ Acr[X ] ⊗Zp

Qp, where for all i > 0, γi(X) = X i/i!.

The ring Âst has the following additional structures:
• the S-module structure given by the natural W (k)-algebra structure and the
correspondence u 7→ [x0]/(1 +X);
• the ring endomorphism σ, which is the extension of the above defined endo-
morphism σ of Acr via the condition σ(X) = (1 +X)p − 1;

• the continuous Acr-derivation N : Âst −→ Âst such that N(X) = X + 1;

• for any i > 0, the ideal FiliÂst, which is the closure of the ideal∑
i1+i2>i

(
Fili1Acr

)
γi2(X);

• the action of ΓF , which is the extension of the ΓF -action on Acr such that
for all τ ∈ ΓF , τ(X) = [ε]k(τ)(X + 1) − 1. Here all k(τ) ∈ Zp are such that

τ(x0) = εk(τ)x0.

Note that for 0 6 m < p, σ(FilmÂst) ⊂ pmÂst and, as earlier, we can set

φm = p−mσ|FilmÂst
and introduce the simpler notation ϕ = φp−1 and F (Âst) =

Filp−1Âst.
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3.3. Construction of semi-stable representations of ΓF with
weights from [0, p). For 0 6 m < p, consider the category S̃m of
quadruples M = (M,FilmM,φm, N), where FilmM ⊂ M are S-modules,
φm : FilmM −→ M is a σ-linear map and N : M −→ M is a W (k)-linear
endomorphism such that for any s ∈ S and m ∈ M , N(sx) = N(s)x + sN(x)

The morphisms of the category S̃m are S-linear morphisms of filtered modules
commuting with the corresponding morphisms φm and N . Notice that for

0 6 m < p, Âst has a natural structure of the object of the category S̃m. As
earlier, we shall use the simpler notation ϕ = φp−1 and F (M) = Filp−1M .
For 0 6 m < p, the Breuil category Sm of strongly divisible S-modules

of weight 6 m is a full subcategory of S̃m consisting of the objects M =
(M,FilmM,φm, N) such that

(1) M is a free S-module of finite rank;
(2) (FilmS)M ⊂ FilmM ;
(3) (FilmM) ∩ pM = pFilmM ;
(4) φm(FilmM) spans M over S;
(5) Nφm = pφmN ;

(6) (Fil1S)N(FilmM) ⊂ FilmM .

ForM ∈ Sm, let T ∗
st(M) be the ΓF -module of all S-linear and commuting with

φm and N , maps f :M −→ Âst such that f(FilmM) ⊂ FilmÂst. Then one has
the following two basic facts:

• T ∗
st(M) is a continuous Zp[ΓF ]-module without p-torsion, its Zp-rank equals

rk SM , and V ∗
st(M) = T ∗

st(M) ⊗Zp
Qp is semi-stable ΓF -module with Hodge-

Tate weights from [0,m];

• any semi-stable representation of ΓF with Hodge-Tate weights from [0,m],
0 6 m < p, appears in the form V ∗

st(M) for a suitableM∈ Sm.

By Theorem 1.3 [6] these facts follow from the existence of strongly divisible
lattices in S⊗W F -modules associated with weakly admissible (φ0, N)-modules
with filtration of length m. Breuil proved this for all m 6 p− 2 but his method
can be easily extended to cover the case m = p− 1 as well, cf. also [7].

3.4. The category Lf . In this section we introduceW-analogues of Breuil’s
S-modules from the category Sp−1 and prove that they can be also used to con-
struct semi-stable representations of ΓF with Hodge-Tate weights from [0, p).

Definition. Let L̃ be the category of L = (L, F (L), ϕ,NS), where L ⊃ F (L)
are W-modules, ϕ : F (L) −→ L is a σ-linear morphism of W-modules and
NS : L −→ LS := L ⊗W S is such that for all w ∈ W and l ∈ L, NS(wl) =

N(w)l + (w ⊗ 1)NS(l). For L1 = (L1, F (L1), ϕ,NS) ∈ L̃, the morphisms
HomL̃(L,L1) are W-linear f : L −→ L1 such that f(F (L)) ⊂ F (L1), fϕ = ϕf

and fNS = NS(f ⊗ 1).
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Let Ast = (Âst, F (Âst), ϕ,NS), where NS = N ⊗ 1. Then Ast is an object of

the category L̃.
Suppose L = (L, F (L), ϕ,NS) ∈ L̃.
Set LS := L⊗W S, F (LS) = (F (L)⊗ 1)S + (L⊗ 1)FilpS, and ϕS : F (LS) −→
F (LS) is a unique σ-linear map such that ϕS |F (L)⊗1 = ϕ ⊗ 1 and for any

s ∈ FilpS and l ∈ L, ϕS(l ⊗ s) = (ϕ(vp−1l)⊗ 1)ϕ(s)/ϕ(vp−1).

Definition. Denote by Lf the full subcategory in L̃ consisting of the quadru-
ples L = (L, F (L), ϕ,NS) such that
• L is a free W-module of finite rank;
• vp−1L ⊂ F (L), F (L) ∩ pL = pF (L) and L = ϕ(F (L))⊗σW W ;
• for any l ∈ F (L), vNS(l) ∈ F (LS) and ϕS(vN(l)) = cNS(ϕ(l)), where
c = 1 + up/p.

It can be easily seen that for L = (L, F (L), ϕ,NS) ∈ Lf and the map N =
NS ⊗ 1 : LS −→ LS , the quadruple LS = (LS , F (LS), ϕS , N) is the object of
the category Sp−1

The main result of this Subsection is the following statement.

Proposition 3.1. For any M = (M,F (M), ϕ,N) ∈ Sp−1, there is an L =

(L, F (L), ϕ,NS) ∈ Lf such that M = LS .
Corollary 3.2. a) If L ∈ Lf and T ∗

st(L) = HomL̃(L, Âst) with the in-

duced structure of Zp[ΓF ]-module then V ∗
st(L) = T ∗

st(L)⊗Zp
Qp is a semi-stable

Qp[ΓF ]-module with Hodge-Tate weights from [0, p) and dimQp
V ∗
st(L) = rkWL.

b) For any semi-stable Qp[ΓF ]-module V ∗
st with Hodge-Tate weights from [0, p),

there is an L ∈ Lf such that V ∗
st ≃ V ∗

st(L).
Proof of Proposition 3.1. Let d be a rank of M over S. If L ⊂ M is a free
W-submodule of rank d and M is generated by the elements of L over S we
say that L is W-structural (with respect to M).
Let F (L) = F (M) ∩ L.
Lemma 3.3. If L is W-structural for M then

a) F (L) ⊃ vp−1L;

b) F (L) ∩ pL = pF (L);

c) F (L) is a free W-module of rank d.

Proof. a) vp−1L ⊂ (Filp−1S)M ∩ L ⊂ F (M) ∩ L = F (L).

b) F (L)∩pL = L∩F (M)∩pL = F (M)∩pL = F (M)∩pM∩pL = pF (M)∩pL =
pF (L).

c) F (L) has no p-torsion. Therefore, it will be sufficient to prove that
F (L)/pF (L) is a free k[[u]]-module of rank d. Consider the following natu-
ral embeddings of k[[v]]-modules

L/pL ⊃ F (L)/pF (L) ⊃ vp−1L/pvp−1L ≃ L/pL
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(Use b) and that pL ∩ vp−1L = pvp−1L.) It remains to note that L/pL is free
of rank d over k[[v]].
The Lemma is proved. �

Suppose L is W-structural for M .

Lemma 3.4. If L is W-structural then ϕ(F (L)) spans M over S.

Proof. The equality S = W + FilpS implies that M = L + (FilpS)L = L +
(FilpS)M . Therefore,

F (M) = F (M) ∩ L+ (FilpS)M = F (L) + (FilpS)L

(use that F (M) ⊃ (FilpS)M) and in notation of Subsection 3.1 one has

F (M) = F (L) + v1L+ JM.

This implies that ϕ(F (L)), ϕ(v1L) and ϕ(JM) span M over S. But for
any l ∈ L, ϕ(v1l) = ϕ(v1)ϕ(v

p−1l)/ϕ(vp−1) = (1 − v1)
−1ϕ(vp−1l) ≡

ϕ(vp−1l)modmSM . For similar reasons, ϕ(JM) ⊂ pM ⊂ mSM . This means
that ϕ(F (L)) spans M modulo mSM . The lemma is proved. �

By above lemma it remains to prove the existence of a W-structural L for M
such that ϕ(F (L)) ⊂ L.
Let φ0 be a σ-linear endomorphism of the S-module M ∈ Sp−1 such that
for all m ∈ M , φ0(m) = ϕ(vp−1m)/ϕ(vp−1). Clearly, φ0(mSM) ⊂ mSM
and, therefore, it induces a σ-linear endomorphism σ0 of the k-vector space
Mk =M/mSM .

Lemma 3.5. Suppose n ∈ Z>0, L is W-structural and ϕ(F (L)) ⊂ L + pnM .
Then there is a W-structural L′ for M such that ϕ(F (L′)) ⊂ L′ + pnJM .

Proof. Denote by F (L)k the image of F (L) in the k-vector space
M/mSM = L/(mS ∩W)L = Lk. Let s = dimk F (L)k, then s 6 d = dimk Lk.
Choose a W-basis e(1), . . . , e(d) of L and a W-basis f (1), . . . , f (d) of F (L) such
that

• for 1 6 i 6 s, f (i) = e(i) and for s < i 6 d, f (i) ∈ vL.
It will be convenient to use the following vector notation: ē = (ē1, ē2), where
ē1 = (e(1), . . . , e(s)) and ē2 = (e(s+1), . . . , e(d)), and f̄ = (f̄1, f̄2), where f̄1 = ē1
and f̄2 = (f (s+1), . . . , f (d)).
Then in obvious notation one has (ϕ(f̄1), ϕ(f̄2)) = (ē1, ē2)C, where C ∈
GLd(S). Clearly, C ≡ C0 + pnv1C1 mod pnJ with C0 ∈ GLd(W) and
C1 ∈ Md(W). Clearly, ϕ(F (L)) ⊂ L + pnJM iff C1 ≡ 0modmS . Choose
ḡ = (ḡ1, ḡ2) ∈ Ld and set

ē′1 = (e′(1), . . . , e′(s)) = ē1 + pn(v1 − vp−1)ḡ1

ē′2 = (e′(s+1), . . . , e′(d)) = ē2 + pn(v1 − vp−1)ḡ2

Clearly, the coordinates of ē′ = (ē′1, ē
′
2) give an S-basis of M and we can

introduce the structural W-module L′ =
∑

iWe′(i) for M .
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Prove that the elements e′(i), 1 6 i 6 s, and f (i), s < i 6 d, generate
F (L′)mod pnJM . Indeed, we have

(3.1) L+ pnIM = L′ + pnIM

and this implies that the image F (L)k of F (L) in Lk coincides with its analogue
F (L′)k. In addition, for 1 6 i 6 s,

e′(i) ∈ L′ ∩ (F (L) + pnIM) ⊂ L′ ∩ F (M) = F (L′).

Therefore, it would be sufficient to prove that (vL′)∩F (L′)mod pnJM is gen-
erated by the images of ve′(i), 1 6 i 6 s, and f (s+1), . . . , f (d). But relation
(3.1) implies that vL+ pnJM = vL′ + pnJM and

(vL′) ∩ F (L′)mod pnJM = (vL) ∩ F (L)mod pnJM.

It remains to note that for 1 6 i 6 s, ve′(i) ≡ ve(i) mod pnJM .
Therefore, we can define special bases for L′ and F (L′) by the relations f̄ ′

1 = ē′1
and f̄ ′

2 = f̄2 and obtain that

(ϕ(f̄ ′
1), ϕ(f̄

′
2)) = (ϕ(f̄1), ϕ(f̄2)) + pnv1(σ0ḡ1, 0̄)mod pnJM

and

(ϕ(f̄ ′
1), ϕ(f̄

′
2)) ≡ (ē′1, ē

′
2)C0 + pnvp−1(ḡ1, ḡ2)C0+

+pnv1((ē1, ē2)C1 − (ḡ1, ḡ2)C0 + (σḡ1, 0̄))mod pnJM

So, ϕ(F (L′)) ⊂ L′ + pnJM if and only if there is an ḡ = (ḡ1, ḡ2) ∈ Ld such
that (σ0ḡ1, 0̄) ≡ (ḡ1, ḡ2)C0 + h̄mod (mS ∩W)L, where h̄ = (ē1, ē2)C1 ∈ L and
C0 modmS ∈ GLd(k). The existence of such vector ḡ is implied by Lemma 3.6
below. �

Lemma 3.6. Suppose V is a d-dimensional vector space over k with a σ-linear
endomorphism σ0 : V −→ V and ā = (ā1, ā2) ∈ V d, where ā1 ∈ V s and
ā2 ∈ V d−s. Then for any C ∈ GLd(k) there is an ḡ = (ḡ1, ḡ2) ∈ V d with
ḡ1 ∈ V s and ḡ2 ∈ V d−s such that

(3.2) (σ0ḡ1, 0̄) = ḡC + ā.

Proof. Let C−1 =

(
D11 D12

D21 D22

)
with the block matrices of sizes s×s, (d−s)×s,

s× (d− s) and (d− s)× (d− s). Then the equality (3.2) can be rewritten as

(σ0ḡ1)D11 = ḡ1 + ā′1
(σ0ḡ1)D21 = ḡ2 + ā′2

where (ā′1, ā
′
2) = āC−1. Clearly, it will be sufficient to solve the first equation

in ḡ1, but this is a special case of Lemma 1.1. �

Lemma 3.7. Suppose n > 0 and L is W-structural for M such that ϕ(F (L)) ⊂
L + pnJM . Then there is a W-structural L′ for M such that ϕ(F (L′)) ⊂
L′ + pn+1M .
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Proof. Suppose the coordinates of ē ∈ Md form a W-basis of L and D ∈
Md(W) is such that the coordinates of f̄ = ēD form a W-basis of F (L). Then
ϕ(f̄) = ē + pnh̄, where h̄ ≡ 0̄ mod JM . Let ē′ = ē + pnh̄ and let L′ be a W-
submodule in M spanned by the coordinates of ē′. Clearly, L′ is W-structural.
Prove that F (L′) is spanned by the coordinates of ē′D. Indeed, suppose ē
and ē′ have the coordinates e(i) and, resp., e′(i), 1 6 i 6 s. Then for all i,
e′(i) = e(i)+pnh(i), where h(i) ∈ JM ⊂ (FilpS)M . This means that aW-linear
combination of e(i) belongs to F (M) if and only if the same linear combination
of e′(i) belongs to F (M). This implies that ē′D spans F (L′) over W because
ēD spans F (L) over W . Then ϕ(F (L′)) ⊂ L′ + pn+1M because ϕ(h̄) ∈ pM
(use that ϕ(J) ⊂ pS) and

ϕ(ē′D) = ϕ(ēD + pnh̄D) = ē+ pnh̄+ pnϕ(h̄)σ(D) ≡ ē′modpn+1M

�

It remains to notice that applying above Lemmas 3.6 and 3.7 one after another
we shall obtain a sequence ofW-structural modules Ln such that for all n > 0,
Ln+p

n+1M = Ln+1+p
n+1M , where L0⊗W S =M . Therefore, L = lim←−

n

Ln/p
n

is W-structural and ϕ(L) ⊂ L.
The proposition is completely proved. �

3.5. The categories Lt and Lft.

Definition. W-module L is p-strict if it is isomorphic to ⊕16i6sW/pni , where
n1, . . . , ns ∈ N.

In particular, if L is p-strict and pL = 0 then L is a free W1-module. The
p-strict modules can be efficiently studied via devissage due to the following
property.

Lemma 3.8. L is p-strict if and only if pL and L/pL are p-strict.

Proof. Specify Breuil’s proof of a similar statement but for more complicated
ring S =WDP from [6]. �

Definition. Denote by Lt the full subcategory in L̃ consisting of the quadru-
ples L = (L, F (L), ϕ,NS) such that
• L is p-strict;
• vp−1L ⊂ F (L), F (L) ∩ pL = pF (L) and L = ϕ(F (L))⊗σW W ;
• for any l ∈ F (L), vNS(l) ∈ F (LS) and ϕS(vNS(l)) = cNS(ϕ(l)), where
c = 1 + up/p.

Definition. Denote by Lt[1] the full subcategory in Lt, which consists of
objects killed by p.

The category Lt[1] is not very far from the category L∗ introduced in Section
1. Indeed, suppose L = (L, F (L), ϕ,NS) ∈ Lt[1]. Note that NS(L) ⊂ LS1 :=
L ⊗W1 S1 = L/upL ⊕ (L ⊗ 1)FilpS1. (Remind that S1 = S/pS =W1/u

pW1 ⊕
FilpS1.) With this notation we have the following property.
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Proposition 3.9. There is a unique N : L −→ L/u2p such that
a) for any l ∈ L, N(l)⊗ 1 = cNS(l) in LS1 , where c = 1 + up/p ∈ S∗;
b) (L, F (L), ϕ,N) ∈ L∗.

Proof. Let N1 := cNS : L −→ LS1 . Then for any w ∈ W1 and l ∈ L, one has
N1(wl) = N(w)l+wN1(l) (use that N(c) = 0 in S1) and there is a commutative
diagram (use that σ(c) = 1 in S1)

F (L)
ϕ //

uN1

��

L

N1

��
F (L)S

ϕS // LS1

Prove that N1(ϕ(F (L)) ⊂ L/upL and, therefore, N1(L) ⊂ L/upL.
Indeed, (uN1)(F (L)) ⊂ uN1(L) ∩ F (L)S ⊂ (uL/upL⊕ (uL)FilpS1)
∩ (F (L)/upL⊕ LFilpS1) ⊂ F (L)/upL ⊕ (uL)FilpS1. This implies that
N1(ϕ(F (L)) ⊂ ϕS(uN1(F (L))) ⊂ L/upL because ϕS(uFil

pS1) = 0. So, by
Proposition 1.3 there is a unique N : L −→ L/u2p such that Nmodup = N1

and (L, F (L), ϕ,N) ∈ L∗. �

Corollary 3.10. With above notation the correspondence

(L, F (L), ϕ,NS) 7→ (L, F (L), ϕ,N)

induces the equivalence of categories Π : Lt[1] −→ L∗.
Proof. We must verify that our correspondence is surjective on objects and
bijective on morphisms. The first holds because NS = c−1N modup and the
second — because a W1-linear map f commutes with N iff it commutes with
N modup (use Proposition 1.2) iff f ⊗W1 S1 commutes with NS . �

Corollary 3.11. The category Lt is preabelian.

Proof. Corollary 3.10 and Proposition 1.3 imply that Lt[1] is pre-abelian. This
can be extended then to the whole category Lt by Breuil’s method from [6] via
above Lemma 3.8. �

Note that if L = (L, F (L), ϕ,NS) and M = (M,F (M), ϕ,NS) are objects of
Lt and f ∈ HomL(L,M) then:

• Kerf = (K,F (K), ϕ,NS), where K = Ker(f : L −→ M) and F (K) =
F (L) ∩K with induced ϕ and NS ;

• Cokerf = (C,F (C), ϕ,NS), where C = M/M ′, M ′ is equal to (f(L) ⊗W

W [u−1]) ∩M and F (C) = F (M)/(M ′ ∩ F (M)) with induced ϕ and NS ;

• f is strict monomorphic means that f : L −→ M is monomorphism of W-
modules,

(
f(L)⊗W W [u−1]

)
∩M = f(L) (or, equivalently, M/f(L) is p-strict)

and f(F (L)) = L ∩ F (M);

• f is strict epimorphic means that f is epimorphism of p-strict modules and
f(F (L)) = F (M).
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According to Appendix A, we can use the concept of p-divisible group
{L(n), in}n>0 in Lt. In this case L(n) = (Ln, F (Ln), ϕ,NS), where all Ln

are free W/pn-modules of the same rank equal to the height of this p-divisible

group. We have obvious equivalence of the category Lf and the category of
p-divisible groups of finite height in Lt.

Definition. Denote by Lft the full subcategory in Lt, which consists of strict
subobjects of p-divisible groups in Lt. By Lft[1] we denote the full subcategory
in Lft consisting of all objects killed by p.

It is easy to see that Lft contains all strict subquotients of the corresponding
p-divisible groups. Contrary to the case of filtered modules coming from crys-
talline representations, the categories Lft and Lt do not coincide but they have
the same simple objects.
Note that the functor Π from Corollary 3.10 identifies simple objects of the
categories Lt and L∗ and for any two objects L1,L2 ∈ Lt[1], we have a natural
isomorphism ExtLt[1](L1,L2) = ExtL∗(Π(L1),Π(L2)). One can use the meth-
ods of Subsection 1.2 to extend the concepts of etale, connected, unipotent and
multiplicative objects to the whole category Lt. The starting point for this
extension is the case of W (k)-modules, which is well-known from the classical
Dieudonne theory [10]. Then we obtain the following standard properties:

• for any L ∈ Lt, there are a unique maximal etale subobject (Let, iet) and a
unique maximal connected quotient object (Lc, jc) in Lt such that the sequence

0 −→ Let iet−→ L jc−→ Lc −→ 0 is exact and the correspondences L 7→ Let and
L 7→ Lc are functorial; if L ∈ Lft then Let and Lc are also objects of Lft;
• for any L ∈ Lt, there are a unique maximal unipotent subobject (Lu, iu)
and a unique maximal multiplicative quotient object (Lm, jm) in Lt such that

the sequence 0 −→ Lu iu−→ L jm−→ Lm −→ 0 is exact and the correspondences
L 7→ Lu and L 7→ Lm are functorial; if L ∈ Lft then Lu and Lu are also objects
of Lft.
Denote by Let,t, Lc,t, Lu,t and Lm,t the full subcategories in Lt consisting of,
resp., etale, connected, unipotent and multiplicative objects. We have also the
corresponding full subcategories Let,ft, Lc,ft, Lu,ft and Lm,ft in Lft.
The results of Subsection 1.5 and Appendix A imply that in the category Lft:

• there is a unique etale p-divisible group L∞(0) := {L(n)(0), in}n>0 of height

1 such that L(1)(0) = L(0);
• there is a unique multiplicative p-divisible group of height 1,
L∞(1) := {L(n)(1), in}n>0 such that L(1)(1) = L(1);
• for any p-divisible group L∞ there are functorial exact sequences of p-divisible
groups

0 −→ L∞,et −→ L∞ −→ L∞,c −→ 0
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0 −→ L∞,u −→ L∞ −→ L∞,m −→ 0

Here L∞,et and L∞,m are products of several copies of L∞(0) and, resp., L∞(1),

and L∞,c and L∞,u are p-divisible groups in the categories Lc,ft and, resp.,
Lu,ft.

4. Semistable modular representations with weights [0, p)

In this section we prove that all killed by p subquotients of Galois invariant
lattices of semistable Qp[ΓF ]-modules with Hodge-Tate weights [0, p) can be
obtained via the functor V∗ from Section 2.

4.1. The functor Vt : Lt −→ MΓF . For n > 1, introduce the objects

Ast,n = (Âst,n, F (Âst.n), ϕ,NS) of the category L̃, with Âst,n = Âst/p
nÂst,

F (Âst,n) = F (Âst)/p
nF (Âst) and induced ϕ and NS . Let Ast,∞ =

(Ast,∞, F (Ast,∞), ϕ,NS) be the inductive limit of all Ast,n.

For L ∈ Lt, set Vt(L) = HomL̃(L,Ast,∞) with the induced structure of ΓF -

module. This gives the functor Vt : Lt −→ MΓF . We shall use the same

notation for its restriction to the category Lft.
Proposition 4.1. Suppose L = (L, F (L), ϕ,NS) ∈ Lt. Then NS |ϕ(F (L)) is
nilpotent.

By devissage and Corollary 3.10 this is implied by the following statement for
the objects of the category L∗.

Lemma 4.2. If L = (L, F (L), ϕ,N) ∈ L∗ then Np(ϕ(F (L)) ⊂ upL.
Proof. For any l ∈ F (L), N(ϕ(l)) = ϕ(uN(l)). Use induction to prove that for
1 6 m 6 p, Nm(ϕ(l)) ≡ ϕ(umNm(l))mod upL and use then that ϕ(upNp(l)) ∈
ϕ(uF (L)) ⊂ upL. �

Proposition 4.3. For n > 1, ⊕j>0Acr,nγj(log(1 +X)) is the maximal W (k)-

submodule of Âst,n where N is nilpotent.

Proof. For any j > 1, one has N(γj(log(1 +X)) = γj−1(log(1 +X)) and N is
nilpotent on ⊕j>0Acr,nγj(log(1 +X)). Therefore, it will be sufficient to prove
that

Ker
(
Np|Âst,1

)
= ⊕

06j<p
Acr,1γj(log(1 +X)).

Let C = Fp〈X〉 be the divided power envelope of Fp[X ] with respect to the
ideal (X). Then C = Fp[X0, X1, . . . , Xn, . . . ]<p is the ring of polynomials in
Xi := γpi(X), where for all i > 0, Xp

i = 0.
Let mC be the maximal ideal of C and Y = log(1 + X) ∈ C. Then Y ≡
X0−X1 modm2

C and for all j > 0, γpj (Y ) ≡ Xj −Xj+1 modm2
C . This implies

that with Yj = γj(Y ) for all j > 0,

C = Fp[X0, Y0, . . . , Yn, . . . ]<p = Fp〈Y 〉[X ]<p = ⊕
06i<p

Fp〈Y 〉γi(X).
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So, Âst,1 = ⊕
j>0

06i<p

Acr,1γi(X)γj(Y ). Remind N(X) = X + 1 and for j > 1,

N(γj(Y )) = γj−1(Y ). Using that Np is an Acr,1-derivation, N
p(X) = X + 1

and Np(γj+p(Y )) = γj(Y ), we obtain that for any P =
∑

i,j αijX
iγj(Y ) ∈

Fp〈Y 〉[X ]<p with αij ∈ Fp,

Np(P ) =
∑

i,j

αijiX
iγj(Y ) +

∑

i,j

(i+ 1)αi+1,jγj(Y )X i +
∑

i,j

αi,j+pX
iγj(Y ).

If P ∈ KerNp then for all involved indices i, j,

iαij + (i+ 1)αi+1,j + αi,j+p = 0.

This implies that αij = 0 if either i 6= 0 or j > p.
Indeed, take i = p − 1. Then −αp−1,j + αp−1,j+p = 0. Because for j ≫ 0,
αp−1,j = 0 it implies that all αp−1,j = 0. Then proceed similarly with i = p−2
and so on. This proves that all αij = 0 if i 6= 0. It remains to note that for
i = 0, our relations give α0,j+p = 0 for all j > 0. �

As earlier, consider the category L̃0. Remind that its objects are the triples
(L, F (L), ϕ), where L ⊃ F (L) areW-modules and ϕ : F (L) −→ L is a σ-linear

morphism. For any object L = (L, F (L), ϕ,NS) ∈ L̃, agree to use the same

notation L for the corresponding object (L, F (L), ϕ) ∈ L̃0.
For all n > 0, set Acr,n = (Acr,n, F (Acr,n), ϕ) ∈ L̃0 with Acr,n = Acr/p

nAcr,
F (Acr,n) = F (Acr)/p

nF (Acr) and induced ϕ. Here the W-module structure
on Acr,n is defined by the morphism of W (k)-algebras W −→ Acr,n such that
u 7→ [x0]. Denote by Acr,∞ the inductive limit of all Acr,n.

Suppose L ∈ Lt and f ∈ HomL̃(L,Ast,n). Then by Propositions 4.1 and 4.3,

f(ϕ(F (L))) ⊂ ⊕
j>0

Acr,nγj(log(1 +X)).

Consider the formal embedding of the algebra Ast,n into the completion∏
j>0Acr,nγj(log(1 + X)) of ⊕j>0Acr,nγj(log(1 + X)) such that X 7→∑
j>1 γj(log(1+X)). Then any element of Ast,n can be uniquely written in the

form
∑

j>0 ajγj(log(1 + X)), where all aj ∈ Acr,n. Note that the W-module
structure on Ast,n is given via the map

u 7→ [x0]/(1 +X) = [x0]
∑

j>0

(−1)jγj(log(1 +X)).

For j > 0, introduce the W (k)-linear maps fj ∈ Hom(L,Acr,n) such that for
any l ∈ L, one has f(l) =∑j>0 fj(l)γj(log(1+X)). Then using methods from

[6] obtain the following property.

Proposition 4.4. a) The correspondence f 7→ f0 induces isomorphism of
abelian groups Vt(L) = HomL̃0

(L,Acr,n);

b) for any j > 0 and l ∈ L, fj(l) = f0(N
j(l)).

Corollary 4.5. The functor Vt is exact.
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Proof. Let Lt0 be the full subcategory of L̃0 consisting of the triples (L, F (L), ϕ)
coming from all L = (L, F (L), ϕ,N) ∈ Lt. By Proposition 4.4 it will be
sufficient to prove that the functor Vt

0 : Lt0 −→ (Ab), such that Vt
0(L) =

HomL̃0
(L,Acr,∞), is exact. The verification can be done by devissage along

the lines of paper [13]. �

Remark. One can simplify the verification of above corollary by replac-

ing Acr,1 by the corresponding object Ãcr,1 related to the module Ãcr,1 =
(R/xp0)T1 ⊕ (R/xp0) introduced in Subsection 4.2 below.

Corollary 4.6. For L ∈ Lf , let {L(n), in}n>0 be the corresponding p-divisible

group in the category Lft. Then in notation of Corollary 3.2, T ∗
st(L) =

lim←−
n

Vt(L(n)).

4.2. The functor V [1]∗. Note the following case of Proposition 4.4.

Proposition 4.7. Suppose L = (L, F (L), ϕ,N) ∈ Lt[1]. Then there is
an isomorphism of abelian groups Vt(L) ≃ HomL̃0

(L,Acr,1). In addition,

ΓF acts on Vt(L) via its natural action on Ast,1 and the identification ιL :
HomL̃0

(L,Acr,1) −→ HomL̃(L,Ast,1) such that if f0 ∈ HomL̃0
(L,Acr,1) then

for any l ∈ L,
ιL(f0)(l) =

∑

j>0

f0(N
j(l))γj(log(1 +X))

Introduce the functor V [1]∗ := Vt|Lt[1]◦Π−1 : L∗ −→ MΓF , where Π : Lt[1] −→
L∗ is the equivalence of categories from Corollary 3.10.

Proposition 4.8. On the subcategory of unipotent objects L∗u of L∗ the func-
tors V [1]∗ and V∗ coincide.

Proof. The definition of Acr implies that Acr,1 = (R/xp0)[T1, T2, . . . ]<p, where
for all indices i > 1, Ti comes from γpi([x0] + p) and T p

i = 0. Set F (Acr,1) =

Filp−1Acr,1 = (xp−1
0 R/xp0R)⊕ (R/xp0)I1, where the ideal I1 is generated by all

Ti. Then the corresponding map ϕ : F (Acr,1) −→ Acr,1 is uniquely determined

by the conditions ϕ(xp−1
0 ) = 1 − T1, ϕ(T1) = 1 and ϕ(Ti) = 0 if i > 2. In

particular, ϕ(Acr,1) ⊂ (R/xp0)T1 ⊕ (R/xp0).

Let Ãcr,1 = Acr,1/J1 with the induced structure of filtered ϕ-module Ãcr,1,
where the ideal J1 of Acr,1 is generated by the elements T1x

p
0 and Ti with i > 2.

Then the projection Acr,1 −→ Ãcr,1 induces for any object L = (L, F (L), ϕ,N)
of the category L∗, the identification (use that ϕ|J = 0)

HomL̃0
(L,Acr,1) = HomL̃0

(L, Ãcr,1).

Introduce a0, a−1 ∈ Hom(L,R/xp0) such that for any m ∈ L, f0(m) =
a−1(m)T1 + a0(m). Note that a0 and a−1 are W1-linear, where the multi-
plication by u on L correspondes to the multiplication by x0 in R/xp0.
Then for any m ∈ F (L), the requirement f0(ϕ(m)) = ϕ(f0(m)) is equivalent
to the conditions
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(4.1)

a0(ϕ(m)) = a−1(m)p +
a0(m)p

x
p(p−1)
0

a−1(ϕ(m)) = −a0(m)p

x
p(p−1)
0

Note that these conditions depend only on m̄ = mmodupL.

Consider the operator V : L −→ L from Subsection 1.5. Clearly, V (upL) ⊂
uF (L) and for L̄ := L/upL, we obtain the induced operator V̄ : L̄ −→ L̄ (use
that F (L)/uF (L) ⊂ L/upL).
For any m ∈ L̄, relations (4.1) can be rewritten as follows:

a0(m) =
a0(V̄ m)p

x
p(p−1)
0

+ a−1(V̄ m)p

a−1(m) = −a0(V̄ m)p

x
p(p−1)
0

Therefore, if L is unipotent then for any m ∈ L̄,
a−1(m) = −a0(m) + a−1(V̄ m)p = −a0(m) + a−1(V̄

2m)p
2

= · · · = −a0(m).

This implies that for any m ∈ F (L̄), a0(ϕ(m)) = a0(m)p/x
p(p−1)
0 . In other

words, we have a natural identification

HomL̃0
(L, R̃u) = HomL̃0

(L, Ãcr,1)

coming from the map of filtered ϕ-modules R̃u −→ Ãcr,1 given by the R-

linear map R/xp0 −→ Ãcr,1 = (R/xp0)T1 ⊕ (R/xp0) such that for any r ∈ R/xp0,
r 7→ (−rT1, r). (For the definition of R̃ ∈ L∗0 cf. Subsection 2.2.)
This implies that for all unipotent L ∈ L∗u, there is a natural identification of

ΓF -modules V [1]∗(L) = V∗(L). Indeed, the above embedding R/xp0 −→ Ãcr,1

can be extended to the embedding of Rst/x
p
0Rst to

Ãst,1 =
∏

j>0

Ãcr,1γj(log(1 +X)),

which induces the above identification. �

4.3. Splittings Θ and Θ̃. Suppose L = (L, F (L), ϕ,N) ∈ L∗. Then there is
a standard short exact sequence

(4.2) 0 −→ Lu i−→ L j−→ Lm −→ 0,

where (Lu, i) is the maximal unipotent subobject and (Lm, j) is the maximal
multiplicative quotient of L.
If Lm = (Lm, F (Lm), ϕ,N) then F (Lm) = Lm = L0 ⊗Fp

W1, where L0 = {l ∈
Lm | ϕ(l) = l}. Suppose S : Lm −→ F (L) ⊂ L is aW1-linear section. Then for
any l0 ∈ L0, S(l0) = ϕ(S(l0)) + g(l0), where g ∈ Hom(L0, L

u). If S′ : Lm −→
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F (L) is another W1-linear section then for any l0 ∈ L0, S
′(l0) = ϕ(S′(l0)) +

g′(l0). Here g
′ ∈ Hom(L0, L

u) is such that for some h ∈ Hom(L0, L
u), one has

(g′ − g)(l0) = h(l0)− ϕ(h(l0)).
Proposition 4.9. a) There is a section S such that g(L0) ⊂ uLu.
b) If g(L0), g

′(L0) ⊂ uLu then h(L0) ⊂ uF (Lu).

Proof. a) It will be sufficient to prove that for any l ∈ Lu, there is an h ∈ F (Lu)
such that l ≡ h− ϕ(h)moduLu.
Suppose n0 > 1 is such that V n0(Lu) ⊂ uF (Lu). Then for all n > n0,
V n(Lu) ⊂ uF (Lu). Let h = −(V l+V 2l+· · ·+V n0+1l). By the definition of the
operator V for all 1 6 i 6 n0 + 1, V il ∈ F (Lu) and ϕ(V il) ≡ V i−1lmoduLu.
Therefore, h ∈ F (Lu) and ϕ(h) ≡ −(l + V l + · · ·+ V n0 l) ≡ −l+ hmoduLu.
b) We must prove that if h ∈ F (Lu) and h− ϕ(h) ∈ uLu then h ∈ uF (Lu).
Indeed, we have V (h) − h ∈ V (uLu) ⊂ uF (Lu) and for all n > 1, V n(h) ≡
hmoduF (Lu) implies that h ∈ uLu. Therefore, ϕ(h) ∈ uLu and h ∈ uF (Lu).

�

Proposition 4.10. With above notation the short exact sequence

0 −→ V [1]∗(Lm) −→ V [1]∗(L) −→ V [1]∗(Lu) −→ 0

obtained from (4.2) by applying V [1]∗, has a canonical functorial splittings Θ :

V [1]∗(Lu) −→ V [1]∗(L) and Θ̃ : V [1]∗(L) −→ V [1)]∗(Lm) in the category MΓF .

Proof. It will be sufficient to prove the existence of a functorial splitting

Θ : HomL̃0
(Lu, Ãcr,1) −→ HomL̃0

(L, Ãcr,1)

of the epimorphism HomL̃0
(L, Ãcr,1)→ HomL̃0

(Lu, Ãcr,1), obtained from exact

sequence (4.2).
Suppose f0 = (a−1, a0) : Lu −→ (R/xp0)T1 ⊕ (R/xp0) belongs to

HomL̃0
(Lu, Ãcr,1). Here a−1, a0 ∈ HomW1(L

u, R/xp0) and for any l ∈ Lu,

a−1(l) = −a0(l), cf. Subsection 4.2.
Let S : Lm −→ L be a W1-linear section such that for any l ∈ L0, S(l0) =
ϕ(S(l0)) + g(l0), where g ∈ Hom(L0, uL

u).
Extend f0 to Θ(f0) = (a−1, a0) : L −→ (R/xp0)T1 ⊕ (R/xp0) by setting
a0(S(l0)) = −a−1(S(l0)) = X , where X is a unique element of R/xp0 such that

X − X p/x
p(p−1)
0 = a0(g(l0)). One can prove that Θ(f0) ∈ HomL̃0

(L, Ãcr,1) by

verifying relations (4.1) with m = S(l0). �

4.4. A modification of Breuil’s functor. Remind that Breuil’s func-
tor Vt : Lt −→ MΓF attaches to any L ∈ Lt, the ΓF -module V(L) =
HomL̃(L,Ast,∞).

Proposition 4.11. The functor Vt is fully faithful on the subcategory of unipo-
tent objects Lt,u.
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Proof. Indeed, by Subsection 2.3, V [1]∗ is fully faithful. Then the exactitude
of Vt together with Proposition 4.8 implies that Vt|Lu,t is fully faithful. �

Proposition 4.10 implies that Vt is very far from to be fully faithful on the
whole Lt: if L ∈ Lt[1] and 0 −→ Lu −→ L −→ Lm −→ 0 is the standard exact
sequence then the corresponding sequence of ΓF -modules admits a functorial
splitting.

Introduce a modification Ṽft : Lft −→ MΓF of Breuil’s functor.

Suppose L ∈ Lft. From the definition of the category Lft in Subsection 3 it
follows the existence of L′ ∈ Lft such that pL′ = L. More precisely, there are
a strict monomorphism iL′ : L −→ L′ and a strict epimorphism jL′ : L′ −→ L
such that p idL′ = iL′ ◦ jL′ . (Note that jL′ ◦ iL′ = p idL.)
Consider the following short exact sequences

(4.3) 0 −→ L iL′−→ L′ Cp−→ pL′ −→ 0

(4.4) 0 −→ L′p
Kp−→ L′ jL′−→ L −→ 0

and consider the corresponding sequence of ΓF -modules and their morphisms

Vt(pL′u) Θ−→ Vt(pL′)
Vt(Cp)−→ Vt(L′) Vt(Kp)−→ Vt(L′p)

Θ̃−→ Vt(L′mp ).

As earlier, for any L ∈ Lft, Lu is the maximal unipotent subobject and Lm is
the maximal multiplicative quotient object for L.

Lemma 4.12. Ker(Θ̃ ◦ Vt(Kp)) ⊃ Im(Vt(Cp) ◦Θ).

Proof. The section Θ depends functorially on objects of the category Lt[1] ⊃
Lft[1]. Therefore, we have the following commutative diagram

Vt(pL′u)
Vt(Cu

p ◦Ku
p )

//

Θ

��

Vt(L′up )

Θ

��
Vt(pL′)

Vt(Cp◦Kp) // Vt(L′p)

and Θ̃ ◦ Vt(Kp) ◦ Vt(Cp) ◦Θ = (Θ̃ ◦Θ) ◦ Vt(Cu
p ◦Ku

p ) = 0. �

Definition. Set Vt
L′(L) = Ker(Θ̃ ◦ Vt(Kp))/Im (Vt(Cp) ◦Θ).

Proposition 4.13. With above notation one has:
a) Vt

L′(L) = CokerVt(Cp) = Vt(L) if L ∈ Lu,ft;

b) Vt
L′(L) = KerVt(Kp) = Vt(L) if L ∈ Lm,ft;

c) for any L ∈ Lft, we have the induced exact sequence of ΓF -modules
0 −→ Vt(Lm) −→ Vt

L′(L) −→ Vt(Lu) −→ 0. This sequence depends func-
torially on the pair (L,L′).
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Proof. The parts a) and b) are obtained directly from definitions. In order to
prove c), note that pL′ = L implies that pL′u = Lu and pL′m = Lm. This
gives a functorial sequence

0 −→ Vt
L′m(Lm) −→ Vt

L′(L) −→ Vt
L′u(Lu) −→ 0.

Then standard diagram chasing proves that this sequence is exact. �

Proposition 4.14. Suppose for a given L ∈ Lft, the objects L′,L′′ ∈ Lft are
such that pL′ = pL′′ = L. Then there is a natural isomorphism f(L′,L′′) of
ΓF -modules such that the following diagram is commutative

0 // Vt(Lm)

id

��

// Vt
L′′(L)

f(L′,L′′)

��

// Vt(Lu)

id

��

// 0

0 // Vt(Lm) // Vt
L′(L) // Vt(Lu) // 0

(The lines of this diagram are given by Prop 4.13)

Proof. By replacing L′′ by L′∏
L

L′′ with respect to strict epimorphisms jL′ and

jL′′ , we can assume that there is a map f : L′′ −→ L′ which induces the
identity map pL′′ = L −→ pL′ = L. Then the existence of f(L′,L′′) follows
from functoriality and diagram chasing implies that it induces the identity
maps on Vt(Lu) and Vt(Lm). �

Definition. For L,L′ ∈ Lft such that pL′ = L, set Ṽft(L) = Vt
L′(L).

The correspondence L −→ Ṽft(L) induces the additive exact functor

Ṽft : Lft −→ MΓF .

4.5. ϕ-filtered module Ãcr,2 ∈ L̃0. Let ξ = [x0] + p ∈ W (R) ⊂ Acr, and
for n ∈ N, γn(ξ) = ξn/n!

Lemma 4.15. If n > 2p then ϕ(γn(ξ)) ∈ p2Acr.

Proof. We have ϕ(γn(ξ)) = (pn−p+1/n!)([x0]
p/p + 1)n. Therefore, it will be

sufficient to verify that for n > 2p, vp(n!) + p + 1 6 n. Using the estimate
vp(n!) < n/(p − 1) we obtain that the required inequality holds for p > 5 if
n > p+ 3 and for p = 3 if n > 8. It remains to check that our inequality holds
for p = 3 and n ∈ {6, 7}. �

Let J2 be the closed ideal in Acr generated by [x0]
pξp/p and all ξn/n! with

n > 2p. Then J2 ⊂ F (Acr) and ϕ(J2) ⊂ p2Acr. Introduce Ãcr,2 =
Acr/(J2 + p2Acr) and consider the corresponding induced filtered ϕ-module

Ãcr,2 = (Ãcr,2, F (Ãcr,2), ϕ) ∈ L̃0. Clearly, for any L ∈ Lt0, the natu-

ral projection Acr,2 → Ãcr,2 induces the identification HomL̃0
(L,Acr,2) =

HomL̃0
(L, Ãcr,2).

Consider the structure of Ãcr,2 more closely.
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Let T1 = ξp/p. With obvious notation the elements of Ãcr,2 can be written

uniquely modulo the subgroup [xp0R]T1 + [x2p0 R] + p[xp0R] + p2W (R) in the
form [r−1]T1 + [r0] + p[r1], where r−1, r0, r1 ∈ R. Informally, we shall use

that r−1, r1 ∈ R/xp0 and r0 ∈ R/x2p0 . The W (R)-module structure on Ãcr,2 is
induced by usual operations on Teichmuller’s representatives and the relation
pT1 ≡ [x0]

p mod p2W (R). (Use that T1 ≡ [x0]
p/p+ p[x0]

p−1mod p2W (R).)

The S-module structure on Ãcr,2 is induced by the W (k)-algebra morphism

S −→ W (R) such that u 7→ [x0]. Then F (Ãcr,2) is generated over W (R) by
the images of T1 and ξp−1. Note that ξp−1 ≡ [x0]

p−1 − p[x0]p−2 mod p2W (R).

The map ϕ : F (Ãcr,2) −→ Ãcr,2 is uniquely determined by the knowledge of
ϕ(T1) and ϕ(ξ

p−1). Note that

ϕ(T1) =

(
1 + [x0]

p

p

)p

≡ 1 + [x0]
p mod(J + p2Acr,2 + p[mR])

ϕ(ξp−1) =

(
1 +

[x0]
p

p

)p−1

≡ 1− T1 mod (J + p2Acr,2 + p[mR])

Suppose L ∈ Lft[1] and L′ ∈ Lft is such that pL′ = L. Consider short exact
sequences (4.3) and (4.4). Then the points f ∈ Vt(pL′) and Vt(Cp)(f) ∈ Vt(L′)
are related via the commutative diagram

L′

Cp

��

Vt(Cp)(f) // Ãcr,2

��

pL′
f // Ãcr,1

where the right vertical arrow is induced by the correspondence

[r−1]T1 + [r0] + p[r1] 7→ [r−1]T1 + [r0 modxp0].

Similarly, the points g ∈ Vt(L′) and Vt(Kp)(g) ∈ Vt(L′p) are related via the
commutative diagram

L′
g // Ãcr,2

L′p

Kp

OO

Vt(Kp)(g) // Ãcr,1

OO

where the right vertical arrow is induced by the correspondence

[r−1]T1 + [r0] 7→ [r−1x
p
0] + p[r0].
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4.6. Filtered ϕ-modules A0
cr,1 and A0

cr,2. Let A0
cr,2 be the W (R)-

submodule of Ãcr,2 consisting of elements [r−1]T1 + [r0] + p[r1] such that

r−1 = −r0 modxp0. Then F (A0
cr,2) = F (Ãcr,2) ∩ A0

cr,2 is generated over W (R)

by [xp−1
0 ]T1 + ξp−1 and the congruence

ϕ([xp−1
0 ]T1 + ξp−1) ≡ −T1 + 1mod (J2 + p2Acr,2 + p[mR])

implies that ϕ(F (A0
cr,2)) ⊂ A0

cr,2 and A0
cr,2 = (A0

cr,2, F (A
0
cr,2), ϕ) ∈ L̃0.

Note that pA0
cr,2 = (pA0

cr,2, pF (A
0
cr,2), ϕ) ∈ L̃0. Then in notation from Subsec-

tion 4.4, one has:
• ImΘ = HomL̃0

(pL′, pA0
cr,2);

• Vt(Cp)(ImΘ) = HomL̃0
(L′, pA0

cr,2);

• KerΘ̃ = HomL̃0
(L′p, pA0

cr,2);

• Ker(Θ̃ ◦ Vt(Kp)) = HomL̃0
(L′,A0

cr,2).

Therefore, Ṽft(L) = Vt
L′(L) = HomL̃0

(L′,A0
cr,2/pA0

cr,2) =

HomL̃0
(L,A0

cr,2/pA0
cr,2).

4.7. The functor C̃Vft. Let L ∈ Lft and let iet : Let −→ L be the maximal
etale subobject of L.

Definition. C̃Vft : Lft −→ CMΓF is the functor induced by the correspon-

dence L 7→ C̃Vft(L) = (Ṽft(L), Ṽft(Let), Ṽft(iet)).

The functor C̃Vft is not very far from Breuil’s functor Vt but it satisfies the
following important property.

Proposition 4.16. The functor C̃Vft is fully faithful.

Proof. By standard devissage it will be sufficient to verify this property for the

restriction C̃Vft|Lft[1]. Due to Proposition 2.13 it will be sufficient to verify

that the functor Ṽft|Lft[1] ◦Π−1 coincides with the functor V∗ from Subsection
2.2. This can be proved similarly to the proof of the corresponding fact for
unipotent objects in Subsection 4.2 as follows.
Let

A0
st,2 =

∏

j>0

A0
cr,2γj(log(1 +X)) ⊂ Ãst,2 =

∏

j>0

Ãcr,2γj(log(1 +X))

with induced structures of the objects A0
st,2 and Ãst,2 of the category L̃. Then

from Subsection 4.6 it follows that

Vt(L) = HomL̃(L,A0
st,2/pA0

st,2).

One can see easily that the correspondence

[r0 modxp0]T1 + [r0] + p[r1] 7→ (r0 + xp0r1)modxp0mR
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induces the morphism A0
cr,2/pA0

cr,2 −→ R0 in the category L̃0. This morphism

induces a unique identification of the abelian groups Vt(L) and Hom(L,R0) =
V∗(L). Now going to a suitable factor of the object A0

st,2/pA0
st,2 we obtain that

this identification is compatible with the ΓF -actions on both abelian groups.
�

Now we can describe all Galois invariant lattices of semi-stable Qp[ΓF ]-modules
with weights from [0, p).

Corollary 4.17. Suppose V is a semi-stable representation of ΓF with weights
from [0, p), dimQp

V = s and T is a ΓF -invariant lattice in V . Then there is

a p-divisible group {L(n), in}n>0 of height s in Lft such that lim←−
n

C̃Vft(L(n)) =

(T, T et, iet) ∈ CMΓF .

5. Proof of Theorem 0.1.

As earlier, p is a fixed prime number, p 6= 2. Starting Subsection 5.2 we assume
p = 3.

5.1. For all prime numbers l, choose embeddings of algebraic closures Q̄ ⊂ Q̄l

and use them to identify the inertia groups Il = Gal(Q̄l/Ql,ur), where Ql,ur

is the maximal unramified extension of Ql, with the appropriate subgroups in
ΓQ = Gal(Q̄/Q).

Introduce the category MΓt
Q. Its objects are the pairs HQ = (H, H̃st), where H

is a finite Zp[ΓQ]-module unramified outside p and H̃st = (Hst, H
0
st, i) ∈ CMΓst

F ,

where H |Ip = Hst, F = W (F̄p)[1/p] and CMΓst
F is the image of the functor

C̃Vft from Subsection 4.7. The morphisms in MΓt
Q are compatible morphisms of

Galois modules. Clearly, the category MΓt
Q is special pre-abelian, cf. Appendix

A.
Let MΓt

Q[1] be the full suibcategory of killed by p objects in MΓt
Q. Denote by

K(p) an algebraic extension of Q such that for any HQ = (H, H̃st) ∈ MΓt
Q[1],

ΓK(p) = Gal(Q̄/K(p)) acts trivially on H . In other words, K(p) can be taken
as a common field-of-definition of points of all such ΓQ-modules H .
Now assume that

(C) K(p) is totally ramified at p.

Under this assumption we have a natural identification Gal(K(p)/Q) =
Gal(K(p)F/F ), that is the Galois group of the global extension K(p)/Q comes
as the Galois group of its completion over F . Therefore, we can identify
MΓt

Q[1] with the full subcategory of CMΓst
F , consisting of (Hst, H

0
st, i) such

that pHst = 0 and all points of Hst are defined over K(p)F . In other words,
the objects of MΓt[1] can be described via our local results about killed by p
subquotients of semistable representations of ΓF .
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Denote by MΓft
Q [1] a full subcategory in MΓt

Q[1] which consists of killed by p

subquotients of p-divisible groups in the category MΓt
Q.

Let F ′ be the maximal tamely ramified extension of F in K(p)F . Then
Gal(F ′/F ) is abelian group of order prime to p (use that the residue field of F
is algebraically closed) and Gal(K(p)F/F ′) is a p-group. This gives an abelian
extension K′ of Q in K(p) of prime-to-p degree and such that K(p)/K′ is a
p-extension. This extension is unramified outside p and, therefore, it coincides
(use class field theory) with Q(ζp). In particular, all simple objects in MΓt

Q[1]
are of the form F(j) = (Fp(j), 0, 0) if 1 6 j < p and F(0) = (Fp(0),Fp(0), id )
if j = 0.

Let Lft
Q [1] and Lt

Q[1] be the full subcategories of Lt[1] mapped by the functor

C̃Vft to the objects of MΓft
Q [1] and, resp., MΓt

Q[1]. Clearly, LftQ [1] is a full

subcategory in Lft[1] and the only simple objects in these categories are L(r),
where r ∈ {j/(p− 1) | j = 0, 1, . . . , p− 1}.
Suppose H∞ = {H(n)

Q , in}n>0 is a p-divisible group in the category MΓt
Q. Here

all H
(n)
Q = (H(n), H̃

(n)
st ) are objects of the category MΓt

Q. Let L ∈ LftQ [1]

be such that C̃Vft(L) = H̃
(1)
st . Note that the maximal etale subobject Let

of L is isomorphic to L(0)net , where net = net(L) ∈ Z>0, and L/Let has no
simple subquotients isomorphic to L(0). Similarly, the corresponding maximal
multiplicative quotient Lm is isomorphic to L(1)nm , where nm = nm(L) ∈ Z>0,
and the kernel of the canonical projection L −→ Lm has no simple subquotients

isomorphic to L(1). Therefore, for anyM∈ LftQ [1],

ExtLft

Q
[1](L(0),M) = ExtLft

Q
[1](M,L(1)) = 0.

This implies that for any H ∈ MΓft
Q [1],

ExtMΓft

Q
[1](H,F(0)) = ExtMΓft

Q
[1](F(1), H) = 0.

Therefore, by Theorem A.5 of Appendix A there is an embedding of p-divisible
groups H∞,m ⊂ H∞, where H(1)m = F(1)nm , and there is a projection of
p-divisible groups H∞ −→ H∞,et, where H(1)et = F(0)net .
For similar reasons,

ExtMΓft

Q
[1](F(0),F(0)) = ExtMΓft

Q
[1](F(1),F(1)) = 0

and by TheoremA.4 of Appendix A, the corresponding p-divisible groupsH∞,m
Q

and H∞,et
Q are unique. Therefore they coincide with the products of trivial p-

divisible groups (Qp/Zp)(p− 1) and, resp., (Qp/Zp)(0).
We state this result in the following form.

Proposition 5.1. Under assumption (C), for any p-divisible group H∞ in the
category MΓt

Q there is a filtration of p-divisible groups

H∞ ⊃ H∞
1 ⊃ H∞

0
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such that H∞
0 = (Qp/Zp)(p − 1)nm , H∞/H∞

1 = (Qp/Zp)(0)
net and all simple

subquotients of H∞
1 /H∞

0 belong to {Fp(j)|1 6 j 6 p− 2}.
5.2. Assume that p = 3.

Lemma 5.2. K(3) = Q( 3
√
3, ζ9), where ζ9 is 9-th primitive root of 1.

This Lemma will be proved in Subsection 5.3 below.
In particular, K(3) satisfies the assumption (C).

Proposition 5.3. If H∞ is a 3-divisible group in MΓt
Q then in its filtration

from Proposition 5.1 the 3-divisible group Ĥ∞ = H∞
1 /H∞

0 is a product of
finitely many trivial 3-divisible groups (Q3/Z3)(1).

Proof. Let L̂Q be the full subcategory of LftQ [1] consisting of objects L such that

Lm = Let = 0. This category has only one simple object L(1/2). Let M̂ΓQ

be the full subcategory in MΓft
Q [1] consisting of the objects C̃Vft(L), where

L ∈ L̂Q. Then L̂Q and M̂ΓQ are antiequivalent categories and Ĥ(1) ∈MΓQ. By
Theorems A.4 and A.5 our Proposition is implied by the following result. �

Proposition 5.4. ExtL̂Q
(L(1/2),L(1/2)) = 0.

Proof. Consider the equivalence of the categories Π : Lt −→ L∗ from Corollary

3.10. This equivalence transforms the functor C̃Vft into the functor CV∗ from
Section 2, cf. the proof of Proposition 4.16. Therefore, the objects L of the
category Π(Lt

Q) := L∗
Q are characterised by the condition that all points of

V∗(L) are defined over the field K(3)F . The objects L of the category Π(L̂Q) :=
L̂∗Q are characterised by the additional properties: they are all obtained by
subsequent extensions via L(1/2) and V∗(L) appears as a subquotient of semi-
stable representation of ΓF with Hodge-Tate weights from [0,2].
Introduce the object L(1/2, 1/2) = (L, F (L), ϕ,N) of the category L∗ as fol-
lows:
• L =W1l ⊕W1l1;
• F (L) is spanned by ul1 and ul+ l1;
• ϕ(ul1) = l1, ϕ(ul + l1) = l;
• N(l1) ≡ 0modu3L, N(l) ≡ l1 modu3L.
Clearly, L(1/2, 1/2) has a natural structure of an element of the group
ExtL∗(L(1/2),L(1/2)).
Lemma 5.5. a) L(1/2, 1/2) ∈ L∗

Q;
b) ExtL∗

Q
(L(1/2),L(1/2)) ≃ Z/3 and is generated by the class of L(1/2, 1/2);

c) ExtL∗

Q
(L(1/2),L(1/2, 1/2)) = ExtL∗

Q
(L(1/2, 1/2),L(1/2)) = 0.

This Lemma will be proved in Subsection 5.4 below.
Lemma 5.5 implies that ExtL∗

Q
(L(1/2, 1/2),L(1/2, 1/2)) = 0 and, therefore,

any object L of L∗Q is the product of several copies of L(1/2) and L(1/2, 1/2).
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Suppose L = L1 × L(1/2, 1/2) ∈ L̂∗

Q. Then there is a 3-divisible

group H̃∞ in MΓt
Q such that H̃(1) = H ′ × H(1/2, 1/2), where H ′

and H(1/2, 1/2) = CV∗(L(1/2, 1/2)) belong to M̂ΓQ. Clearly, we have
ExtMΓft

Q
[1](H

′, H(1/2, 1/2)) = 0 and applying Theorem A.5 we obtain a 3-

divisible group H∞ in MΓt
Q such that H(1) = H(1/2, 1/2). This implies the

existence of 2-dimensional semi-stable (and non-crystalline) representation of
ΓF with the only simple subquotient F3(1), that is for any Galois invariant
lattice T of such representation, the ΓF -module T/3T has semi-simple enve-
lope F3(1) × F3(1). This situation appears as a very special case of Breuil’s
description of 2-dimensional semi-stable (and non-crystalline) representations.
According to Theorem 6.1.1.2 of [5] the corresponding semi-simple envelope is
either F3(0)× F3(1) or F3(1)× F3(2). The proposition is proved. �

Now our main Theorem appears as the following Corollary.

Corollary 5.6. If Y is a projective variety with semi-stable reduction modulo
3 and good reduction modulo all primes l 6= 3 then h2(YC) = h1,1(YC).

Proof. Indeed, let V be the Q3[ΓF ]-module of 2-dimensional etale cohomology
of Y . Then it is a semi-stable representation of F and its ΓF -invariant lattice
determines a 3-divisible group in the category MΓt

Q. By Proposition 5.3 this 3-
divisible group can be built from the Tate twists (Q3/Z3)(i), i = 0, 1, 2. Equiva-
lently, all ΓF -equivariant subquotients of V are Q3(i) with i = 0, 1, 2. Applying
the Riemann Conjecture (proved by Deligne) to the reductions Y mod l with
l 6= 3, we obtain that Q(0) and Q(2) do not appear. Therefore, V is the product
of finitely many Q3(1) and h

2(YC) = h1,1(YC). �

5.3. Proof of Lemma 5.2. Use the ramification estimate from Subsection
2.9 to deduce that the normalized discriminant of K(3) over Q satisfies the in-

equality |D(K(3)/Q)|[K(3):Q]−1

< 33−1/3 = 18.72075. Then Odlyzko estimates
imply that [K(3) : Q] < 230 [11].

Let K0 = Q(ζ9) and K1 = Q( 3
√
3, ζ9). Then K0 is the maximal abelian exten-

sion of Q in K(3) and K1 ⊂ K(3). We have also the inequality [K(3) : K1] < 60
and, therefore, Gal(K(3)/Q) is soluble.
Prove that K1 = K(3).
Suppose the field K2 is the maximal abelian extension of K1 in K(3). One
can apply the computer package SAGE to prove that the group of classes of
K1 is trivial. Therefore, K2 is totally ramified at 3 and Gal(K2/Q) coin-
cides with the Galois group of the corresponding 3-completions. In particular,
the maximal tamely ramified subextension of these completions comes from
Q(ζ3) and, therefore, K2/K1 is 3-extension. Therefore, there is an η ∈ O∗

K1

such that K1( 3
√
η) ⊂ K2. Then a routine computation shows that the nor-

malized discriminant for K1( 3
√
η) over Q is less than 33−1/3 if and only if

η ≡ 1modO∗3
K1

(1 + 3OK1)
×. The Lemma will be proved if we show that such

η ∈ O∗3
K1

. (This is equivalent to the Leopoldt Conjecture for the field K1.) This
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was proved via a SAGE computer program written by R.Henderson (Summer-
2009 Project at Durham University supported by Nuffield Foundation). This
program, cf. Appendix B, constructed a basis εimodO∗3

K1
, 1 6 i 6 9, of

O∗
K1
/O∗3

K1
such that 18v3(εi−1) takes values in the set {1, 2, 4, 5, 7, 8, 10, 13, 16}.

In other words, v3(η − 1) > 1 > 16/18 implies that η ∈ O∗3
K1

.
Lemma 5.2 is proved.

5.4. Proof of Lemma 5.5. a) Use the notation from the definition of the
functor Vt in Subsection 4.
If f0 ∈ Vt(L(1/2, 1/2)) then the correspondence f0 7→ (f0(l1), f0(l)) identi-
fies Vt(L(1/2, 1/2)) with the F3-module of couples (X10, X0) ∈ (R/x60)

2 such
that X3

10/x
3
0 = X10 and (X3

0 + X10)/x
3
0 = X0. Then the F3[ΓF ]-module

Vt(L(1/2, 1/2)) is identified with the module formed by the images of all

(X10, X0 +X10Y ) ∈ (R0
st)

2 in R̃0
st = R0

st/(x
3
0mR + x20mRY + x0mRY

2).
In particular, the corresponding ΓF -action on Vt(L(1/2, 1/2)) comes from the
natural ΓF -action on the residues of X10 and X0 modulo x30mR. Notice there
is a natural ΓF -equivariant identification

ι : mR/(x
3
0mR) −→ m̄/3m̄,

where m̄ is the maximal ideal of the valuation ring of Q̄3. This isomorphism ι

comes from the map r 7→ r(1), where for r = lim←−
n

(rn mod p), r(1) := lim
n→∞

rp
n

n+1.

Then Hensel’s Lemma implies the existence of unique Z10, Z0 ∈ m̄ such that the
following equalities hold ι(X10 modx30mR) = Z10mod 3m̄, ι(X0 modx30mR) =
Z0 mod 3m̄, Z3

10 + 3Z10 = 0 and Z3
0 + 3Z0 = −Z10.

Clearly, F (Z10, Z0) = F (ζ9). Therefore, if τ ∈ ΓF is such that τ(ζ9) = ζ9 then
τ(X10) = X10 and τ(X0) = X0.

Finally, it follows directly from definitions that if τ( 3
√
3) = 3

√
3 then τ acts as

identity on the image of Y in R̃0
st. The part a) of the Lemma is proved.

b) Suppose L = (L, F (L), ϕ,N) ∈ ExtL∗

Q
(L(1),L(1)). Then L = W1l ⊕W1l1,

there is an w ∈ W1 such that F (L) is spanned by ul1 and ul+wl1 overW1, and
one has ϕ(ul1) = l1, ϕ(ul + wl1) = l, N(l1) ∈ u3L and N(l1) ≡ w3l1 modu3L.
Notice that L splits in L∗ iff w ∈ uW1. Therefore, we can assume that w =
α ∈ k.
Then the field-of-definition of all points of Vt(L) contains the field-of-definition
of all solutions (X1, X)modx30mR ∈ (R/x30mR)

2 of the following congruences:
X3

1/x
3
0 ≡ X1modx30mR and (X3 + α3X1)/x

3
0 ≡ Xmodx30mR.

Let x1 ∈ R be such that x21 = x0. Then we can take X1 = x31 and for T = X/x31
one has the following Artin-Schreier-type congruence:

T 3 − T ≡ −α3/x6 modmR.

Using calculations from above part a) we can conclude that L ∈ L∗Q if and only if
the field-of-definition of T modmR over k((x1)) belongs to the field-of-definition
of T0modmR over k((x1)), where T

3
0 −T0 ≡ −x−6

1 modmR. By Artin-Schreier
theory this happens if and only if α ∈ F3 and,therefore, L ≃ L(1/2, 1/2).
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c) Suppose L = (L, F (L), ϕ,N) ∈ ExtL∗

Q
(L(1/2),L(1/2, 1/2)).

Then we can assume that:
— L =W1l ⊕W1l1 ⊕W1m;
— F (L) is spanned overW1 by ul1, ul+l1 and um+wl+w1l1 with w,w1 ∈ W1;
— ϕ(ul1) = l1, ϕ(ul + l1) = l and ϕ(um+ wl + w1l1) = m.
Then the condition u2m ∈ F (L) implies that wl1 ∈ F (L), or w ∈ uW1 and
we can assume that w = 0. Then the submodule W1m +W1l1 determines a
subobject L′ of L, L′ ∈ L∗

Q and using calculations from b) we conclude that
w1 ∈ F3 moduW1. Therefore, we can assume that w1 = α ∈ F3 and for
m′ = m−αl we have m′ ∈ F (L) and ϕ(um′) = m′, i.e. L is a trivial extension.
Now suppose L = (L, F (L), ϕ,N) ∈ ExtL∗

Q
(L(1/2, 1/2),L(1/2)).

Then we can assume that:
— L =W1m⊕W1m1 ⊕W1l;
— F (L) is spanned overW1 by ul, um1+wl and um+m1+w1l with w,w1 ∈ W1;
— ϕ(ul) = l, ϕ(um1 + wl) = m1 and ϕ(um+m1 + w1l) = m.
Again, the condition u2m ∈ F (L) implies that w ∈ uW1 and, therefore, we can
assume that w = 0. Then the quotient module L/W1m1 is the quotient of L
in the category L∗. This quotient must belong to the subcategory L∗Q. This
implies that w1 ∈ F3 moduW1, and, as earlier, L becomes a trivial extension.
The Lemma is completely proved.

Appendix A. p-divisible groups in pre-abelian categories

A.1. Short exact sequences in pre-abelian categories.

A.1.1. Pre-abelian categories. Introduce the concept of special pre-abelian cat-
egory following mainly [28], cf. also [25, 26, 29]. Remind that a category
S is pre-abelian if it is additive and for any morphism u ∈ HomS(A,B),
there exist Keru = (A1, i) and Cokeru = (B1, j), where i ∈ HomS(A1, A)
and j ∈ HomS(B,B1). For any objects A,B ∈ S, let A∏B and A

∐
B be

their product and coproduct, respectively. There is a canonical isomorphism
A
∏
B ≃ A∐B in S. More generally, for given morphisms:

• α ∈ HomS(C,A), β ∈ HomS(C,B), there is a fibered coproduct
(A
∐

C B, iA, iB), with iA ∈ HomS(A,A
∐

C B), iB ∈ HomS(B,A
∐

C B) which

completes the diagram A
α←− C β−→ B to a cocartesian square;

• f ∈ HomS(A,C) and g ∈ HomS(B,C), there is a fibered product
(A
∏

C B, pA, pB), with pA ∈ HomS(A
∏

C B,A), pB ∈ HomS(A
∏

C B,B),

which completes the diagram A
f−→ C

g←− B to a cartesian square.

Suppose i ∈ HomS(A1, A), f ∈ HomS(A1, B) and (B
∐

A1
A, iA, iB) is their

fibered coproduct. If (A2, j) = Coker i then there is a morphism jB :
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B
∐

A1
A→ A2 such that the following diagram

A1

f

��

i // A

iA
��

j // A2

id

��
B

iB // B
∐

A1
A

jB // A2

is commutative (use the zero morphism from B to A2). A formal verification
shows that (A2, jB) = Coker iB.
Suppose j ∈ HomS(A,A2), g ∈ HomS(B,A2) and (B

∏
A2
A, pB, pA) is their

fibered product. If (A1, i) = Ker j then there is an iB : A1 → B
∏

A2
A (use

the zero map from A1 to B) such that the following diagram

A1
i // A

j // A2

A1
iB //

id

OO

B
∏

A2
A

pB //

pA

OO

B

g

OO

is commutative and (A1, iB) = Ker pB.

A.1.2. Strict morphisms. A morphism u ∈ HomS(A,B) is strict if the canon-
ical morphism Coimu = Coker(Ker u)→ Imu = Ker(Cokeru) is isomorphism.
One can verify that always Keru = (A1, i) is a strict monomorphism and
Cokeru = (B1, j) is a strict epimorphism. By definition, a sequence of objects
and morphisms

(A.1) 0 −→ A1
i−→ A

j−→ A2 −→ 0

in S is short exact if (A1, i) = Ker j and (A2, j) = Coker i. In particular, any
strict monomorphism (resp. strict epimorphism) can be included in a short
exact sequence.

Definition. A pre-abelian category is special if it satisfies the following two
axioms:
SP1. if α : C → A is strict monomorphism then iB : B → A

∐
C

B is also strict

monomorphism;
SP2. if f : A → C is strict epimorphism then pB : A

∏
C

B → B is also strict

epimorphism.

Remark. A typical example of pre-abelian special category is the category of
modules with filtration.
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Consider short exact sequence (A.1) in S. If f ∈ HomS(A1, B) then we have
the following commutative diagram

(A.2) 0 // A1

f

��

i // A

iA
��

j // A2

id

��

// 0

0 // B
iB // A

∐
A1
B

jB // A2
// 0

Then jB = Coker iB is strict epimorphism and by axiom SP1, iB is strict
monomorphism. Then Ker jB = Ker(Coker iB) = ImiB = (B, iB) and, there-
fore, the lower row of the above diagram is exact.
Dually, for any g ∈ HomS(B,A2) there is a commutative diagram

(A.3) 0 // A1
i // A

j // A2
// 0

0 // A1
iB //

id

OO

A
∏

A2
B

pB //

pA

OO

B

g

OO

// 0

where iB = Ker jB is strict monomorphism, by Axiom SP2, pB is strict epi-
morphism and the lower row of this diagram is exact.
With relation to above diagram (A.2) we have the following ptoperties.

Lemma A.1. a) The natural map δ : Ker f −→ Ker iA is isomorphism;
b) if f is strict epimorphism then Ker iA is also strict epimorphism.

Proof. a) Suppose that Ker f = (K1, α1) and Ker iA = (K,α). Then δ :
Ker f −→ Ker iA appears from the universal property of (K,α) because iA ◦
i ◦ α1 = iB ◦ f ◦ α1 = 0. The relation j ◦ α = jB ◦ iA ◦ α = 0 implies the
existence of α̃ : K −→ A1 such that i ◦ α̃ = α. Then iB ◦ f ◦ α̃ = iA ◦ α = 0
and f ◦ α̃ = 0 (use that iB is monomorphism). By the universal property of
(K1, α1) this gives the map δ1 : K −→ K1 such that α1 ◦ δ1 = α̃ and this map
is inverse to δ.
b) Suppose f is a strict epimorphism, then (B, f) = Cokerα1. Let (C̃, ̃) =

Cokerα. By functoriality, there is ε : B −→ C̃ such that ε ◦ f = ̃ ◦ i. Then ̃

and ε define a unique ω : A
∐

A1
B −→ C̃ such that ω ◦ iB = ε and ω ◦ iA = ̃.

But iA ◦ α = 0 implies by the universal property of (C̃, ̃) the map ω1 : C̃ −→
A
∐

A1
B and one can verify that it is inverse to ω. �

Remark. If f is strict monomorphism then iA is also strict monomorphism
by axiom SP2.

With relation to diagram (A.3) we have the following Lemma which is dual to
above Lemma A.1.

Lemma A.2. a) The natural map Coker pA −→ Coker g is isomorphism; b) if
g is strict epimorphism then pA is also strict epimorphism.

Proof. The proof is dual to the proof of Lemma A.1. �
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Lemma A.3. A composition of two strict monomorphisms (resp., epimor-
phisms) is again strict monomorphism (resp., epimorphism).

Proof. It will be sufficient to consider only the case of monomorphisms. Sup-
pose i ∈ HomS(A1, A) and i1 ∈ HomS(A,B) are two strict monomorphisms.
Construct the following commutative diagram:

(A.4) 0 // A1

β

��

i // A

i1

��

j // A2

iA2

��

// 0

0 // K
α // B

j1

��

iB // A2

∐
AB

j

��

// 0

C1
γ // C

Here j = Coker i is strict epimorphism and the upper right square is co-
cartesian. Therefore, iB is strict epimorphism and we obtain the second line
which is short exact. The morphisms i1 and iA2 are strict monomorphisms and
we can complete our diagram by (C1, j1) = Coker i1 and (C, j) = Coker iA2 .
The maps β and γ are obtained by functoriality and we have proved that they
are isomorphisms. Therefore, i1 ◦ i = β ◦ α is strict (use that α = Ker iB is
strict). �

A.1.3. Bifunctor ExtS . If S is pre-abelian category then in the following com-
mutative diagram with exact rows

0 // A1
//

id

��

A //

f

��

A2
//

id

��

0

0 // A1
// A′ // A2

// 0

the morphism f is isomorphism. Therefore, we can introduce the set of equiv-
alence classes of short exact sequences ExtS(A2, A1). This set is functorial in
both arguments due to axioms SP1 and SP2.
Suppose the objects of S are provided with commutative group structure re-
spected by morphisms of S. Then for any A,B ∈ S, ExtS(A,B) has a
natural group structure, where the class of split short exact sequences plays
a role of neutral element. Remind that the sum ε1 + ε2 of two extensions

ε1 : 0 −→ A1
i′−→ A′ j′−→ A2 −→ 0 and ε2 : 0 −→ A1

i′′−→ A′′ j′′−→ A2 −→ 0
is the lower line of the following commutative diagram relating the rows
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l = ε1 ⊕ ε2, ∇∗(l) and (+)∗∇∗(l),

l : 0 // A1

∏
A1

i′
∏

i′′ // A′
∏
A′′

j′
∏

j′′ // A2

∏
A2

// 0

∇∗(l) : 0 // A1

∏
A1

+

��

id

OO

i′
∏

i′′// A′
∏

A2
A′′

��

OO

j′
∏

j′′ // A2

id

��

∇

OO

// 0

(+)∗∇∗(l) : 0 // A1
// A′′ // A2

// 0

Here ∇ is the diagonal morphism, + is the morphism of the group structure
on S. For any f ∈ HomS(A1, B) and g ∈ HomS(B,A2) the correspond-
ing morphisms f∗ : ExtS(A2, A1) → ExtS(A2, B) and g∗ : ExtS(A2, A1) →
ExtS(B,A1) are homomorphisms of abelian groups. The proof is completely
formal and goes along the lines of [27].
Suppose ε ∈ ExtS(A2, A1), then the extension ε+(−id)∗ε splits. We shall need
below the following explicit description of this splitting.

Let ε : 0 −→ A1
i−→ A

j−→ A2 −→ 0. Then ε+ (−id)∗ε is the lower row in the
following diagram

0 // A1

∏
A1

��

i
∏

i // A
∏

A2
A

��

(j,j) // A2

id

��

// 0

0 // A1
// A0

// A2
// 0

where the left vertical arrow is the cokernel of the diagonal embedding ∇ :
A1 → A1

∏
A1. One can see that the epimorphic map A0 → A1, which splits

the lower exact sequence, is induced by the morphism p1 − p2 : A
∏

A2
A→ A.

Finally, one can apply Serre’s arguments [30] to obtain for any short exact

sequence 0 −→ A1
i−→ A

j−→ A2 −→ 0 and any B ∈ S, the following standard
6-terms exact sequences of abelian groups

0 −→ HomS(B,A1)
i∗−→ HomS(B,A)

j∗−→ HomS(B,A2)

δ−→ ExtS(B,A1)
i∗−→ ExtS(B,A)

j∗−→ ExtS(B,A2)

0 −→ HomS(A2, B)
j∗−→ HomS(A,B)

i∗−→ HomS(A1, B)

δ−→ ExtS(A2, B)
i∗−→ ExtS(A,B)

j∗−→ ExtS(A1, B)

A.2. p-divisible groups. In this section S is a special pre-abelian category
consisting of group objects. Denote by S1 the full subcategory of objects killed
by p in S, where p is a fixed prime number. Clearly, S1 is again special pre-
abelian.
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A.2.1. Basic definitions. Consider an inductive system (C(n), i(n))n>0 of ob-

jects of S, where C(0) = 0 and all i(n) : C(n) → C(n+1) are strict monomor-
phisms. Let for all n > m > 0, imn = i(n−1) ◦ . . . ◦ i(m+1) ◦ i(m) ∈
HomS(C

(m), C(n)). Then all imn are strict monomorphisms. Follow Tate’s pa-
per [Ta] to define a p-divisible group in S as an inductive system (C(n), i(n))n>0

such that for all 0 6 m 6 n,
a) Coker imn = (C(n−m), jn,n−m), i.e. there are short exact sequences:

0 −→ C(m) imn−→ C(n) jn,n−m−→ C(n−m) −→ 0

b) there are commutative diagrams

C(n)

jn,n−m $$I
II

IIIII
I

pmid
C(n) // C(n)

C(n−m)

in−m,n

::uuuuuuuuu

The above definition implies the existence of the following commutative dia-
grams with exact rows (where m 6 n 6 n1):

0 // C(m)

id

��

imn // C(n)

inn1

��

jn,n−m // C(n−m)

in−m,n1−m

��

// 0

0 // C(m)
imn1 // C(n1)

jn1,n1−m // C(n1−m) // 0

0 // C(n)

jnm

��

inn1 // C(n1)

jn1,m+n1−n

��

jn1,n1−n // C(n1−n)

id

��

// 0

0 // C(m)
im,m+n1−n // C(m+n1−n)

jm+n1−n,n1−n // C(n1−n) // 0

Also, for all n > m > 0, one has
• (C(m), imn) = Ker(pmidC(n)), (C(m), jnm) = Coker (pn−midC(n));
• imn = in−1,n ◦ . . . ◦ im,m+1 and jnm = jm+1,m ◦ . . . ◦ jn,n−1.

The set of p-divisible groups in S has a natural structure of category. This
category is pre-abelian. In particular,

0 −→ (C
(n)
1 , i

(n)
1 )n>0

(γn)−→ (C(n), i(n))n>0
(δn)−→ (C

(n)
2 , i

(n)
2 )n>0 −→ 0

is a short exact sequence of p-divisible groups iff for all n > 1, there are the
following commutative diagrams with short exact rows in S

0 // C
(n)
1

i
(n)
1

��

γn // C(n)

i(n)

��

δn // C
(n)
2

i
(n)
2

��

// 0

0 // C(n+1)
1

γn+1 // C(n+1)
δn+1 // C(n+1)

2
// 0
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A.2.2. A property of uniqueness of p-divisible groups.

Theorem A.4. Let D be an object of S1 such that ExtS1(D,D) = 0. If

(C(n), i(n))n>0 and (C
(n)
1 , i

(n)
1 )n>0 are p-divisible groups in S such that C(1) ≃

C
(1)
1 ≃ D then these p-divisible groups are isomorphic.

Proof. We must prove that for all n > 1, there are isomorphisms

fn : C(n) → C
(n)
1 such that i

(n)
1 ◦ fn = fn+1 ◦ i(n). Suppose n0 > 1 and

all such isomorphisms have been constructed for 1 6 n 6 n0. Therefore,

we can assume that C(n) = C
(n)
1 for 1 6 n 6 n0. Consider the following

commutative duagrams with exact rows:

(A.5) εn0+1 : 0 // C(1)
i1 // C(n0+1)

j1 // C(n0) // 0

εn0 : 0 // C(1)

id

OO

i // C(n0)

i(n0)

OO

j // C(n0−1)

i(n0−1)

OO

// 0

(A.6) ε′n0+1 : 0 // C(1)
i′1 // C

(n0+1)
1

j′1 // C(n0) // 0

εn0 : 0 // C(1)

id

OO

i // C(n0)

i
(n0)
1

OO

j // C(n0−1)

i(n0−1)

OO

// 0

Here in standard notation of Subsection A.2.1, i1 = i1,n0+1, i
′
1 = i′1,n0+1,

i = i1n0 , j = jn0,n0−1, j1 = jn0+1,n0 and j
′
1 = j′n0+1,n0

(the dash means that the
corresponding morphism is related to the second p-divisible group). We must

construct an isomorphism fn0+1 : C(n0+1) → C
(n0+1)
1 such that fn0+1 ◦ i(n0) =

i
(n0)
1 . Consider the following commutative diagram obtained from above two
diagrams
(A.7)

0→ C(1)
∏
C(1)

i1
∏

i′1 // C(n0+1)
∏

C(n0)

C
(n0+1)
1

(j1,j
′

1) // C(n0) → 0

0→ C(1)
∏
C(1)

id

OO

i
∏

i // C(n0)
∏

C(n0−1)

C(n0)

i(n0) ∏ i
(n0)
1

OO

(j,j) // C(n0−1) → 0

i(n0−1)

OO

Notice that the morphisms of multiplication by p in C(n0+1) and C
(n0+1)
1 can

be factored as follows

C(n0+1)

j1 $$I
II

II
II

II
I

p // C(n0+1) C
(n0+1)
1

j′1 $$I
III

II
II

I

p // C
(n0+1)
1

C(n0)

i(n0)

::uuuuuuuuuu
C(n0)

i
(n0)
1

::uuuuuuuuu
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Therefore, we obtain the following commutative diagram

(A.8) C
(n0+1)
1

∏
C(n0) C(n0+1)

(j′1,j1)

��

p // C(n0+1)
1

∏
C(n0) C(n0+1)

C(n0)
∇ // C(n0)

∏
C(n0−1) C(n0)

i
(n0)
1

∏
i(n0)

OO

(here ∇ is the diagonal morphism). Let α : C(1)
∏
C(1) → C(1) be the cok-

ernel of the diagonal morphism ∇ : C(1) → C(1)
∏
C(1). Clearly, ∇ and α

are, resp., strict monomorphism and strict epimorphism. Set (Dn0+1, α1) =
Coker ((i1

∏
i′1) ◦ ∇) and (Dn0 , α0) = Coker ((i

∏
i) ◦ ∇). Applying α∗ to dia-

gram (A.7) obtain the two lower rows of the following diagram

(A.9) 0 // C(1) // D0
// C(1) // 0

0 // C(1)

id

OO

// Dn0+1
//

s

OO

C(n0)

jn01

OO

// 0

0 // C(1)

id

OO

// Dn0
//

u

OO

C(n0−1) //

in0−1,n0

OO

0

Note that the middle line of this diagram equals εn0+1 − ε′n0+1 ∈
Ext (C(n0), C(1)), and at the third row we have a trivial extension. This
implies the existence of the first row of our diagram. As it was pointed out
earlier, a splitting of the third line can be done via the morphism f from the
commutative diagram

(A.10) C(n0)
∏

C(n0−1) C(n0)

α0

''OOOOOOOOOOOO
p1−p2

wwnnnnnnnnnnnn

C(1) Dn0

foo

(Notice that the morphism s : Dn0+1 → D0 is the cokernel of the composition

Kerf → Dn0

u→ Dn0+1. )
Above diagram (A.8) means that the morphism of multiplication by p on

C
(n0+1)
1

∏
C(n0) C(n0+1) factors through the diagonal embedding of C(n0) into

C(n0)
∏

C(n0−1) C(n0). From diagram (A.10) it follows that p idDn0+1 factors

through the embedding Kerf → Dn0

u→ Dn0+1. Therefore, pD0 = 0 i.e. the
first line in diagram (A.9) is an element of the trivial group ExtS1(C

(1), C(1)) =
0. So, the second row in (A.9) is a trivial extension, i.e. the extensions εn0+1

and ε′n0+1 from diagrams (A.5) and (A.6) are equivalent. This implies the
existence of isomorphism fn0+1. �

A.2.3. Splitting of extensions of p-divisible groups.
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Theorem A.5. Suppose (C(n), i(n))n≥0 is a p-divisible group in the cate-

gory S and there are D1, D2 ∈ S1 such that C(1) ∈ ExtS1(D2, D1) and
ExtS1(D1, D2) = 0. Then there is an exact sequence of p-divisible groups

0 −→ (C
(n)
1 , i

(n)
1 )n>0 −→ (C(n), i(n))n>0 −→ (C

(n)
2 , i

(n)
2 )n>0 −→ 0

in S such that C
(1)
1 = D1 and C

(1)
2 = D2.

Proof. We have the exact sequence 0 −→ D1
i−→ C(1) j−→ D2 −→ 0. We

must show for all n > 1, the existence of objects C
(n)
1 , strict monomorphisms

γn : C
(n)
1 → C(n) and i

(n)
1 : C

(n)
1 → C

(n+1)
1 such that (C

(n)
1 , i

(n)
1 )n>0 is a p-

divisible group, the system (γn)n>0 defines an embedding of this p-divisible

group into the original p-divisible group (C(n), i(n))n>0, C
(1)
1 = D1 and γ1 = i.

Agree to use for all 0 6 m 6 n, the notation imn and jnm from Subsection
A.2.1 for the original p-divisible group and set C(n) = Cn0.
Illustrate the idea of proof by considering the case n = 2. Set C11 = D1 and

consider the following commutative diagram with exact rows ε2 and ε
(1)
2 = i∗ε2:

(A.11) ε2 : 0 // C10
i12 // C20

j21 // C10
// 0

ε
(1)
2 : 0 // C10

id

OO

i
(1)
12 // C21

γ
(1)
2

OO

j
(1)
21 // C11

i

OO

// 0

Then γ
(1)
2 ◦p idC21 = p idC20◦γ(1)2 = i12◦j21◦γ(1)2 = i12◦i◦j(1)21 = γ

(1)
2 ◦i

(1)
12 ◦i◦j

(1)
21 .

By Lemma A.2, γ
(1)
2 is (strict) monomorphism. Therefore, p idC21 = i

(1)
21 ◦i◦j

(1)
21 .

Then the morphism j∗ : ExtS(C11, C10)→ ExtS(C11, D2) induces the following
commutative diagram

0 // C10

j

��

i
(1)
12 // C21

f

��

j
(1)
21 // C11

id

��

// 0

0 // D2
α // D21

// C11
// 0

Here p idD21◦f = f ◦p idC21 = f ◦i(1)12 ◦i◦j
(1)
21 = α◦j◦i◦j(1)21 = 0. By Lemma A.1,

f is (strictly) epimorphic. Therefore, pidD21 = 0, i.e. D21 ∈ ExtS1(C11, D2) =
0. Then the exact sequence HomS − ExtS implies the commutative diagram

0 // C10

i
(1)
12 // C21

j
(1)
21 // C11

// 0

0 // C11

i

OO

i
(2)
12 // C22

j
(2)
21 //

γ
(2)
2

OO

C11

id

OO

// 0

Verify that one can set C
(2)
1 = C22 and i

(1)
1 = i

(2)
12 . Indeed,

γ
(2)
2 ◦ p idC22 = p idC21 ◦ γ(2)2 = (i

(1)
12 ◦ i) ◦ (j

(1)
21 ◦ γ

(2)
2 ) = γ

(2)
2 ◦ i(2)12 ◦ j

(2)
21
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and because γ
(2)
2 is monomorphism (use axiom SP1), p idC22 = i

(2)
12 ◦ j21. Thus,

we constructed a segment of length 2 of the p-divisible group (C
(n)
1 , i

(n)
1 )n>0.

Consider the general case.

Lemma A.6. In the category S there are the following commutative diagrams
with exact lines:
• for k > 1,

E1
k : 0 // Ck−1,0

i
(0)
k−1,k // Ck0

j
(0)
k1 // C10

// 0

0 // Ck−1,0

id

OO

i
(1)
k−1,k // Ck1

j
(1)
k1 //

γ
(1)
k

OO

C11

i

OO

// 0

• for 2 6 t 6 k,

Et
k : 0 // Ck−1,t−2

i
(t−1)
k−1,k // Ck,t−1

j
(t−1)
k1 // C11

// 0

0 // Ck−1,t−1

γ
(t−1)
k−1

OO

i
(t)
k−1,k // Ckt

j
(t)
k1 //

γ
(t)
k

OO

C11

id

OO

// 0

• for 1 6 t < k,

∆t
k : 0 // Ck−1,t−1

j
(t−1)
k−1,k−2

��

i
(t)
k−1,k // Ckt

j
(t)
k,k−1

��

j
(t)
k1 // C11

id

��

// 0

0 // Ck−2,t−1

i
(t)
k−2,k−1 // Ck−1,t

j
(t)
k−1,1 // C11

// 0

• for 1 6 t < k,

Ωt
k : 0 // Ckt

j
(t)
k,k−1

��

γ
(t)
k // Ck,t−1

j
(t−1)
k,k−1

��

f
(t)
k // D2

id

��

// 0

0 // Ck−1,t

γ
(t)
k−1 // Ck−1,t−1

f
(t)
k−1 // D2

// 0

where for all indices k, Ck0 = C(k), i
(0)
k,k+1 = i(k), j

(0)
k+1,1 = jk+1,1 and j

(0)
k+1,k =

jk+1,k.

Proof. Construct the diagram E1
1 by setting γ

(1)
1 = i, j

(0)
11 = idC10 , j

(1)
11 =

idC11 . Then for any k > 2, the upper row of E1
k is the short exact sequence

εk ∈ ExtS(C10, Ck−1,0) from the original p-divisible group (Ck0, i
(k))k≥0. Then

E1
k is just a standard diagram relating εk and i∗εk. For any k ≥ 2, we have

(jk,k−1)∗εk = εk−1, therefore, (jk,k−1)∗(i
∗εk) = i∗εk−1 and we obtain ∆1

k. The

upper row of Ω1
k is obtained from the middle column of E1

k because Cokerγ
(1)
k ≃

Coker i = (D2, j). Similarly, the lower row of Ω1
k is obtained from E1

k−1. The
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left square of Ω1
k is commutative by the definition of j

(1)
k,k−1. The right square

is commutative because Ω1
k relates diagrams E1

k and E1
k−1.

Suppose now we are given integers k0 > 2 and t0 < k0 such that the required
diagrams Et

k, ∆
t
k and Ωt

k have been already constructed for all k < k0 with all

relevant t and for k = k0 with 1 6 t 6 t0. Clearly, all i
(t)
k,k−1 and γ

(t)
k are strict

monomorphisms and all j
(t)
k1 , j

(t)
k,k−1 and f

(t)
k are strict epimorphisms.

Constructing Et0+1
k0

. Apply (f
(t0)
k0−1)∗ to Et0

k0
:

ε
(t0)
k0

: 0 // Ck0−1,t0−1

f
(t0)

k0−1

��

i
(t0)

k0−1,k0 // Ck0,t0

��

j
(t0)

k01 // C11

id

��

// 0

0 // D2
// D∗ // C11

// 0

Then Ker (Ck0t0 → D∗) = (Ck0−1,t0 , i
(t0)
k0−1,k0

◦ γ(t0)k0−1). Consider the strict

monomorphism γk0t0 := γ
(1)
k0
◦ . . . ◦ γ(t0)k0

: Ck0t0 → Ck00 and its analogue

γk0−1,t0−1 : Ck0−1,t0−1 → Ck0−1,0. Because t0 6= k0, the diagrams Ωt0
k0

and Et
k0

give the commutative diagram

Ck0t0

j
(t0)

k0,k0−1

��

γk0t0 // Ck00

j
(0)
k0,k0−1

��
Ck0−1,t0

γ
(t0)

k0−1 // Ck0−1,t0−1

i
(t0)

k0−1,k0

��

γk0−1,t0−1 // Ck0−1,0

i
(0)
k0−1,k0

��
Ck0t0

γk0t0 // Ck00

Then pidCk00
= i

(0)
k0−1,k0

◦j(0)k0,k0−1 implies pidCk0t0
= (i

(t0)
k0−1,k0

◦γ(t0)k0−1)◦j
(0)
k0,k0−1,

i.e. pidCk0t0
factors through Ker(Ck0t0 → D∗) and pidD∗ = 0. Then

ExtS1(C11, D2) = 0 implies (f
(t0)
k0−1)∗ε

(t0)
k0

= 0, and 6-terms HomS −ExtS exact

sequence gives Et0+1
k0

:

0 // Ck0−1,t0−1

i
(t0)

k0−1,k0 // Ck0t0

j
(t0)

k01 // C11
// 0

0 // Ck0−1,t0

γ
(t0)

k0−1

OO

i
(t0+1)

k0−1,k0 // Ck0,t0+1

γ
(t0+1)

k0

OO

j
(t0+1)

k01 // C11

id

OO

// 0

We shall denote the rows of this diagram by ε
(t0)
k0

and ε
(t0+1)
k0

.

Documenta Mathematica 18 (2013) 547–619



Varieties with Bad Reduction at 3 Only 613

Constructing ∆t0+1
k0

. Assume that t0 + 1 < k0. The above extension ε
(t0+1)
k0

is

not uniquely defined by ε
(t0)
k0

. Show that its choice can be done in such a way

that the diagram ∆t0+1
k0

commutes. Consider the short exact sequences from

Ωt0
k0−1. They give rise to the following exact sequences of abelian groups, where

H := Hom(C11, D2) and E := Ext(C11, D2)

(A.12)

H

id

��

// Ext(C11, Ck0−1,t0)

j
(t0)

k0−1,k0−2∗

��

γ
(t0)

k0−1∗ // Ext(C11, Ck0−1,t0−1)

j
(t0−1)

k0−1,k0−2∗

��

// E

id

��
H // Ext(C11, Ck0−2,t0)

γ
(t0)

k0−2∗ // Ext(C11, Ck0−2,t0−1) // E

As we saw earlier, the commutativity of Et0+1
k0

is equivalent to the following
relation

(A.13) (γ
(t0)
k0−1)∗ε

(t0+1)
k0

= ε
(t0)
k0

From ∆t0
k0

it follows that ε
(t0)
k0−1 = (j

(t0−1)
k0−1,k0−2)∗ε

(t0)
k0

, and from Et0+1
k0−1 it follows

that (γ
(t0)
k0−2)∗ε

(t0+1)
k0−1 = ε

(t0)
k0−1. Then (A.12) implies that ε

(t0+1)
k0

from (A.13)

can be chosen in such a way that (j
(t0)
k0−1,k0−2)∗ε

(t0+1)
k0

= ε
(t0+1)
k0−1 . This gives the

diagram ∆t0+1
k0

.

Constructing Ωt0+1
k0

. The above arguments imply that the left squares of dia-

grams Et0+1
k0

and Et0
k0−1 are related via the following commutative diagram
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Ck0−1,t0−1

i
(t0)
k0−1,k0 //

j
(t0−1)
k0−1,k0−2

  A
AA

AA
AA

AA
AA

AA
AA

A
Ck0t0

j
(t0)
k0,k0−1

����
��

��
��

��
��

��
��

Ck0−1,t0−2

i
(t0−1)
k0−2,k0−1 // Ck0−1,t0−1

Ck0−2,t0−1

γ
(t0−1)
k0−2

OO

i
(t0)
k0−2,k0−1 // Ck0−1,t0

γ
(t0)
k0−1

OO

Ck0−1,t0

i
(t0+1)
k0−2,k0−1 //

j
(t0)
k0−1,k0−2

>>}}}}}}}}}}}}}}}}

γ
(t0−1)
k0−1

OO

Ck0,t0+1

γ
(t0+1)
k0

OO

j
(t0+1)
k0 ,k0−1

__????????????????

From diagrams Ωt0
k0−1, E

t0+1
k0

and Et0
k0−1 it follows that the induced map

Cokerγ
(t0+1)
k0

→ Cokerγ
(t0)
k0−1 ≃ D2 is isomorphism. This is equivalent to the

existence of diagram Ωt0+1
k0

. The lemma is proved. �

For any k > 1, set Ckk = C
(k)
1 , i

(k)
k−1,k = i

(k)
1 . Then use diagrams Ek

k to define

the inductive system (C
(k)
1 , i

(k)
1 )k>0. Denote by γk the strict monomorphism

γ
(1)
k ◦ . . . ◦ γ(k)k : C

(k)
1 → C(k). From diagrams Et

k, 1 ≤ t ≤ k, obtain the
following commutative diagrams:

(A.14) 0 // C(k−1)
i(k)

// C(k)
jk1 // C(1) // 0

0 // C(k−1)
1

γk−1

OO

i
(k)
1 // C(k)

1

γk

OO

j
(k)
k1 // C(1)

1

γ1

OO

// 0

It remains only to prove that the inductive system (C
(n)
1 , i

(n)
1 )n≥0 is a p-divisible

group in S. From diagrams Ek
k and ∆k−1

k obtain the following commutative
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diagrams with exact rows

(A.15) 0 // Ck−1,k−1

j
(k−2)
k−1,k−2◦γ

(k−1)
k−1

��

i
(k)
k−1,k // Ckk

j
(k−1)
k,k−1◦γ

(k)
k

��

j
(k)
k1 // C11

id

��

// 0

0 // Ck−2,k−2

i
(k−1)
k−2,k−1 // Ck−1,k−1

j
(k−1)
k−1,1 // C11

// 0

If k = 3 then the left vertical morphism of this diagram is equal to j
(1)
21 ◦ γ

(2)
2 =

j
(2)
21 and is a strict monomorphism. By induction all morphisms j′k,k−1 :=

j
(k−1)
k,k−1 ◦ γ

(k)
k are strict epimorphisms and are included in the following commu-

tative diagrams

(A.16) C(k)
jk,k−1 // C(k−1)

C
(k)
1

γk

OO

j′k,k−1 // C(k−1)
1

γk−1

OO

For 0 6 m 6 n, set j′nm = j′m+1,m ◦ . . .◦ j′n,n−1 and i′mn = i′n−1,n ◦ . . .◦ i′m,m+1.
Composing diagrams (A.15) obtain the following commutative diagram with
exact rows

0 // C
(n−1)
1

j′n−1,m−1

��

i′n−1,n // C
(n)
1

j′nm

��

j
(n)
n1 // C

(1)
1

id

��

// 0

0 // C(m−1)
1

i′m−1,m // C(m)
1

j
(m)
m1 // C(1)

1
// 0

Thus, i′n−1,n induces the isomorphism Ker j′n−1,m−1 ≃ Ker j′nm. Therefore,

Ker j′nm = (C
(n−m)
1 , i′n−m,n) if we prove that

(A.17) Ker j′k1 = (Ck−1
1 , i′k−1,k).

As we noticed earlier, j′k1 = j21 ◦ . . . ◦ jk,k−1. Therefore, diagrams (A.16)

imply that jk1 ◦ γk = γ1 ◦ j′k1. Now diagram (A.14) implies that γ1 ◦ j(k)k1 =

γ1 ◦ j′k1 and, therefore, j
(k)
k1 = j′k1 because γ1 is monomorphism. Hence equality

(A.17) folows from diagram (A.14) and (C
(n)
1 , i

(n)
1 )n>0 satisfies the part a) of

the definition of p-divisible groups.
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From diagrams (A.14) and (A.16) one can easily obtain for all indices
0 6 m 6 n, the commutativity of the following diagrams

C(n)
jn,n−m // C(n−m)

in−m,n // C(n)

C
(n)
1

γn

OO

j′n,n−m // C(n−m)
1

γn−m

OO

i′n−m,n // C(n)
1

γn

OO

Because γn is monomorphism, the equality in−m,n ◦ jn,n−m = pmidC(n) implies
the equality i′n−m,n◦j′n,n−m = pmid

C
(n)
1

. This gives the part b) of the definition

of p-divisible groups for (C
(n)
1 , i

(n)
1 )n>0. The proposition is proved. �

Appendix B. SAGE program

This program computes the class number of the field Q( 3
√
3, ζ9) and finds the

basis f1, f2, . . . , f9 of the 3-subgroup of units in this field such that for the
normalized 3-adic valuation v3 and all 1 6 i 6 9, the natural numbers ai =
18v3(fi ± 1) are prime to 3 and 1 6 a1 < a2 < · · · < a9. The result appears as
the vector af = (a1, a2, . . . , a9) = (1, 2, 4, 5, 7, 8, 10, 13, 16).

sage: L.<b>=NumberField(x^3-3);

sage: R.<t>=L[]

sage: M.<c>=L.extension(t^6+t^3+1);

sage: X.<d>=M.absolute_field();

sage: h=X.class_number();

sage: e=list(X.unit_group().gens())

sage: def p(x):

... for i in range(1,3):

... if valuation(norm(X(x+2*i-3)),3)!=0:

... break

... return valuation(norm(X(x+2*i-3)),3)

...

...

sage: a=[p(x) for x in e]

sage: f=[e.pop(a.index(min(a)))]

sage: while len(e)!=0:

... a=[p(x) for x in e]

... i0=a.index(min(a))

...

... for j in range(len(f)):

... for k in range(5):

... s=0

... if p(f[j]^(3^k))>p(e[i0]):

... break
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...

... if p(e[i0])==p(f[j]^(3^k)):

... s=1

... break

...

... if s==1:

... for i in range(1,3):

... if p(e[i0])<p(e[i0]/(f[j]^(i*3^k))):

... e[i0]=e[i0]/(f[j]^(i*3^k))

... break

...

... break

... if j+1==len(f) and s==0:

... f.append(e.pop(i0))

...

sage: af=[p(x) for x in f];

sage: print h

sage: print af

1

[1, 2, 4, 5, 7, 8, 10, 13, 16]

Remark. First 4 lines introduce the field X = Q( 3
√
3, ζ9); its elements appear

as polynomials in variable d of degree6 17. Then we find the class number of X
and form the array e = (e[1], . . . , e[9]) of minimal generators of the group U/U3,
where U is the group of units in X . Next block gives a standard procedure to
determine for any x ∈ U the maximal natural number p(x) such that x ± 1 is
divisible precisely by πp(x), where π ∈ X , (π18) = (3). The remaining part of
the program is based on a standard technique from Linear algebra to rearrange
the given system of generators e into a new system f with required properties.
As a matter of fact, we use that the class number of X is prime to 3 (it equals
1) by allowing k < 5 on line 21. (Any unit x ≡ 1modπ28 is a cube in the
3-completion of X by Hensel’s Lemma and, therefore, is a cube in X .) The
last two lines contain the values of the class number of X and the exponents
(a(f [1]), . . . , a(f [9])).
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de Paris-Sud, Départment de Mathé matique, Bat. 425, 91405, Orsay,
France

[12] G.Faltings, Crystalline cohomology and p-adic Galois representations.
In: J.I. Igusa, Editor, Algebraic analysis, geometry and number theory
Johns Hopkins University Press, Baltimore (1989), 25–80.

[13] J.-M. Fontaine, G. Laffaille, Construction de représentations p-
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