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ABSTRACT. A simple global condition on the potential is given which
excludes zero modes of the massless Dirac operator. As far as local
conditions at infinity are concerned, it is shown that at energy zero the
Dirac equation without mass term has no non-trivial L2-solutions at
infinity for potentials which are either very slowly varying or decaying
at most like r—% with s € (0,1). When a mass term is present, it is
proved that at the thresholds there are again no such solutions when
the potential decays at most like ~¢ with s € (0,2). In both situations
the decay rate is optimal.
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1 INTRODUCTION

In their 1986 study of the stability of matter in the relativistic setting of the
Pauli operator J. Frohlich, E.H. Lieb and M. Loss recognised that there was
a restriction on the nuclear charge if and only if the three-dimensional Dirac
operator with mass zero has a non-trivial kernel (see [LS], Chapters 8, 9 and
the references there). An example of such a zero mode was first given by M.
Loss and H.T. Yau [LY]; for many more examples see [LS], p.167. Later, the
Loss-Yau example was used in a completely different setting, viz. to show the
necessity of certain restrictions in analogues of Hardy and Sobolev inequalities
[BEUJ.
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38 KALF, OKAJI, AND YAMADA

An observation with remarkable technological consequences is that in certain
situations of non-relativistic quantum mechanics the dynamics of wave packets
in crystals can be modelled by the two-dimensional massless Dirac operator (see
[FW] and the references there). When the potential is spherically symmetric,
a detailed spectral analysis of the Dirac operator with mass zero was given in
two and three dimensions by K.M. Schmidt [S]. In particular he showed that
a variety of potentials with compact support can give rise to zero modes.

In Theorem 2.1 of the present paper we give a simple global condition on
the potential which rules out zero modes of the massless Dirac operator in
any dimension. Theorem 2.7 deals with a fairly large class of massless Dirac
operators under conditions on the potential solely at infinity. It is shown,
for example, that for energy zero there is no non-trivial solution of integrable
square at infinity if the potential is very slowly varying or decaying like r—*
with s € (0,1). This decay rate is in a certain sense the best possible one (see
Appendix B). To rule out non-trivial L?-solutions at infinity for the threshold
energies +mg turns out to be more complicated. Here the asymptotic analysis
of Appendix B suggests 1/r?-behaviour as the borderline case and Theorem
2.10 indeed permits potentials which tend to zero with a rate at most like r—*°
with s € (0,2). Theorem 2.10 relies on a transformation of the solutions which
is intimately connected with the block-structure that can be given to the Dirac
matrices. In connection with this theorem we should like to draw attention to
the very interesting paper [BG] where global conditions are used.

In broad outline the proof of our Theorems 2.7 and 2.10 follows from the
virial technique which was developed by Vogelsang [V] for the Dirac operator
and later extended in [KOY], but basic differences in the assumptions on the
potential are required in the situations considered here. At the beginning of
84 the general strategy of proof is outlined and comparison with [KOY] made,
but the present paper is self-contained.

ACKNOWLEDGEMENTS. H.K. and O.Y. are indebted to Malcolm Brown, Maria
Esteban, Karl Michael Schmidt and Heinz Siedentop for the invitation to the
programme ’Spectral Theory of Relativistic Operators” at the Isaac Newton
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pitality given to him at Kyoto University and Ritsumeikan University in the
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No0.22540185 and No.230540226, respectively.

2 RESULTS AND EXAMPLES

Given n > 2 and N := 2[(*1/2] there exist n + 1 anti-commuting Hermitian
N x N matrices a1, g, ..., Gn, B = an+1 with square one. No specific
representation of these matrices will be needed except in Appendix B. Using
the notation

a-p= Zaj(—iaj),
j=1
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THE DIRAC OPERATOR 39

we start by considering the differential expression

Ti=a-p+Q

in L2(R™)N. Here Q : R* — CV*¥ is a matrix-valued function with measur-
able entries.
Let ¢ € CN. Then

l+ia-x
satisfies n
Tu =0 with Q(x)= Tl (2.1)

This is the example of Loss and Yau [LY] mentioned in the Introduction. (Note
that u is in L? iff n > 3.) For n = 3 the potential in (2.1) is in fact the first
in a hierarchy of potentials with constants larger than 3, all giving rise to zero
modes; see [SU].

In contrast, we have the following result.

THEOREM 2.1. Let Q : R" — CN*N be measurable with

-1
sup |z||Q(z)] < C  forsome 0<C < iy
rER" 2

Then any solution u € H (R™)N N L*(R",r~*dz)N of Tu = 0 is identically
zero.

REMARK 2.2. a) In case @ is Hermitian, Theorem 2.1 can be rephrased as
follows: The self-adjoint realisation H of T with

/@ dr < oo (u€ D(H)) (2:2)

does not have the eigenvalue zero. (For the existence of such a self-adjoint
realisation see [Ar] and the references therein.)

b) Suppose that V is a real-valued scalar potential with sup,cga |||V (z)] <
”Tfl. Then it needs but a small additional assumption to show by means of the
virial theorem that the self-adjoint realisation H of o-p+V +mof (mg # 0)
with property (2.2) does not have the eigenvalues +mq (see, e.g., [L], Theorem
2.4 in conjunction with [We], p.335).

c) It seems to be difficult to compare our C with the size of the compactly
supported potentials in [S] which produce zero modes for n > 2.

Now we replace the whole space with the exterior domain
Er:={x € R"||z| > R},
where R > 0 can be arbitrarily large. On Er we consider the Dirac equation

(- D4+ Q)u=0 with D:=p—b. (2.3)
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We assume for simplicity that the vector potential b is in C*(Eg, R"™). Further
conditions will not be imposed on b but on the magnetic field

B = (8:by, — Obi).

Note that B can be identified with the scalar function 01by — 92b1 if n = 2 and
the vector-valued function curlbd if n = 3. Solutions of (2.3) will be functions
in H. .(Er)YN which satisfy (2.3), if @ is locally bounded in Eg.

The following result and its remark are essentially contained in [KOY], Example
6.1 and final remark on p.40.

THEOREM 2.3. Let mg >0, A€ R and Q ==V +myf — A+ W, where
(I) V=V*¢ec CYERr,CN*N),

(II) W is a measurable and bounded matriz function (not necessarily Hermi-
tian).

Suppose V., W and the magnetic field B satisfy the following conditions:
a) 2V = o(1) = r0,V uniformly with respect to directions;
b) there exist numbers K € (0,1/2) and M > 0 such that

rlW| <K, |Bx|<M on Eg.

Assertion: If u € L?(Eg)"N is a solution of (2.3) for
Al > /m3 + M?/(1 - 2K),

then w =0 on Eg, for some Ry > R. If r|W| = o(1) or |Bx| = o(1) uniformly
w.r.t. directions, then K =0 or M = 0 is permitted.

REMARK 2.4. If V € C?(R, ) is a real-valued (scalar) function, condition a)
can be replaced by

V(r)=o01)=rV'(r), rV"(r)=0(1) as r— oo.

REMARK 2.5. Using a unique continuation result, e.g., the simple one [HP] or
the more sophisticated one in [DO], one can conclude that u=0 on R".

REMARK 2.6. It follows immediately from Theorem 2.3 and Remark 2.5 that
the potential in (2.1) cannot create a non-zero eigenvalue.

Theorem 2.3 will now be supplemented by Theorems 2.7 and 2.10.

THEOREM 2.7. Let mg = 0,A < 0 and V., W as in (1), (II) of Theorem 2.5.
Let g € C?(R,o0) be a positive bounded function with the properties

(i) [r(q—MN) > do(q — ) for some &y € (0,1),
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THE DIRAC OPERATOR 41

- ql q/I
(i1) Z :0(1):Tq—2.
Suppose V., W and B satisfy the following conditions:
(H1) v(V—q)=0Q), 8,V - =o(1):
(H.2) r|W| <K for some K € [0,00/2);

(H.3) there is a function a(r) with |Bz| < a(r) and - o(1).
q

Assertion: Any solution u € L?(Eg)N of (2.8) with Q =V + W — X vanishes
identically on Er, for some Ry > R.

REMARK 2.8. a) To prove Theorem 2.7, it will be important to observe that
condition (i) implies

r(qg — \) > const.r% (r > R).

b) If q is a negative bounded function with property (i) and which satisfies
[r(A=q)]" = do(A — q) for some &y € (0,1), then Theorem 2.7 holds for A > 0.
¢) In case V decays at infinity, hypothesis (H.3) demands a corresponding
stronger decay of B to prevent the existence of eigenvalues. (The contrasting
situation that V' and B become large at infinity is considered in [MS].)

Ezamples. For simplicity we assume V = ¢ and W = 0. Let gy be a positive
number. Then the functions

q = qo [2 + sin (loglog )], (2.4)
q=qo(logr)™* (s>0), (2:5)
g=gqor ° (0<s<1),

have the required properties (i), (ii). In addition, a magnetic field with the
decay property (H.3) is allowed. As far as (2.5) and (2.6) are concerned, Re-
marks 2.4-2.5 already rule out any eigenvalue A # 0. In case there is no vector
potential, it follows from [S], Corollary 1 that the self-adjoint operator associ-
ated with 7 = a-p+ ¢ in L2(R™)" has purely absolutely continuous spectrum
outside [qo, 3qo]-

REMARK 2.9. More realistic potentials than (2.4) will have the property

lim ¢(r) =: oo # 0.
r—>00
In such situations, however, it may be possible to use Theorem 2.3 or Remark
2.4 to show that
(- D+ Q — qoo)u=Au

has no non-trivial solution of integrable square at infinity if A = —qso. A case

i point s the potential
r

- 147’

q
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which does not obey condition (i). Assuming |Bx| = o(1) uniformly w.r.t.
directions, it follows from Theorem 2.3 that

(- D+qg—1)u=

has no solution uw # 0 in L? at infinity if X # 0. In particular, a- D + q has no
zero mode.

For the equation
(- D+V +mof)u=—mou, D:=p—1> (2.7)
our result is as follows.

THEOREM 2.10. Let mg > 0 and p := /q(q+2myg). Let ¢ € C*(R,00) be a
positive function with ¢ = o(1) and the following properties:

!
(i) (ru)’ > §o for some do € (0,1);
W
- q/ B q// B
(ii) r; =0(1), TW =o(1).
Suppose V€ CH(Er, R) and B satisfy the following conditions:
(H.1) r*(V—q)=0(1), 0,V—-q = o(g);
,
(H.2) there is a function a(r) with |Bxz| < a(r) and \/i_ =o(1).
q

Assertion: Any solution u € L2(ER)N of (2.7) vanishes identically on Eg, for
some Ry > R.

REMARK 2.11. a) The function u originates from a transformation in Ap-
pendixz A (see (A.13)-(A.18)). Theorem 2.10 holds good for solutions of

(- D+V +mpf)u = myu,

if ¢ = o(1) is a negative function and p = +/q(q — 2my).
b) Since
(rp)’ rq
1+ o0
+ 2 +o(1),

q may decay like =% with 0 < s < 2.

3 PROOF OF THEOREM 2.1

2
[rlaemi = [riaup<c? [ME <o,
T

we can find a sequence of functions {u;} in C§°(R™)Y with

Y20 — V20, (o p)uy — VT (o p)u

Since
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in L2(R")N. Let U; = r(»=V/2y;. We write ||U;|| rather than |U;(r-)|| for
the norm in L2(S" 1)V and similarly for the scalar product. We use the

decomposition in (A.3) of Appendix A and note that the symmetric operator
S with b = 0 has a purely discrete spectrum with

n—1 n—1
— [ IN, — | U | N _—
( o+ 5 ) ( o+ ) )

as eigenvalues. Hence

oo
/T|Oé'PUj|2=/ r
0

:/ T<Z'3TUJ' + 18U, —i0,U; + 3SUj>
0 r T
o0 1 oo
= [ (10w + 1sul) + [ oty 50y
e 1
= [T (lowie + Sisvr?)
0 T
2 o0
s (252) [,
- 2 0 T

and the assertion follows in the limit j — co. O

2

ar (—i@TUj + ESUj)
T

4  PRELIMINARIES TO THE PROOF OF THEOREM 2.7

To explain the general strategy of the proof of Theorem 2.7, let u be a solution
of (2.3). We multiply U := r(»~1/2y by functions e¥, ¢ = ¢(| - |) real-valued,
and x = x(| - |) with support in Er and

0<x<1, x=1on[s,tg], x =0 outside [s — 1,tr11],

where {t;} is a sequence tending to infinity as k — oco. Then £ := ye¥U
satisfies

{iarDr + i <§ + 50’> + Q} £ =g := —iaxe?U, (4.1)
r

where D, = 0, —i(xz/r) - b. As in proofs of unique continuation results by
means of Carleman inequalities, the idea is (as it was in the earlier papers ([V],
[KOY]) to prove the existence of a constant C' > 0 such that for large s and in
the limit ¢ — oo the inequality

[ eawr e [ e (4.2
s s—1

holds. (For the precise inequality see (5.3) below.) If, for example o = (¢£/2)r°
is permitted for some b > 0, (4.2) implies

Ao / 0|7 < o’ / 2, (4.3)
s+1 s—1
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and in the limit ¢ — oo the desired conclusion U = 0 on E4; follows.

The present paper differs from [KOY] in three important respects. Firstly, the
function ¢ in Theorem 2.7 and 2.10 is allowed to tend to zero at infinity, while
it was absolutely necessary to require ¢ > const. > 0 in [KOY]. Secondly, in
contrast to [KOY], Proposition 3.1, the virial relation (A.8) from which we set
out here

[@orv-nig.)
= */<(Oé -Bx)&,€) +/2Re<r We, DE) +/2r<p/Re<—iaTDT§,§>

Iy I I3
- / 2rRelg, D, £), (4.4)

T

does not contain a term involving ¢’/g. Such a term arose in [KOY] as it
was necessary to divide & by (iq)l/2 in order to cope with the case that the
potential (and possibly a variable mass) became large at infinity. Thirdly, we
use a more refined cutoff function.

Given t;, := 2% and s < t3, there exists a function x € C*(0, c0) with

x(r)=1for s <r <t, and x(r) =0 for r > ty41

such that
2k+1

,
0< —rY'(r) < const. ——— < const.——
< () = lpy1 — g — 2k

for r € [ty,tr41] and all k € N. Moreover,
r|xO ()| < const. (r € [tr, trr1],k € N)

for £ =2 and ¢ = 3.

Estimates of the five terms in (4.4) will lead us to inequality (5.1) below, from
which an inequality of type (4.3) will eventually emerge with the help of a
bootstrap argument.

We start with the left-hand side of (4.4) and write

Klr(V-N] = V—-q+r@V—-q¢)+r(g-N]
> |:Oq(1/§\)+0(1)qq>\+50 (@— N

by means of (i) and (H.1) in Theorem 2.7. Since 0 < ¢/(¢ — A) < 1 and
(g —N) 7! < O(r'=%) at infinity in view of Remark 2.8, we have

/ [,V — NE) > / 160+ o(1))(a — MIIEIP- (4.5)

The four terms Iy, o, Is and T; on the right-hand side of (4.4) are estimated
as follows.
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o) hi== [(fa 068 < [o)a- Vel
b) I := / 2Re(r WE, Dy &)
</ [QK - (“"' n 90”) +o<1>] (4~ MIE + T

q—N)? 7

where

1= k{0 [ o] o (16)

q-— r(qg —

s tht1
< const. {/ r|efU|? +/ % (q — )\)|e“’U||2} .4
s—1

ti

Proof. a) follows immediately from assumption (H.3) since « - Bz is an Hermi-
tian matrix with square |Bz|?.
To prove b), we observe

L= [mrewene <& ([a-vleP+ [ o)

and use relations (A.9), (A.11) with

Then

L 2 Lo - L 4
[=5Iper < [ Sle-eer - [ —swee

+ [im@eaer+ [[Z-n(Z+0)] 16

+ / ol U2, (48)

where Q =V +W — A\, A = —a,(a- Bx). Before turning to the first term on
the right-hand side of (4.8) we note

Im(Q€, ar&) = Im (V' — )¢, arg) + Im (WE, a,§)

and

const. (g— )\)H‘EHQ < const.

r(g— ) S (a= Vel (49

[Im (V' = q)¢§, e §)| <
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as well as

const. const.

(g —A)
(see hypotheses (H.1), (H.2) and Remark 2.8 a). Similarly, the term

Tm (W, o §)| < (a=NlEN* < (a = NllEl (4.10)

—2rRe(g,Q¢) = 2rRe (ia, X' e?U,Qxe?U)
= 2rRe (ia, ' e?U, (V — g + W)xe?U)

can be estimated by
| — 2rRe(g, Q€)| < const.|x'|||e?U]|?.

Next,

lg—Q&I* = (g—A+V — g+ W)E|>+lg]|* — 2Re (g, QE)
= (g = N?EPP +[(V =g+ W)E|I> +2(q — MRe (&, (V — g+ W)E)
+lglI* — 2Re (g, Q)

<[+ oDl(a = WP + [ 0¢F + e

Using Remark 2.8 a) again, the second term in (4.8) can be majorised by

a
const./rTUHﬂ\Q.

With hypothesis (H.2) we see that it is

/mnm—Amm?

The same is true of the third term in (4.8), since (4.9) and (4.10) hold and
j = o(1) by Remark 2.8 a) and the first part of assumption (ii). This leaves us
with
j/ B 1 N q/ B q// N 2(q/)2
g=XA rg=N? rl@=A> (=N (@-AY

which, by assumptions (ii) and Remark 2.8 a), is again o(1). Collecting terms,
we finally obtain (4.6) from which (4.7) follows, employing the properties of
our cutoff function and Remark 2.8 a). O

LEMMA 4.2. Let ¢' >0 and

1
ko = el — (@) 4 5 (19" (4.12)
a const 1 ¢ rq”
¢ = + += +3 413
g=A rl@=A)  2(a—A?* 2(¢—A)? (4.13)
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Then,
I3 = /2T50’Re<fiozrDT§,§>
k ¢’ e
< £ — + c+ const. ———— £ (4.14
/[(q)\)2 q—A (¢ =) €= A" 414
+T3a
where
r
o= [0+ I eU R
< const. {/ (¢ + ") |e?U|)? (4.15)
s—1

tet1 5 s0/
[T (L) - vl
123

Proof. By setting £ = y/q — Aw, I3 can be written as
I; = /2r<p’Re<—iarDT£,§) = /2r<p’Re<—iarDrw, (g — Nw)
= /2T¢’Re<7iarDrw, Qu) — /2r<p/Re<—iarDrw, (V—q+W)w).

Using (A.10), (A.12) with h = r¢’, j = r¢”, we obtain

= [ r QA7 = 1Dl = 17 + ieDwl?) ~ [ o',
1/ re ! ro”
s r_ /\217 - / _ / 2
b [ |ree 4 gy - b + 5 (2550 ) - e |
1
/mp”lm Quw, ayw) —l—/qrf)\XX’He‘/’UHQ

— / 2r¢'Re(—ia, Dyw, (V — g+ W)w). (4.16)

The last term can simply be estimated by

const.
[re (10mu? + S5 ol

Replacing & by w in (4.9) and (4.10), we have

, const. 1 [/ rq¢ \'
Iy < ko +¢ |a+ 5

2\g—A
r
+/q_—)\ [o' ()2 + 1" IIX 11 e U |1,

+ const.|sa“|} o]
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which leads to (4.12)—(4.14). The estimate (4.15) is again a consequence of the
properties of y and of Remark 2.8 a). O

LEMMA 4.3. Let ¢’ > 0. Then
T = —/2rRe<g,DT§>

< const.{/ r [(1+<p')|\€‘pUH2—|—€29”HDTUH2] (4.17)
s—1

e 1-6 " 2
w [ @D - Ve

tr
Proof. Let n:= e?U. Since
Re(—ia,x'n, 0, (xn)) = xx' Re(—iayn, 0rn),

we have

Ty

—/2rRe<g,DT§> = /2rRe<iarx’e‘PU, D,&)

= / 2rxx'Relian, Dyn).

On the interval [s — 1, s] the integral can simply be estimated by

/ 2rX' Il D S/ e |U| DU + ¢'U|.
s—1 s—1

On [tg,tr+1] we use the estimate

| + 1

and observe that (A.9) and (A.11) hold with x = 1 (i.e., ¢ = 0) and £ = 7,
provided h and j have compact support. Hence, with h = r(—x'), j = r(h/r) =
—rx"" we have

[0 1P+ (2407 aie]
= /T(*X/)|\Q77|\2+/X/<A77a77> */Tx”1m<(V*q+W)n,am>

1
+/ [—5(%’ +rx") + X' + Tx’so"] ][
The integration extends over [ty, t;41] only where x'¢’ < 0. Using Remark 2.8
a) and the estimates of the derivatives of x, the assertion follows. [

REMARK 4.4. The constant in (4.6), (4.13), and (4.14) is the sum of the con-
stants which occur in assumptions (H.1) and (H.2). In view of the hypotheses
of Theorem 2.7 the function ¢ in (4.13) is o(1) at infinity. It is important that
the constants in (4.7), (4.15) and (4.17) are independent of ¢ and tj, := 2F.
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5 PROOF OF THEOREM 2.7
Before proving Theorem 2.7 we prepare the following

PROPOSITION 5.1. Suppose f >0, g > 0 are functions on (0,00) with

—- = 09, g < 00,
f

and f is continuous and non-decreasing. Let ty, := 2% (k € N). Then we have

tr41
lim inf/ fg=0
tr

k—o0

Proof. Assume to the contrary that there are numbers g > 0 and N € N such

that
tht1
/ fg=>eo
tr
for N <k e N. Then
o0 > b 1 > 1 < ]
g= / (fg) — >¢eo0 250/ — =00
/tN k:%:ﬂ tr—1 f k:%:ﬂ F(te) tn

gives the desired contradiction.

Proof of Theorem 2.7
From (4.4) and (4.5) and Lemma 4.1-4.3 we see

[0 21 + (U]~ N 6.1)

ki, ¢ le”|
+ ¢+ const.————=
/{(q—k)2 q—A (g —A)?

K

o (B )| @

+Con8t-/ r2e*?[(L+¢" + " DIV + | D-U|J]
s—1

tet1
+const. / r1=80e22 (1 4 o + 7l ])] (g — N)||UI2,

ty

where t;, := 2%,
a) We claim

[ - <o
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for all s > R and £ > 0. Let j € N. We choose ¢ = (j/2)loglogr in (5.1) and

note

/ J " J 1
= = — 1
v 2rlogr’ 7 4r2logr ( + 1ogr) ’
J 2 Jj+2 JjG -1 2j
1 <
4r2logr { + logr + (log 7“)2:| ~ 4r2(logr)? + 4r2logr

o =

for r > Ry if Ry is sufficiently large. Using Remark 2.8 a), the first integral on
the right-hand side of (5.1) can be majorised by

const./{rj% Hggr)? + (10;7")2 + (1027“)

+LLO<1>} (log )/ (g — N XU

roo (logr)

The last integral on the right-hand side of (5.1) can be estimated by

/kﬂ 170 (1 + const. ) (log ) (g — )| U, (5.2)

ty

With (¢ — ) being bounded, (¢ — \)||U||? is in L*(Rg,00). Thus there is a
sub-sequence {ty,}7°, on which (5.2) tends to zero in view of Proposition 5.1.
This proves

/Oo(logr)j(q = MIUJ? < oo.

Ro

Moreover, for some ¢y > 0 the inequality (5.1) implies

(Llogr)?
o Z 20 (g~ Vv
Ro 50
o 2 L (Clogr)i=2 L (Clogr)i—t
< const.
- /5_1 7"25010g7’jg2 (j—2)! ; (5 — 1!

L .
s Llogr)? )
-(q—A)HUHQJrconst-/ 1T2§ (Flor)’ i ) [+ DTN+ 11D

Since we can let L — oo, this establishes the claim.

b) Next we assert
o b
| a= M <
for all s > R, £ >0 and b € (0, o).
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We insert ¢ = (jb/2) logr into (5.1) and observe

p_Jb Jjb Jb
oo ¥ 2r27 7Y 42
In view of Part a) there is a sub-sequence {tj, } with

thy+1

lim r O L+ by (g = MU =

{— 00 t,

Using Remark 2.8 a) again, we see that (5.1) implies

o o0 1 1
co/ (g - N|U|? < Const./ (7“250 + —) b’ (q = MU P
s s—1
+c0nst./ r? P14 o) U2 + 1Dy U |17
s—1

or

L (g—n)o)?

L
o ot
Co/ Z(
s =0
< pp L j—l 5
< const./ — Z = N|U]|
s— =1

L

+const./ 7’22 j' DU + | DU
s—1 j= :

=0

For b € (0,0¢) we can again move the first term of the right-hand side to the
left and let L — oo.

¢) In order to show that U vanishes a.e. on Eg, for some Ry > R, we choose
= (¢/2)r® where ¢ > 0 and b € (0, p). From

b 145
90/:571) 17 50”:*_(1*17)

we observe (¢'/r) + ¢” > 0, so that the last part of the first integral on the
right-hand side of (5.1) can be discarded. On account of Part b) there is a
sequence {tr,} on which the last integral vanishes. Finally we note

b 2 (1_b)2 2(b—1

With o
X i=——_pb!
2(g—N)
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we therefore have

ke ¢’ || 2
— — c(r) —const.—————= = bX“" —d(r)X,

(g —A)? Q*)\() (g —A)? )

where
1-b 1-0

=— | — . =o(1).

d(r) =N ( 5 —l—const) +c(r) =o(1)
Hence

[ [ao-2 o) - ] e o

< const./ P26 [(1 4 L) U2 4+ [ DoU2). (5.3)
s—1

Now there is an R; > R with the property that the left-hand side of (5.3) can
be estimated from below by

o0
const. e/(++1)" / 1u|?
s+1

for s > R;. The assertion therefore follows in the limit ¢ — oo.

6 PRrROOF OF THEOREM 2.10

From (A.16)-(A.17) with A = —mg we see

+2m 1/4
o= [(q+mo)® —mg)"? = a\/qg+2mg, F:= (qiqo) ,  (6.1)

and

VIF = \/q+ 2my, % V4.

As a consequence

. ru - . _ (Va+2moU
&= ye? ((1/F)1U2) =y 1/2Xe<pC with ¢ := ( \/qUQO 1)

solves
S
{iOzTDT + i, <? + <,0I> + Q} E=g:= fﬂ—l/2(io¢7¢)xle<ﬂ<7
where

F_2IN 2 0 ) moq/ .
=y + (V - / —Med 4, ).
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So our virial relation (A.8) now reads

[ 10:Q)e.©) + {(a- Baje. )
= /2r<p’Re<—iarDT£,§) —/QTRe(g,Drg).

93

(6.2)

Before beginning our estimates we observe that the assumption (i) implies

T > const. 7% or q

—1/2 1—60

< const.r

In view of (6.1) and our assumptions (ii), (H.1) we therefore have

1, 5, 1 __ morq’ B
PAGHIRAUS [l Q(Q+2m0)] V=9
= o) = o),
1 27 . F_2 morq o
= o2 = o),
and from
v '_ 1 |d " (d r(q)?
[q(q+2mo)} q+2mo | g * q (q) (q+ 2mo)
we find ,
1 rq' .,
EL@IE%J"“”

taking advantage of (6.3) again. Since

[tta-Bag.e) =

- [ S
1

f/mnwmﬁ

the left-hand side of (6.2) can be estimated from below by

/m+dmwm?

LEMMA 6.1. Let ¢' >0 and
ky, =

c = —+4

u 1q

1 "\
+ — (Tu—) +mg
2p 1%

1
g — () + 51"
a 1V —q)?

’ I
(5)
112
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Then
I = /QT@'Re(—iaTDTf,Q

k: /
/<—+£c+const e |)u|§|2+J
I 12

IN

where

r
To= /FW(X')Q+|<p”||><”|]||€“”C||2
< COnSt'{/ (@' + l¢"]) le?CII?
s—1

tht1 /
+ [T (L) el
tr r

with a constant which is independent of ¢ and t, = 2*. (Note that the as-
sumptions of Theorem 2.10 imply ¢ = o(1).)

Proof. Since w := p~/2¢ satisfies

2p

S 1 '
Jo(3 )3 -
+ / J Im(Qu, ) + / M%xx'lle“”CIIQ — 0

as a substitute for identity (A.12).

Let
. moq’ .
I = 2r¢’ Re { —ia, Dyw, ——— (ia,.Blw ) ,
' / v < 2a(q + 2myg) o) >

—2
I, = /2r<,0’ Re <—iaTDTw, (V —q) (};251)> .
2

Replacing ¢ by p in (A.10), we can write

. . S / NG . —1/2
—ta,Dyp i | —+ ¢ | +Q —i—a,|w=f:=pn g,
r

we have

/27’<p Re (=i, Dyw, pw) = /27"@’ Re (—ia, Dyw, Q) + I1 + I

= [P = [P = f + i DywlP) = [ )

AN //
- /i _1 //M 2 @12
# |ty (o) - e ]n P+ [ e

/rtp”lm Qu, a,w) + I + Is.
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Integrating by parts in I, we obtain

!

I = f/2w’ Re <8Tw, m(moﬂ)w> (6.4)

_ 1 w, < r ”7(1/ m / 7qu I m w
_2/< { 7 q(q+2mo)( o L(q+2mo)] ( Oﬁ)} >

and note that the first term in (6.4) cancels

/7‘(,0” Im{(Qw, a,w) = —% /7‘(,0” <m(moﬁ)w,w> )

Furthermore, since

q |’LU |2 Q+2m0 2

F—4 2 F4 2 —
[w1]* 4+ % ws| T Tom T lwal”,

we have

V— 2
I < /TQDIHDT’LUHQ + const. /7‘(,0/7( %) [|lw]|?.
q

Collecting terms, the assertion follows. [J

LEMMA 6.2. Let ¢’ > 0. Then
T = —/2TR6<g,DT§>
< {const. [0+ lercl + o))
s—1
Pt 1—6 1 2
[ Rl }
ty

with a constant which is independent of ¢ and ty.

Proof. Abbreviating ¢ := e®(, we have

T = —/QTRe(g,DTQ = /QTXTXI Re(ia. ¢, Dy ).

On the interval [s — 1, s] the integral can be estimated by

S X/ S B
/ 20X o] D19 < const. / P2=0022 ¢ |D1C + 'c])
s—1 s—1

using (6.3). On [tg, tx+1] we majorise the integral by
ey ’ 2 2
—(=x)([olI” + IP-4l1%) (6.5)
te 1%
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and note that it is permitted to use (A.9), (A.11) with x =1 (i.e., g = 0) and

£ = ¢, since
!/
h=-—(-X), jr<ﬁ> Sy
1 r r

have compact support. Hence on [ty, tj1]
r 2,
[ b@mn I(2+¢)
_ (T 2 1 2
— [ L0lQor+ [ Koo+ /[ ~(Z+e )b
+ [ i1m(Qs.0,0).

Now, —¢""h < const.|¢”|r'=% by (6.3), while —(¢'/r)h < 0 on [tg, tx+1]. From
' =o0(1) = h"” we conclude j = o(1) = j'. The integral (6.5) can therefore be
estimated by

tit1
cm%/ =50 (14 ")) 1lI2,

tr

which concludes the proof. [J

Summing up, we have

© -2 k_kp 50 |50”| © 12
B0 + oWl < [ (22 + Lt const 21 [yec|
p2op u?
*““{/ Pe[(1+ ¢ + " DIICI? + [ De¢?]
s—1

tr41
- #%a+¢+ﬂwm”MW}

ty

which does not differ from (5.1) in any essential way. The previous bootstrap
argument can therefore be repeated almost verbatim, proving ¢ = 0 and so
u =0 a.e. on Eg, for some R; > R. [J

Appendix

A IDENTITIES IN CONNECTION WITH THE VIRIAL THEOREM

A.1 ALGEBRAIC RELATIONS

The principal part in
(a-D+Qu=0, D:=p—0b, p=—iV (A1)
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can be decomposed with the operators

DT::&—iE-b, aT::a-E,
r r
n—1 .
S = 5 — Z zajak(ijk — kaj) (AQ)
1<j<k<n
as follows: '
a-D=aq, (—ir(l_")/2 D,r(n=1/2 4 iS) . (A.3)
r

S is a symmetric operator in L?(S™ 1) which commutes with every operator
which solely depends on the radial variable r; it anticommutes with «a,.. In two
dimensions we have

1 . 1
S = 5 = io109(x1 Dy — 29 Dy) = > + o3(x1 D2 — 2 D1),

where o1, 09, o3 are the Pauli matrices. For n = 3 it is convenient to define
o = (—iazas, —tasar, —iagas). Then

S=1+o0-L with L:=2x D,

but the operator K := S is also used instead of S.
We notice that a - Bz anticommutes with «.., since B is skew-symmetric. A
longer but completely elementary calculation shows

A :=[D,,S] = —ia,(« - Bx).
Since a2 = 1, this implies 4% = |Bz|? and
[D,,ia,S] = o - Bx. (A4)
Furthermore,
T:=(B+na-Bx)(l+ i)
is an Hermitian NV x N matrix with square
T2 = (1+ 7’| Ba*)(1+¢),

ifn, (€ R.
Finally we note that the (n+1) Dirac matrices can be given the following block
structure :

0 aj . I 0
aj = (a* Oj) (.7 = 1325' o an)7 5 = ( ]\6/2 IN/Q) . (A5)

J

The a; are (N/2) x (N/2) matrices (Hermitian if n is odd) which satisfy the
following commutation relations :

aja}z + aka; = 25jkIN/27 a;ak + aZa]— = 25jkIN/2-

For n = 2, 3 this is of course well-known; the Pauli matrices take the role of
the a; if n = 2 and of the a; if n = 3. For general n see [KY].
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A.2 ANALYTIC TOOLS

Let ¢, x, ¢, h and j be smooth real-valued functions which depend only on 7;
we assume that y has compact support and ¢ is positive. When u is a solution
of (A.1), then (A.3) implies that

€= xe?U with U :=r"1/2y

and
w = q_(1/2)§

are solutions of
{ZOTDT + i (% + <,0/> + Q] & =g:= —ia,x'e?U, (A.6)

/
{ZOTDT + i, (% + <,0/> +Q - iarg—q} w=f:=q /g (A7)

Splitting @ into an Hermitian part @1 and Q2 := Q — @1, the following virial
relation holds :

J1:0011.6) = - [((a- oo (A3
+/2R6<TQ2§,DT§>+/2T(pIR€<—i04TDT€,§> _/2rR6<gaDr€>'

Norm and scalar product in L?(S"~1)" are denoted by | - || and (-, -), respec-
tively. We write ||| rather than [|{(r-)|] and similarly for the scalar product.
Integration is over (0, 00).

Starting from

/ 2 Relg, D,€)

(A.8) can immediately be verified, using (A.6) and (A.4) as well as an integra-
tion by parts in the term containing Q; (see [KOY], Proposition 3.1 and the
remark on p. 40). In case y can be replaced by 1, the virial theorem in its
familiar form follows from (A.8) by setting ¢ = 0, @2 = 0 and observing that
g is zero.

As a consequence of (A.6) — (A.7) we note the following energy relations:

[ [IIDT«EIIQ ¥ H (2+¢)e ] ~ [ o e "
-[Faco- [r (ﬁ)<£55> - [ty e
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/2hRe<7io¢,«Drw,Qw> (A.10)

h
= [ AP = 1Dl = 1f + i DwlP) = [ HAw,w)

-/ <ﬁ> <§ww> -/ (hg—q> - W)’] ool

(A.9) follows from

S
/th’ar(g - Q9" = /h HD@ - (; + 90’) ¢

by undoing the square on the right-hand side and integrating by parts (cf.
[KOY], Proposition 3.3 and the remark on p.40). Similarly, (A.10) can be
proved by inserting into the left-hand side the expression for Qw which arises
from (A.7) (cf. [KOY], Proposition 3.2 and the remark on p.40).

Since S is unbounded from above and from below, the corresponding term on
the right-hand side of (A.9)—(A.10) has to be eliminated. This can be done
with the help of the auxiliary identities

[i((B+e)ee)+g [r1er+ [im@eas

2

+ [acleru)? <o, (A11)
Ji{(E+¢)w > 5 [ (=0 L) ol + [ imiQu.an)
+ [ LalevE - (A.12)

(A.11), for example, results at once from

[ (i (246 ont).

inserting (A.6) and integrating by parts (cf. [KOY], p.23).

Let F = F(r) > 0 be a smooth function, mg > 0 and A\ € R. When V is
a scalar function and Q = V + mgf — A, it may be advantageous to split a
solution u of (A.1) into two vectors ui, ug with N/2 components and use the
block structure (A.5) of the Dirac matrices jointly with the transformation

(= <(17FU)1U2) , Uj= T(”fl)/Quj (A.13)
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(cf. [KOY], p.37). Then «a, = (c?* %T

T

) where a, := 377 (z;/r)a;. With a

smooth function ¢ = ¢(r) and

E’
(1/F%)(V —q+q+mo— NIy 0
0 FQ(V—(]-F(]—TI’LQ—)\)IN/Q

we then have

<amr n %ars + P) ¢=0. (A.15)

If, for example, ¢ — mg — A > 0, requiring

1
Fa(g+mo =) = p=F*(g—mo—\), (A.16)
leads to
1/4
+ mo — )\
o= N2 —m2/2 = (470 A A7
p=[(g—=A)"—mg]"'~, p— (A.17)
Since
F' mgq
F 2 u?
the potential (A.14) becomes
F~2In/o 0 ) mo q
P=uly+ (V- / L A.18
HIN ( q) ( 0 FQIN/Q 92 M2 e ﬁ ( )
B AsyMPTOTIC BEHAVIOUR OF SOLUTIONS
In case @ in
(—ia-V+Qu=0 (B.1)

is @ = moB+ \—q and q is a rotationally symmetric scalar function, it suffices
to discuss the ordinary differential equation

o —(k/r)  —g+mo+A
u = <q+m0 2 (k/ro) >u, (B.2)

where k is an eigenvalue of the angular momentum operator S in (A.2) with
b= 0. k is an integer or half-integer such that |k| > (n —1)/2. (For general n,
the reduction of (B.1) to (B.2) can be found in [KY].)
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B.1 CASEmg=0=\

In the new variables
t=logr, v(t)=u(e") (B.3)

G Dl e

If ' g(e') — 0 as t — oo, then (B.4) has a fundamental system of solutions v
with the property

(B.2) reads

.1
tliglo ?log|vi(t)| = +tk.

(We refer to the references in [AKS] for this theorem which goes back to Perron,
Lettenmeyer and Hartman-Wintner.) Hence (B.2) has a solution which is in
L? at infinity if rq(r) — 0 as 7 — oo and 2|k| > 1. Note that (B.4) has a
fundamental system of solutions

v (t) = eFVE T
if ¢ = ¢/r. Hence (B.2) has an L?-solution at infinity if |k| > [(1/2) 4 ¢*]*/2.

B.2 CASEA=-mg<O0
In this case (B.2) reads

W = {(2310 8) + <(’Z/T) W%) } u=:(J + R)u. (B.5)

The Jordan matrix J can be removed by observing that
1 0 .
¢ = (J 1) with o :=2mgr
has the properties ¢/ = J = J¢. Hence z := ¢~ 'u satisfies

¢ z+ ¢z =(J+R)pz or 2/ =¢ 'Roz

(see [Eal, p.43 for this trick). Since the asymptotically leading term in ¢~! R¢
still has the double eigenvalue zero, a second transformation is required. With

D = (1 0>, w:=D"1z
0 o

we obtain

w' = [(D7YYD+ (¢D)"'RéD}w )
(GF ) T )}
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The constant matrix in (B.6) has the eigenvalues

1 1
= ——= /- + k(k—-1).
fht 5 i ( )

So, if k # 0, 1, and if 72¢ — 0 r — oo, (B.6) has a fundamental system of
solutions w4 with
lws (r)] = r#E+eD as r — oo,

Since u = ¢Dw and |¢pD| < const.r, (B.5) has a solution which is of integrable
square at infinity if 2u_ +3 <0, i.e., |k — (1/2)] > 1.
For q = ¢/r? system (B.6) reads

, 0 0)1)1
e S E e o

A= —(k?-i—O'Q) —0p
=\ 2%ty k—1-ay

where

and o := 2me. Introducing new variables as in (B.3), (B.7) becomes
@ () = {A+e2t ( v 8)} @(t). (B.8)
2m0

Since the eigenvalues of A are
1 1 1/2

it follows from the Levinson theorem ([Ea], Theorem 1.8.1) that (B.8) has a
solution which is in L? at infinity if || is sufficiently large. The same is therefore
true of (B.5)
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