
Documenta Math. 433

Equivariant Fredholm Modules for the Full

Quantum Flag Manifold of SUq(3)

Christian Voigt1 and Robert Yuncken2

Received: January 9, 2015

Communicated by Joachim Cuntz

Abstract. We introduce C∗-algebras associated to the foliation
structure of a quantum flag manifold. We use these to construct
SLq(3,C)-equivariant Fredholm modules for the full quantum flag
manifold Xq = SUq(3)/T of SUq(3), based on an analytical version
of the Bernstein-Gelfand-Gelfand complex. As a consequence we de-
duce that the flag manifold Xq satisfies Poincaré duality in equivariant
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quantum flag manifolds, Poincaré duality, Bernstein-Gelfand-Gelfand
complex, Kasparov theory, Baum-Connes Conjecture.

Abstract

We introduce C∗-algebras associated to the foliation structure of a
quantum flag manifold. We use these to construct SLq(3,C)-equivariant
Fredholm modules for the full quantum flag manifold Xq = SUq(3)/T of
SUq(3), based on an analytical version of the Bernstein-Gelfand-Gelfand
complex. As a consequence we deduce that the flag manifold Xq satisfies
Poincaré duality in equivariant KK-theory. Moreover, we show that the
Baum-Connes conjecture with trivial coefficients holds for the discrete
quantum group dual to SUq(3).
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1 Introduction

In noncommutative differential geometry [Con94], the notion of a smooth man-
ifold is extended beyond its classical scope by adopting a spectral point of view.
This is centred around the idea of constructing Dirac-type operators associated
with possibly noncommutative algebras, capturing the underlying Riemannian
structure of geometric objects for which ordinary differential geometry breaks
down. The key concept in this theory, introduced by Connes, is the notion of
a spectral triple [Con96].

Quantum groups provide provide a large class of examples of noncommuta-
tive spaces, and they have been studied extensively within the framework of
noncommutative differential geometry. Among the many contributions in this
direction let us only mention a few. Chakraborty and Pal [CP03] defined an
equivariant spectral triple on SUq(2), which was studied in detail by Connes
[Con04]. Later Dabrowski, Landi, Sitarz, van Suijlekom and Várilly [DLS+05],
[vSDL+05] defined and studied a deformation of the classical Dirac operator on
SU(2), thus obtaining a different spectral triple on SUq(2). The techniques used
in these papers rely on explicit estimates involving Clebsch-Gordan coefficients.
In a different direction, Neshveyev and Tuset exhibited a general mechanism
for transporting the Dirac operator on an arbitrary compact simple Lie group
to its quantum deformation, based on Drinfeld twists and properties of the
Drinfeld associator [NT10]. The resulting spectral triples inherit various desir-
able properties from their classical counterparts, although unfortunately they
are difficult to study directly since this requires a certain amount of control of
the twisting procedure.

This article is concerned with the quantized full flag manifolds associated to
the q-deformations of compact semisimple Lie groups, and in particular the
flag manifold of SUq(3), the simplest example in rank greater than one. In
the rank-one case, that is for SUq(2), the flag manifold SUq(2)/T is known as
the standard Podleś sphere, and Dirac operators on it have been defined and
studied by several authors [Owc01, DS03, SW04]. A version of the local index
formula for the Podleś sphere is exhibited in [NT05, Wag09, RS], although
slight modifications must be made to Connes’ original formalism.

The higher rank situation has proven to be considerably more difficult.
Krähmer [Krä04] gave an algebraic construction of Dirac operators on quan-
tized irreducible flag manifolds in higher rank. These retain a certain rank-one
character in their geometry. In particular, the construction in [Krä04] does not
cover the case of full flag manifolds. On the other hand, the Dirac operator
defined by Neshveyev and Tuset can be used to write down spectral triples
for arbitrary full quantum flag manifolds. However, the most direct way to
do so, which was indicated already in [NT10], does not suffice to describe the
equivariant K-homology group of the quantum flag manifold using Poincaré
duality. More precisely, one only obtains certain multiples of the class of the
Dirac operator in this way.

In this paper, we describe a construction of a Dirac-type class in equivari-
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ant K-homology for the full flag manifold Xq = SUq(3)/T of SUq(3) as a
bounded Fredholm module. This does not give the full “noncommutative Rie-
mannian” structure on Xq that a Connes-type spectral triple would give. In
fact, a key philosophical point behind our construction is that the natural geo-
metric structure on quantized flag manifolds in higher rank is not Riemannian
but parabolic, in the sense of [ČS00].
Correspondingly, the construction of our Dirac-type class is based not upon the
Dirac or Dolbeault operator but upon the Bernstein-Gelfand-Gelfand (BGG)
complex, see [BGG75, BE89, ČSS01]. The quantum version of the BGG com-
plex for SLq(n,C), in its algebraic form, first appeared in [Ros91]; see also
[HK07a, HK07b]. It has not been much studied from an analytical point of
view so far. In fact, developing a complete unbounded noncommutative ver-
sion of parabolic geometries seems to be difficult. For instance, the BGG
complex is neither elliptic nor order 1, although it does exhibit a kind of subel-
lipticity. In the present work, we convert the BGG complex into a bounded
K-homology cycle. Such a construction was achieved for a classical flag man-
ifold in [Yun10, Yun11a]. A major goal of the present work is to demonstrate
that the necessary analysis can also be carried out for a quantized flag manifold.
In particular, our K-homology class is equivariant not only with respect
to SUq(3), but with respect to the complex quantum group SLq(3,C) =
D(SUq(3)), the Drinfeld double of SUq(3). Drinfeld doubles play an impor-
tant role in the definition of equivariant Poincaré duality [NV10] and the proof
of the Baum-Connes conjecture for the dual of SUq(2), see [Voi11]. It is worth
pointing out that the verification of SLq(3,C)-equivariance of our cycle is some-
what simpler than in the classical situation. We also remark that in the con-
struction of our K-homology class we use some properties of principal series
representations of SLq(3,C) which will be discussed in a separate paper [VY].
Our main result can be formulated as follows.

Theorem 1.1. The BGG complex for the full flag manifold Xq = SUq(3)/T
of SUq(3) can be normalized to give a bounded equivariant K-homology cy-
cle in the Kasparov group KKSLq(3,C)(C(Xq),C). The equivariant index of
this element with respect to SUq(3) is the class of the trivial representation in
KKSUq(3)(C,C) = R(SUq(3)).

We refer to Theorem 10.6 for the precise statement of this result. The main
idea behind our construction can be sketched as follows. Firstly, corresponding
to each of the two simple roots of SUq(3) there is a fibration of the quantized
flag manifold whose fibres are Podleś spheres. These fibrations carry families
of Dirac-type operators analogous to the operators constructed by Dabrowski-
Sitarz. As is common in Kasparov’s KK-theory, we replace these longitudinal
operators by their bounded transforms. We then use a variant of the Kas-
parov product, inspired by the BGG complex, to assemble them into a single
SLq(3,C)-equivariant K-homology cycle for Xq.
At present, there is only one ingredient which prevents us from carrying out
our construction for the full flag manifold of SUq(n) for any n ≥ 2, namely
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the operator partition of unity in Lemma 10.5. We develop all the harmonic
analysis in the generality of SUq(n).

Using Theorem 1.1 we derive two consequences regarding equivariant KK-
theory. Firstly, we conclude that the quantum flag manifold Xq satisfies equiv-
ariant Poincaré duality in KK-theory in the sense of [NV10].

Corollary 1.2. The flag manifold Xq is SUq(3)-equivariantly Poincaré dual
to itself. That is, there is a natural isomorphism

KK
D(SUq(3))
∗ (C(Xq)⊠A,B) ∼= KK

D(SUq(3))
∗ (A,C(Xq)⊠B)

for all D(SUq(3))-C
∗-algebras A and B, where ⊠ denotes the braided tensor

product with respect to SUq(3).

For the definition and properties of braided tensor products we refer to [NV10].
We note that it is crucial here that the class obtained in Theorem 1.1 is equiv-
ariant with respect to D(SUq(3)) and not just SUq(3). Let us also remark that
we have chosen to write D(SUq(3)) instead of SLq(3,C) in Corollary 1.2 in
order to make notation consistent with [NV10].
Secondly, we discuss an analogue of the Baum-Connes conjecture for the dis-
crete quantum group dual to SUq(3). In [MN06], Meyer and Nest have devel-
oped an approach to the Baum-Connes conjecture [BCH94] which allows one
to construct assembly maps in rather general circumstances, and which applies
in particular to duals of q-deformations. As already mentioned above, the sim-
plest case of SUq(2) was studied in [Voi11], and here we show how to go one
step further as follows.

Corollary 1.3. The Baum-Connes conjecture with trivial coefficients C holds
for the discrete quantum group dual to SUq(3).

This result is significantly weaker than the analogous statement for the dual of
SUq(2) in [Voi11]. However, let us point out that one cannot hope to carry over
the arguments used in [Voi11] to the higher rank situation. Indeed, according
to work of Arano [Ara], the Drinfeld double of SUq(3) has property (T ). This
forbids the existence of continuous homotopies along the complementary series
representations to the trivial representation in the unitary dual. Such homo-
topies are at the heart of the arguments in [Voi11]. In other words, the problem
is similar to well-known obstacles to proving the Baum-Connes conjecture with
coefficients for the classical groups SL(n,C) in higher rank.

Let us now explain how the paper is organized. In Section 2 we collect some
preliminaries on quantum groups and fix our notation. Sections 3 and 4 contain
the definition and basic properties of certain ideals of C∗-algebras associated to
the canonical fibrations of a quantum flag manifold. These C∗-ideals are defined
in terms of the harmonic analysis of the block diagonal quantum subgroups of
SUq(n), and are the basis of all the analysis that follows.
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In Section 5 we formulate the main technical results about these ideals. These
results are parallel to classical facts from the calculus of longitudinally elliptic
pseudodifferential operators. The proofs are deferred to subsequent sections,
which may be skipped on a first reading. Specifically, Section 6 collects some
facts about Gelfand-Tsetlin bases, and in particular the effect of reversing the
order of roots used in their definition. Section 7 introduces the notion of essen-
tially orthotypical quantum subgroups, in analogy with the considerations in
[Yun10]. In Section 8 the analytic properties of longitudinal pseudodifferential-
type operators are established.
Section 9 contains some definitions and facts related to complex quantum
groups and their representations, and it is checked that our constructions are
compatible with the natural action of SLq(n,C). In section 10 we describe
the analytical quantum BGG complex for the flag manifold of SUq(3), and we
prove our main theorem.
The final section 11 contains the corollaries stated above. That is, we show
that Xq is equivariantly Poincaré dual to itself, and we verify the Baum-Connes
conjecture with trivial coefficients for the dual of SUq(3).

Let us conclude with some remarks on notation. The dual of a vector space V
is denoted V ∗. We write L(H,H ′) for the space of bounded operators between
Hilbert spacesH andH ′, andK(H,H ′) denotes the space of compact operators.
When H = H ′ we abbreviate these as L(H) and K(H). Depending on the
context, the symbol ⊗ denotes either an algebraic tensor product, the tensor
product of Hilbert spaces or the minimal tensor product of C∗-algebras. All
Hilbert spaces in this paper are separable.

It is a pleasure to thank Uli Krähmer for inspiring discussions on quantized
flag manifolds.

2 Preliminaries

In this section we discuss some preliminaries on quantum groups in general and
q-deformations in particular. For more details and background we refer to the
literature [CP95], [KS97], [Maj05].

2.1 Some notation

Let K = SU(n) or U(n) with n ≥ 2. We write T for the standard maximal
torus of K, that is, the diagonal subgroup, and t for its Lie algebra. We write
sln for sl(n,C) and gln for gl(n,C). In either case we denote by h = tC the
Cartan subalgebra. We write P for the set of weights of K, viewed as a lattice
in h∗. If V is a K-representation and µ ∈ P, the subspace of vectors of weight
µ in V will be denoted Vµ.
It will be convenient to identify the weight lattice of U(n) with Zn, where an
element µ = (µ1, . . . , µn) ∈ Zn corresponds to the weight µ ∈ h∗ given by

µ(diag(t1, . . . , tn)) = µ1t1 + · · ·+ µntn.
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The corresponding character of T will be denoted by eµ ∈ C(T ). We equip h∗

with the bilinear form which extends the standard pairing on P ∼= Zn:

( (µ1, . . . , µn), (µ
′
1, . . . , µ

′
n) ) =

∑

i

µiµ
′
i.

For SU(n), the weight lattice identifies with the quotient Zn/Z(1, . . . , 1), and
the bilinear form on h∗ is obtained from that above by identifying h∗ with the
orthogonal complement of C(1, . . . , 1) in Cn.
We write ∆ for the set of roots of SU(n) or U(n); they are the same in
both cases. We fix the set of simple roots Σ = {α1, . . . , αn−1} where
αi : diag(t1, . . . , tn) 7→ ti − ti+1.

2.2 Quantized universal enveloping algebras

We shall use the quantized universal enveloping algebras which are denoted
Ŭq(gln) and Ŭq(sln) in [KS97] (pages 212 and 164, respectively), since these are
the versions used in the literature on Gelfand-Tsetlin theory. We briefly recall
their definitions.
Fix q ∈ (0, 1). For any a ∈ C we write [a]q = qa−q−a

q−q−1 , and for a ∈ N,

[a]q! =
a∏

k=1

[k]q,

ï
a
m

ò

q

=
[a]q!

[a−m]q! [m]q!
.

Often, we shall drop the subscript q in the notation.
The Hopf ∗-algebra Ŭq(gln)is generated by elements Ei, Fi (i = 1, . . . , n − 1)
and Gj , G

−1
j (j = 1, . . . , n) with the relations

GjGk = GkGj , G−1
j Gj = 1 = GjG

−1
j

GjEiG
−1
j =





q
1
2Ei, j = i,

q−
1
2Ei, j = i + 1,

Ei, otherwise,

GjFiG
−1
j =





q−
1
2Fi, j = i,

q
1
2Fi, j = i+ 1,

Fi, otherwise,

[Ei, Fj ] = δij
G2

iG
−2
i+1 −G−2

i G2
i+1

q − q−1
,

E2
i Ei±1 − [2]qEiEi±1Ei + Ei±1E

2
i = 0 = F 2

i Fi±1 − [2]qFiFi±1Fi + Fi±1F
2
i

[Ei, Ej ] = 0 = [Fi, Fj ], |i− j| ≥ 2.

The formulas for the coproduct ∆̂ : Ŭq(gln) → Ŭq(gln)⊗ Ŭq(gln) are

∆̂(Ei) = Ei ⊗GiG
−1
i+1 +G−1

i Gi+1 ⊗ Ei,

∆̂(Fi) = Fi ⊗GiG
−1
i+1 +G−1

i Gi+1 ⊗ Fi,

∆̂(Gi) = Gi ⊗Gi,
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the counit ǫ̂ : Ŭq(gln) → C is given by

ε̂(Ei) = 0, ε̂(Fi) = 0, ε̂(Gi) = 1,

and the antipode is determined by

Ŝ(Ei) = −qEi, Ŝ(Fi) = −q−1Fi, Ŝ(Gi) = G−1
i .

Finally, the ∗-structure is given by

E∗
i = Fi, G∗

i = Gi.

Throughout, we will use the Sweedler notation ∆̂(X) = X(1) ⊗X(2) for the co-

product. We note that with this definition of Ŭq(gln), weight spaces are defined
by saying that Gi acts on vectors of weight µ = (µ1, . . . , µn) by multiplication

by q
1
2µi .

The Hopf ∗-algebra Ŭq(sln) is the Hopf ∗-subalgebra of Ŭq(gln) generated by
the elements Ei, Fi, Ki = GiG

−1
i+1 and K−1

i , for i = 1, . . . , n− 1. The element

Ki acts on vectors of weight µ ∈ P by multiplication by q
1
2 (αi,µ).

2.3 Quantized algebras of functions

Fix Kq = SUq(n) for n ≥ 2. The quantized algebra of functions O(Kq) is
the space of matrix coefficients of finite-dimensional type 1 representations of
Ŭq(sln); see [KS97] for more details. If σ is a type 1 representation of Ŭq(sln)
and ξ ∈ V σ, ξ∗ ∈ V σ∗, we denote the associated matrix coefficient by the
bra-ket notation

〈ξ∗| · |ξ〉 : X 7→ (ξ∗, σ(X)ξ), for X ∈ Ŭq(g).

We shall use the ∗-Hopf algebra structure onO(Kq) which makes the evaluation

map Ŭq(sln) ×O(SUq) → C into a skew-pairing of ∗-Hopf algebras, or equiva-
lently, a Hopf pairing of Ŭq(sln)

cop and O(Kq). Thus, for all X,Y ∈ Ŭq(sln),
f, g ∈ O(Kq),

(XY, f) = (X, f(1))(Y, f(2)),

(X, fg) = (X(1), g)(X(2), f)

(Ŝ(X), f) = (X,S−1(f)),

where we use Sweedler notation ∆(f) = f(1) ⊗ f(2) for f ∈ O(Kq). In terms of
matrix coefficients the multiplication is given by

〈ξ∗| · |ξ〉 〈η∗| · |η〉 = 〈η∗ ⊗ ξ∗| · |η ⊗ ξ〉. (2.1)

where ξ ∈ V σ, ξ∗ ∈ V σ∗, η ∈ V τ , η∗ ∈ V τ∗ for type 1 representations σ, τ .
The comultiplication ofO(Kq) defines left and right corepresentations ofO(Kq)
on itself. They will play very different roles in what follows: the left regular
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corepresentation will be used to define representations of Kq, while the right
regular representation will be used to define Kq-invariant differential operators
and carry out their harmonic analysis.

The right regular corepresentation of O(Kq) gives rise to a left action of Ŭq(sln)
according to the formula

X ⇀ f = f(1)(X, f(2)), for X ∈ Ŭq(gln), f ∈ O(Uq(n)). (2.2)

We shall usually write this simply as Xf .

The Hilbert space L2(Kq) is the completion of O(Kq) with respect to the inner
product

〈f, g〉 = φ(f∗g),

where φ is the Haar state of O(Kq).

The left and right multiplication action of f ∈ O(Kq) on L
2(Kq) will be denoted

by Ml(f) and Mr(f), respectively. The left multiplication action defines a ∗-
homomorphism O(Kq) → L(L2(Kq)). By definition, the C∗-completion C(Kq)
of O(Kq) is the norm closure of the image of O(Kq) under this representation.
In this way one obtains the compact quantum group structure of Kq.

The algebra O(Uq(n)) is defined analogously, as matrix coefficients of type 1

representations of Ŭq(gln). All the above constructions carry over to Uq(n).

2.4 Representations and duality

Let Kq = SUq(n). By definition, a unitary representation of Kq on a Hilbert
space H is a unitary element U ∈M(C(Kq)⊗K(H)) such that (∆⊗ Id)(U) =
U13U23. Here we are using leg numbering notation. We shall often designate
unitary Kq-representations simply by the Hilbert spaces underlying them. If
H,H ′ are unitary representations of Kq we write HomKq

(H,H ′) for the space
of intertwiners, that is, for the set of all bounded linear maps T : H → H ′

satisfying (Id⊗T )U = U ′(Id⊗T ).
A unitary representation H of Kq is irreducible if and only if HomKq

(H,H) =
C. All irreducible unitary representations of Kq are finite dimensional, and
we write Irr(Kq) for the set of their equivalence classes. In the context of
harmonic analysis, elements of Irr(Kq) will be referred to as Kq-types. We
shall usually blur the distinction between a specific irreducible representation
and its class in Irr(Kq). Unless otherwise stated, the Hilbert space underlying
a Kq-representation σ ∈ Irr(Kq) will be denoted V σ.

We use 1Kq
to denote the trivial representation of Kq. For σ ∈ Irr(Kq), we

denote by σc the (unitary) conjugate representation. If a Kq-representation π
contains σ as an irreducible subrepresentation, we write σ ≤ π.

We define Cc(K̂q) as the algebraic direct sum

Cc(K̂q) =
⊕

σ∈Irr(Kq)

L(V σ).
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Its enveloping C∗-algebra is denoted C0(K̂q), this identifies with the C∗-algebra

of functions on the dual discrete quantum group K̂q.
We will also work with the algebraic direct product

C(K̂q) =
∏

σ∈Irr(Kq)

L(V σ),

which can be identified with the algebraic dual space O(Kq)
∗ of O(Kq). In

particular, the quantized universal enveloping algebra Ŭq(sln) is naturally a ∗-
subalgebra of C(K̂q), and we will routinely use the same notation for elements

of Ŭq(sln) and their images in C(K̂q).

In our context, the main reason to consider the algebraC(K̂q) is that it contains

some elements outside Ŭq(sln) which we shall need. In particular, the universal
enveloping algebra U(h) of the Cartan subalgebra h of sln embeds into C(Kq)
if we identify X ∈ h with the operator which acts as µ(X) on the weight space
(V σ)µ for each σ ∈ Irr(Kq), µ ∈ P.

2.5 Quantum subgroups

Let Kq = SUq(n). Given a set I ⊆ Σ of simple roots, we let hI⊥ denote the
subspace of h annihilated by the αi ∈ I, and let hI be its orthocomplement
with respect to the invariant bilinear form. We let gI denote the following
block-diagonal Lie subalgebra of sln:

gI = h⊕
⊕

α∈∆∩ZI

gα.

This subalgebra admits the decomposition gI = sI ⊕ hI⊥ where sI = hI ⊕⊕
α∈∆∩ZI gα is semisimple and hI⊥ is central. The subalgebra kI = gI ∩ sun is

the Lie algebra of a block-diagonal subgroup KI ⊆ SU(n).
The analogous families of closed quantum subgroups of SUq(n) are defined as

follows. Here, we use the notation 〈xj〉 to denote the σ(C(K̂q),O(Kq))-closed

subalgebra of C(K̂q) generated by a collection of elements xj ∈ C(K̂q). For
each I ⊆ Σ, we define

C(K̂I
q ) = 〈X ∈ U(h), Ei, Fi (i ∈ I)〉, C(ŜI

q ) = 〈X ∈ U(hI), Ei, Fi (i ∈ I)〉,
C(T̂ I) = 〈X ∈ U(hI)〉, C(T̂ I⊥) = 〈X ∈ U(hI⊥)〉.

We then define O(KI
q ), O(SI

q ), O(T I) and O(T I⊥) to be the images of O(Kq)

under the induced surjection of C(K̂q)
∗ onto C(K̂I

q )
∗, C(ŜI

q )
∗, C(T̂ I)∗ and

C(T̂ I⊥)∗, respectively. They are Hopf *-algebras under the induced operations.
In particular, O(K∅

q ) is isomorphic to O(T ). We write πT for the projection
homomorphism O(Kq) ։ O(T ), and for its extension to the C∗-algebras. At
the other extreme, we have O(KΣ

q ) = O(Kq).
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The quantum subgroups corresponding to the singleton subsets I = {αi} with
i = 1, . . . , n − 1 will play a particularly important role. In this case, we will
write Ki

q, S
i
q, T

i, T i⊥ for the above quantum groups. Note that Si
q
∼= SUq(2).

We will also write Ŭq(s
i
q) for the Hopf subalgebra of Ŭq(sln) generated by Ei,

Fi, Ki and K
−1
i .

2.6 The quantized flag manifold

Here, we summarize the basic definitions and properties of quantum flag man-
ifolds. For more details see [CP95], [SD99], [HK04], [Sto03].
The full flag manifold of Kq = SUq(n) is the quantum space Xq = Kq/T ,
defined via its algebra of functions as follows. The algebra O(Kq) is a right
O(T )-comodule algebra by restriction of the canonical right coaction of O(Kq)
along the projection homomorphism πT : O(Kq) → O(T ). By definition, the
algebra O(Xq) is the ∗-subalgebra of O(T )-coinvariant elements, that is,

O(Xq) = {f ∈ O(Kq) | (Id⊗πT )∆(f) = f ⊗ 1}
= {f ∈ O(Kq) | Kif = f for all i = 1, . . . , n− 1}.

More generally, for any µ = (m1, . . . ,mn) ∈ P we define the section space of
the induced line bundle Eµ over Xq by

O(Eµ) = {f ∈ O(Kq) | (Id⊗πT )∆(f) = f ⊗ eµ}
= {f ∈ O(Kq) | Kif = q

1
2 (mi−mi+1)f for all i = 1, . . . , n− 1}.

In other words, O(Eµ) is the µ-weight space of the right regular action of
T . Similarly, L2(Eµ) and C(Eµ) are the right µ-weight spaces of L2(Uq(n))
and C(Uq(n)), respectively. They are the closures of O(Eµ) in L2(Uq(n)) and
C(Uq(n)), respectively. We will abbreviate direct sums of the form O(Eµ) ⊕
O(Eν) as O(Eµ ⊕ Eν), and use analogous notation for their completions.
Multiplication in O(Kq) restricts to a map O(Eµ)⊗O(Eν) → O(Eµ+ν) for any
µ, ν ∈ P. In particular, each O(Eµ) is a bimodule over O(E0) = O(Xq). These
modules are projective as either left or right O(Xq)-modules since O(Kq/T ) ⊂
O(Kq) is a faithfully flat Hopf-Galois extension [MS99].
Later on we will need an analogue of trivializing partitions of unity for the line
bundles Eµ. These are described in the following lemma, which is an immediate
consequence of Hopf-Galois theory, see [Sch04].

Lemma 2.1. For any µ ∈ P, there exists a finite collection of sections
f1, . . . , fk ∈ O(Eµ) and g1, . . . , gk ∈ O(E−µ) such that

∑k
j=1 fjgj = 1 ∈ O(Xq).

We will be interested in operators arising from the action of Ŭq(sln) on the

above line bundles. Let X ∈ Ŭq(g) be of weight ν = (k1, . . . , kn) for the

left adjoint action, i.e., KiXK
−1
i = q

1
2 (ki−ki+1)X for all i. Then the right

regular action X : O(Kq) → O(Kq) given by Xf = X ⇀ f restricts to a map
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X : O(Eµ) → O(Eµ+ν) for every µ ∈ P. In this way, X defines an unbounded
operator from L2(Eµ) to L2(Eµ+ν) with dense domain O(Eµ), such that X∗X
is essentially self-adjoint. It should be thought of as a Kq-invariant differential
operator.

3 Isotypical decompositions and associated C∗-categories

In this section and the next, we introduce the fundamental analytical structures
which will be used throughout the remainder of the paper. The idea is to de-
scribe the behaviour of certain linear operators with respect to a decomposition
into isotypical subspaces.

3.1 Isotypical decompositions

Let Kq be a compact quantum group. Any unitary representation π of Kq

on a Hilbert space H can be decomposed into a direct sum of its isotypical
components,

H =
⊕

σ∈Irr(Kq)

Hσ,

where Hσ
∼= HomKq

(V σ, H)⊗V σ. We denote by pσ the orthogonal projection
onto Hσ. More generally, for any set S ⊆ Irr(Kq), we write pS =

∑
σ∈S pσ, so

that pS is the orthogonal projection onto HS =
⊕

σ∈S Hσ.
An important observation for what follows is that certain sufficiently nice sub-
spaces of H , such as weight spaces, still admit a Kq-isotypical decomposition
even though they may not be Kq-subrepresentations. This is the point of the
following definition.

Definition 3.1. A Kq-harmonic space is a Hilbert space of the form H = PH ,
where H is a unitary Kq-representation space and P : H → H is an orthogonal
projection which commutes with every isotypical projection pσ for σ ∈ Irr(Kq).
In this case each pσ restricts to a projection on H, and we call Hσ = pσPH
the σ-isotypical subspace of H.

For us, the key example of aKq-harmonic space will be the L2-section space of a
homogeneous line bundle over the quantized flag manifold. The corresponding
Hilbert space is not a subrepresentation of the right regular representation of
SUq(n), but it is a SUq(n)-harmonic space with respect to the right regular
representation, see Example 4.2 below.

3.2 Harmonically finite and harmonically proper operators

Let H, H′ be Kq-harmonic spaces and let T ∈ L(H,H′) be a bounded linear
operator between them. We denote by Tστ = pσTpτ for σ, τ ∈ Irr(Kq) the
matrix components of T with respect to the Kq-isotypical decompositions.

Definition 3.2. Let H, H′ be Kq-harmonic spaces. With the notation above,
we say that
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a) T is Kq-harmonically finite if Tστ = 0 for all but finitely many pairs σ, τ ∈
Irr(Kq);

b) T is Kq-harmonically proper if the matrix of T is row- and column-finite,
that is, if for each fixed σ we have Tστ = 0 for all but finitely many τ ∈
Irr(Kq) and Tτσ = 0 for all but finitely many τ ∈ Irr(Kq).

Definition 3.3. Let H, H′ be Kq-harmonic spaces.

a) We define KKq
(H,H′) to be the norm-closure of the set of Kq-harmonically

finite operators in L(H,H′)

b) We define AKq
(H,H′) to be the norm-closure of the set of Kq-harmonically

proper operators in L(H,H′).

If H = H′ we will simply write KKq
(H) and AKq

(H), respectively.

These definitions can be thought of as defining the Hom-sets of C∗-categories
KKq

and AKq
whose objects are Kq-harmonic spaces. This observation will

serve us as a notational convenience, since it allows us to write statements such
as T ∈ KKq

if the domain and target spaces of the operator T are understood.

Remark 3.4. The above definitions can be reinterpreted in the language of
coarse geometry. A Kq-harmonic space H is a geometric | Irr(Kq)|-Hilbert
space, which is merely to say that it admits a representation of C0(Irr(Kq)) =

Z(C0(K̂q)). The algebra AKq
(H) is basically the Roe algebra with respect

to the indiscrete coarse structure on the discrete space Irr(Kq), see [Roe03]
for more information. The fact that Roe algebras over dual spaces enter into
our K-homology construction is no surprise: see the discussions in [Roe97],
[Luu05], [Yun11b].

3.3 Alternative characterizations

We write S ⊂⊂ Irr(Kq) if S is a finite set of Kq-types. Recall that we write
pS =

∑
σ∈S pσ. It is convenient to regard (pS)S⊂⊂Irr(Kq) as a net of projections,

where the indexing set is ordered by inclusion of subsets.
The following two lemmas are exact analogues of Lemmas 3.4 and 3.5 of
[Yun10], with essentially the same proofs.

Lemma 3.5. Let T ∈ L(H,H′), where H, H′ are Kq-harmonic spaces. The
following conditions are equivalent:

a) T ∈ KKq
(H,H′),

b) limS⊂⊂Irr(Kq)(1− pS)T = 0 = limS⊂⊂Irr(Kq) T (1− pS) in the norm topology.

c) limS⊂⊂Irr(Kq) pSTpS = T in the norm topology.

Lemma 3.6. Let A ∈ L(H,H′), where H, H′ are Kq-harmonic spaces. The
following conditions are equivalent:
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a) A ∈ AKq
(H,H′),

b) For any finite set S′ ⊂⊂ Irr(Kq),

lim
S⊂⊂Irr(Kq)

(1 − pS)ApS′ = 0 = lim
S⊂⊂Irr(Kq)

pS′A(1 − pS)

in the norm topology,

c) For any finite set S ⊂⊂ Irr(Kq), ApS ∈ KKq
(H,H′) and pSA ∈

KKq
(H,H′).

d) A is a two-sided multiplier of KKq
, that is, for any Kq-harmonic space H′′,

TA ∈ KKq
(H,H′′) for all T ∈ KKq

(H′,H′′) and AT ∈ KKq
(H′′,H′) for all

T ∈ KKq
(H′′,H).

3.4 Basic properties

If the Kq-isotypical components of a Kq-harmonic space H are all finite di-
mensional, we shall say that H has finite Kq-multiplicities. In this case, the
family (pσ)σ∈Irr(Kq) is a complete system of mutually orthogonal finite-rank
projections on H, so the following result follows from Lemma 3.5.

Lemma 3.7. If either H or H′ has finite Kq-multiplicities then KKq
(H,H′) =

K(H,H′), the set of compact operators from H to H′.

If H is a Kq-representation and K ′
q is a closed quantum subgroup of Kq, then

H is a K ′
q-representation by restriction. We thus have projections pS′ on H

for every S′ ⊂ Irr(K ′
q). The following result is a straightforward consequence

of considering successive isotypical decompositions.

Lemma 3.8. Let K ′
q ⊆ Kq be a closed quantum subgroup. For any S ⊆ Irr(Kq),

S′ ⊆ Irr(K ′
q), the projections pS and pS′ commute. In particular, if H is a

unitary Kq-representation space and τ ∈ Irr(K ′
q) then pτH is a Kq-harmonic

space.

Lemma 3.9. Let K ′
q ⊆ Kq be a closed quantum subgroup. Suppose that H1

and H2 are simultaneously Kq-harmonic and K ′
q-harmonic spaces, in the sense

that Hi = PiHi for i = 1, 2 where Hi is a unitary Kq-representation, and
Pi : Hi → Hi is an orthogonal projection which commutes with both the Kq-
and the K ′

q-isotypical projections. Then KKq
(H1,H2) ⊆ KKq

′(H1,H2).

Proof. Let T ∈ L(H1,H2) be Kq-harmonically finite, so pSTpS = T for some
finite set S ⊂⊂ Irr(Kq). Only finitely many K ′

q-types occur in each σ ∈ S, so
T is also K ′

q-harmonically finite. The claim follows.
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3.5 Commuting generating quantum subgroups

Definition 3.10. Let K1,q, K2,q be closed quantum subgroups of a compact
quantum group Kq, defined by projections πi : O(Kq) ։ O(Ki,q) for i = 1, 2.
We shall say that K1,q and K2,q are commuting and generating if (π1⊗π2)∆ =
(π1⊗π2)∆cop holds, and this map is an injection of O(K) into O(K1)⊗O(K2).

The subgroups Ki,q give rise to injections π∗
i : C(K̂1,q) → C(K̂q). One

can check that K1,q and K2,q are commuting and generating if and only if

π∗
1(C(K̂1,q)) and π∗

2(C(K̂2,q)) commute and generate a subalgebra of C(K̂q)
which is separating for O(Kq). The latter condition is often easier to check.
Consider the direct product K1,q×K2,q defined by the tensor product O(K1,q×
K2,q) = O(K1,q)⊗O(K2,q). Note that Irr(K1,q×K2,q) = Irr(K1,q)× Irr(K2,q),
where a pair (σ1, σ2) ∈ Irr(K1,q) × Irr(K2,q) is identified with the obvious
corepresentation σ1 × σ2 of O(K1,q) ⊗ O(K2,q) on K(V σ1 ⊗ V σ2). Thanks to
the embedding (π1⊗π2)∆ : O(Kq) → O(K1,q)⊗O(K2,q), any corepresentation
σ of Kq defines a corepresentation σ̃ of K1,q × K2,q. If σ is irreducible, an
application of Schur’s Lemma shows that σ̃ = σ1 × σ2 for some σi ∈ Irr(Ki,q),
and moreover σ is uniquely determined by (σ1, σ2). We therefore have an
injection Irr(Kq) →֒ Irr(K1,q)× Irr(K2,q).

Lemma 3.11. Let K1,q,K2,q be commuting and generating closed quantum sub-
groups of a compact quantum group Kq. Then for any Kq-representations H,
H ′ we have

KKq
(H,H′) = KK1,q (H,H′) ∩KK2,q (H,H′), (3.1)

and

AKq
(H,H′) ⊇ AK1,q (H,H′) ∩ AK2,q (H,H′). (3.2)

Proof. For σ ∈ Irr(Kq), let σ̃ = σ1 × σ2 be the associated representation of
K1,q ×K2,q. The isotypical projection for σ is given by pσ = pσ1pσ2 . It follows
that an operator T : H → H ′ is Kq-harmonically finite if and only if it is both
K1,q- and K2,q-harmonically finite. This proves Equation (3.1). Equation (3.2)
follows from the characterization of AKq

as multipliers of KKq
, as in Lemma

3.6.

3.6 Harmonic properties of tensor products

If H1 = P1H1 and H2 = P2H2 are Kq-harmonic spaces, following the notation
of Definition 3.1, then the tensor product H1 ⊗H2 = (P1 ⊗P2)H1 ⊗H2 is nat-
urally a Kq-harmonic space with respect to the tensor product representation
of Kq on H1 ⊗H2.

Lemma 3.12. Let Kq be a compact quantum group. Then KKq
⊗ KKq

⊆ KKq
,

in the sense that for any Kq-harmonic spaces H1,H2,H′
1,H′

2 and any T1 ∈
KKq

(H1,H′
1) and T2 ∈ KKq

(H2,H′
2) we have T1⊗T2 ∈ KKq

(H1⊗H2,H′
1⊗H′

2).
Similarly, AKq

⊗KKq
⊆ AKq

and KKq
⊗ AKq

⊆ AKq
.
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Proof. Suppose T1 and T2 are Kq-harmonically finite, so that for i = 1, 2 there
are finite sets S1, S2 ⊂ Irr(Kq) such that pSi

TipSi
= Ti. If S denotes the set

of all irreducible Kq-types which occur in some σ1 ⊗ σ2 with σi ∈ Si, then
T1 ⊗ T2 = pS(T1 ⊗ T2)pS . From this we deduce KKq

⊗KKq
⊆ KKq

.
Now suppose A is Kq-harmonically proper and T is Kq-harmonically finite. Fix
S ⊂ Irr(Kq) a finite set of Kq-types such that pSTpS = T . Take σ ∈ Irr(Kq)
arbitrary. Then

(A⊗ T )pσ = (A⊗ T )(1⊗ pS)pσ.

Let τ ∈ S. For any τ ′ ∈ Irr(Kq), we have σ ≤ τ ′ ⊗ τ if and only if τ ′ ≤
σ ⊗ τc. This implies that there are only finitely many τ ′ ∈ Irr(Kq) for which
(pτ ′ ⊗ pS)pσ 6= 0. Letting S′ ⊂⊂ Irr(Kq) denote the set of such τ ′, we have

(A⊗ T )pσ = (A⊗ T )(pS′ ⊗ pS)pσ,

From the Kq-harmonic properness of A and T we can deduce that (A⊗T )pσ ∈
KKq

. A similar argument shows pσ(A⊗ T ) ∈ KKq
for all σ ∈ Irr(Kq), whence

Lemma 3.6 shows that A ⊗ T ∈ AKq
. Clearly, a similar argument works for

T ⊗A.

Recall that 1Kq
denotes the trivial representation of Kq. Later we shall make

much use of the following trick, which allows us to replace an arbitrary isotyp-
ical projection by the trivial one.

Lemma 3.13. Let σ ∈ Irr(Kq) and let V be any finite dimensional representa-
tion of Kq which contains σ as a subrepresentation. There exist intertwiners
ι : C → V c⊗V and ῑ : V c⊗V → C such that on any unitary Kq-representation
H, the isotypical projection pσ factorizes as

pσ : H
IdH ⊗ι

// H ⊗ V c ⊗ V
p
1Kq

⊗IdV

// H ⊗ V c ⊗ V
IdH ⊗ῑ

// H.

Proof. If V = V σ, this follows from standard facts about the contragredient
representation. If V σ is merely a subrepresentation of V , then we can use the
inclusion map V σ → V and the projection V → V σ, as well as the corre-
sponding maps for the contragredient representation, to reduce to the previous
situation.

4 The lattice of C∗-ideals

We now specialize to the quantum group Kq = SUq(n), although we note that
the constructions and results of this section translate naturally to more general
q-deformed compact semisimple Lie groups. We recall the family of quantum
subgroups KI

q ⊆ Kq defined in Section 2.5.

Definition 4.1. A fully Kq-harmonic space is a Hilbert space of the form
H = PH , where H is a unitary representation of Kq and P is an orthogonal
projection which commutes with all isotypical projections of each KI

q , I ⊆ Σ.
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Thus, a fully Kq-harmonic space is simultaneously a KI
q -harmonic space for

every I ⊆ Σ. Between fully Kq-harmonic spaces H and H′, we have the spaces
KKI

q
(H,H′) and AKI

q
(H,H′) for every I ⊆ Σ. To avoid unwieldy subscripts,

we shall write KI and AI for KKI
q
and AKI

q
in the sequel. When I = {i} is a

singleton, we shall write Ki and Ai.
The only examples of fully Kq-harmonic spaces we shall actually need are the
following.

Example 4.2. a) Any unitary representation of Kq is a fully Kq-harmonic
space.

b) By Lemma 3.8, any weight space of a Kq-representation is a fully Kq-
harmonic space.

c) In particular, the L2-section space L2(Eµ) of a homogeneous line bundle over
the quantized flag manifold of Kq is a fully Kq-harmonic space. Note that
the harmonic structure here comes from the right regular corepresentation.

Lemma 3.9 shows that we have a whole lattice of C∗-categories (KI)I⊆Σ for
the fully Kq-harmonic spaces. Note that the ordering is reversed: KI1 ⊆ KI2

if I1 ⊇ I2.

We point out, however, that this is typically not a lattice of C∗-ideals, that is,
given sets I1 ⊃ I2 of simple roots and a fully Kq-harmonic space H we typically
do not have KI1(H) ⊳KI2(H). To obtain a lattice of ideals, we must reduce KI

slightly, by restricting the class of operators we are working with.

Definition 4.3. For fully Kq-harmonic spaces H, H′, we define

A(H,H′) =
⋂

I⊆Σ

AI(H,H′).

We also define

JI(H,H′) = KI(H,H′) ∩A(H,H′)

for each I ⊆ Σ.

In other words, A is the simultaneous multiplier category of all the C∗-
categories KI . Again, we view the spaces defined in definition 4.3 as the
morphism sets of C∗-categories A and JI whose objects are fully Kq-harmonic
spaces. It is immediate from Lemma 3.9 that the JI form a lattice of ideals, as
we record in the following lemma.

Lemma 4.4. If I1 ⊇ I2 then JI1 ⊳ JI2 .

In particular, we have JI1∪I2 ⊆ JI1 ∩ JI2 for any I1, I2 ⊆ Σ. In fact, it will be
shown later that JI1∪I2 = JI1 ∩ JI2 , see Theorem 5.1 and its proof in Section
7.3.

Documenta Mathematica 20 (2015) 433–490



Equivariant Fredholm Modules 449

Lemma 4.5. Let H, H′ be fully Kq-harmonic spaces. Then JΣ(H,H′) =
KΣ(H,H′). In particular, if either H or H′ has finite Kq-multiplicities then
JΣ(H,H′) = K(H,H′), the set of compact operators from H to H′.

Proof. By Lemma 3.9, we have KΣ ⊆ ⋂I⊆Σ KI ⊆ ⋂I⊆ΣAI = A. This proves
the first statement. The second follows using Lemma 3.7.

The spaces of interest to us will have finite Kq-multiplicities, however they will
usually not have finite KI

q -multiplicities for I 6= Σ.

5 Longitudinal pseudodifferential operators: statement of re-

sults

In this section, we give statements of the necessary results concerning the lattice
of C∗-categories (JI)I⊆Σ and the “pseudodifferential” operators ph(Ei) and
ph(Fi). All of these results will be discussed at the generality of SUq(n). The
proofs of the theorems below will be deferred until Sections 7.3 and 8. The
reader willing to accept their veracity may safely skip forward to Section 9
after this section.

We begin with general results on the lattice of ideals (JI)I⊆Σ.

Theorem 5.1. Let Kq = SUq(n) for n ≥ 2 and let H, H′ be fully Kq-harmonic
spaces.

a) A(H,H′) =
⋂

i∈Σ Ai(H,H′).

b) For any I ⊆ Σ and any σ ∈ Irr(KI
q ), pσ ∈ JI(H).

c) For any I, I ′ ⊆ Σ, JI(H,H′) ∩ JI′(H,H′) = JI∪I′(H,H′).

d) If either H or H′ has finite Kq-multiplicities then JΣ(H,H′) = K(H,H′),
the compact operators from H to H′, and hence

⋂
i∈Σ Ji(H,H′) = K(H,H′).

Next we consider longitudinal pseudodifferential operators along various fi-
brations of the quantum flag manifold. The guiding philosophy is that for
µ, ν ∈ P, AI(L

2(Eµ), L2(Eν)) should be thought of as containing the order
zero longitudinal pseudodifferential operators along the leaves of the fibration
Kq/T ։ Kq/K

I
q , while KI(L

2(Eµ), L2(Eν)) should be thought of as the ideal
of negative order longitudinal pseudodifferential operators. For instance, in
the case q = 1 the space AI(L

2(Eµ), L2(Eν)) contains all order zero longitudi-
nal pseudodifferential operators along the fibration, although it also contains
many other operators, such as translations by the group action. Nevertheless,
the reader should keep the analogy in mind when interpreting the next theorem.
Let µ ∈ P and i ∈ Σ. We introduce the unbounded operator

Di =

Å
0 Fi

Ei 0

ã
on L2(Eµ ⊕ Eµ+αi

)
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which is defined by the right regular representation on the dense domainO(Eµ⊕
Eµ+αi

). It is to be thought of as a longitudinal differential operator along
the leaves of the fibration Xq ։ Kq/Ki,q. Notice that these operators are
essentially families of Dirac operators of the type considered by Dabrowski-
Sitarz in [DS03], over the base space Kq/Ki,q. We denote the operator phase
of Di by

ph(Di) =

Å
0 ph(Fi)

ph(Ei) 0

ã
,

where again ph(Ei) : L2(Eµ) → L2(Eµ+αi
) and ph(Fi) : L2(Eµ) → L2(Eµ+αi

)
are acting by the right regular representation. These operators should be
thought of as longitudinal pseudodifferentials operator of order 0.
Recall that if f ∈ C(Eν) for some ν ∈ P, then the left and right multiplication
actions Ml(f), Mr(f) define operators in L(L2(Eµ), L2(Eµ+ν)).

Theorem 5.2. Let Kq = SUq(n) for n ≥ 2. Let µ ∈ P, i ∈ Σ and f ∈ O(Eν)
for some ν ∈ P. Then the following hold.

a) Ml(f) and Mr(f) are in A(L2(Eµ), L2(Eµ+ν)).

b) ph(Di) ∈ A(L2(Eµ ⊕ Eµ+αi
))

c) For any ψ ∈ C0(R), we have ψ(Di) ∈ Ji(L
2(Eµ ⊕ Eµ+αi

)), or equivalently,
Di has resolvent in Ji(L

2(Eµ ⊕ Eµ+αi
)).

d) The following diagram

L2(Eµ ⊕ Eµ+αi
)

ph(Di)
//

Ml(f)

��

L2(Eµ ⊕ Eµ+αi
)

Ml(f)

��
L2(Eµ+ν ⊕ Eµ+ν+αi

)
ph(Di)

// L2(Eµ+ν ⊕ Eµ+ν+αi
)

commutes up to an element of Ji(L
2(Eµ ⊕ Eµ+αi

), L2(Eµ+ν ⊕ Eµ+ν+αi
)).

Remark 5.3. By slight abuse of notation, we will usually abbreviate part d)
of Theorem 5.2 by writing [ph(Di),Ml(f)] ∈ Ji(L

2(Eµ ⊕ Eµ+αi
), L2(Eµ+ν ⊕

Eµ+ν+αi
)) in the sequel. Notice that above statements about ph(Di) can be

restated as results about ph(Ei) and ph(Fi). In particular, part d) is equivalent
to the commutativity of the diagrams

L2(Eµ)
ph(Ei)

//

Ml(f)

��

L2(Eµ+αi
)

Ml(f)

��

L2(Eµ+αi
)

ph(Fi)
//

Ml(f)

��

L2(Eµ)

Ml(f)

��
L2(Eµ+ν)

ph(Ei)
// L2(Eµ+ν+αi

) L2(Eµ+ν+αi
)
ph(Fi)

// L2(Eµ+ν)

modulo Ji(L
2(Eµ), L2(Eµ+ν+αi

)) and Ji(L
2(Eµ+αi

), L2(Eµ+ν)), respectively.

Documenta Mathematica 20 (2015) 433–490



Equivariant Fredholm Modules 451

6 Comparisons of Gelfand-Tsetlin bases

This section and the next provide the technical results from harmonic analysis
which will be used to prove Theorems 5.1 and 5.2. It will be convenient to
work with the quantum group Uq(n) rather than SUq(n).

6.1 Quantum subgroups of Uq(n)

We first introduce notation for the block diagonal quantum subgroups of
Uq(n). These definitions follow the notation and conventions of Sections

2.2 and 2.5. We define C(÷Uq(n)) = O(Uq(n))
∗. For I ⊆ Σ, we define the

σ(C(÷Uq(n)),O(Uq(n)))-closed subalgebra

C(÷UI
q(n)) = 〈Ei, Fi (i ∈ I), Gj (j = 1, . . . , n)〉.

and denote the associated closed quantum subgroup of Uq(n) by UI
q(n).

In the particular cases I = {1, . . . , k − 1}, we will decompose UI
q(n)

as follows. Let C(
’
U↑

q(k)) = 〈Ei, Fi (i = 1, . . . , k − 1), Gj (j = 1, . . . , k)〉
and C(Ẑ↑

k) = 〈Gj(j = k + 1, . . . , n)〉, and let U↑
q(k) and Z↑

k be the dual

closed quantum subgroups of Uq(n). Then U
{1,...,k−1}
q (n) = U↑

q(k) ×
Z↑
k . The superscript ↑ refers to the fact that U↑

q(k)
∼= Uq(k) is em-

bedded in the “upper-left corner” of Uq(n). We likewise decompose

U
{n−k+1,...,n−1}
q (n) = U↓

q(k) × Z↓
k where the two components are dual to

C(
’
U↓

q(k)) = 〈Ei, Fi (i = n− k + 1, . . . , n− 1), Gj (j = n− k + 1, . . . , n)〉 and

C(Ẑ↓
k ) = 〈Gj (j = 1, . . . , n− k)〉, respectively.

6.2 Upper and lower Gelfand-Tsetlin bases

Consider the nested family of quantum groups

T = U∅
q(n) ⊂ U{1}

q (n) ⊂ U{1,2}
q (n) ⊂ · · · ⊂ UΣ

q (n) = Uq(n).

The isotypical projections of these quantum subgroups are mutually commut-
ing. Gelfand-Tsetlin theory is based upon the observation that the simulta-
neous isotypical decomposition for all of these subgroups yields components of
dimension one, and thus provides a basis which is well-adapted for all of them.
We shall refer to this as the upper Gelfand-Tsetlin basis. We recall the main
facts about the Gelfand-Tsetlin basis here, and refer to [KS97, §7.3] for the
details.

The highest weights of type 1 representations of Ŭq(gln) are given by those
µ = (µ1, . . . , µn) ∈ Zn with µ1 ≥ µ2 ≥ · · · ≥ µn. We denote the irreducible
representation with highest weight µ by σµ. The Gelfand-Tsetlin basis for V σµ
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is indexed by tableaux of integers of the form

(M) =

â
mn,1 mn,2 · · · mn,n−1 mnn

mn−1,1 · · · mn−1,n−1

. . . . .
.

m21 m22

m11

ì

,

where the top row is equal to µ and the lower rows satisfy the interlacing
conditionsmi+1,j ≤ mij ≤ mi+1,j+1 for all i, j. The corresponding basis element,
which will be denoted |(M)↑〉, is determined up to phase by the fact that for
each k = 1, . . . , n, the vector |(M)↑〉 belongs to a U↑

q(k)-subrepresentation with

highest weight (mk1, . . . ,mkk). Moreover, |(M)↑〉 is a weight vector with weight

(s1 − s0, s2 − s1, . . . , sn − sn−1), (6.1)

where si =
∑i

j=1mij is the sum of the ith row and s0 = 0 by convention.

There is an alternative basis of V σµ

adapted to the lower-right inclusions

T = U∅
q(n) ⊂ U{n−1}

q (n) ⊂ U{n−2,n−1}
q (n) ⊂ · · · ⊂ UΣ

q (n) = Uq(n).

This basis is most easily introduced by invoking the Hopf ∗-automorphism Ψ
of Ŭq(gln) defined by:

Ψ(Gj) = G−1
n+1−j , Ψ(Ei) = En−i, Ψ(Fi) = Fn−i. (6.2)

Note that a highest weight vector for σµ is also a highest weight vector for
the irreducible representation σµ ◦ Ψ, but with weight µ′ = (−µn, . . . ,−µ1).

By Schur’s Lemma, there is a unitary ψµ : V σµ′

→ V σµ

(unique up to scalar

multiple) which intertwines σµ′ ◦Ψ and σµ. We define the lower Gelfand-Tsetlin
basis vectors by |(M)↓〉 = ψµ|(M)↑〉, where (M) is a Gelfand-Tsetlin tableau

for the representation σµ′

.

6.3 Class 1 representations

Often, we will only be interested in the irreducible Uq(n)-representations which

contain a trivial U
{1,...,n−2}
q (n)-subrepresentation. These are a special case of

the class 1 representations (see [KS97, §7.3.4]). A Gelfand-Tsetlin vector is
contained in a trivial subrepresentation of U↑

q(n − 1) if and only if it is of the
form

ξm =

∣∣∣∣∣∣∣∣∣∣∣∣∣

â
m 0 · · · 0 −m′

0 0 · · · 0 0
. . . . .

.

0 0
0

ì↑ ø
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for some m,m′ ∈ N. To be contained in a trivial U
{1,...,n−2}
q (n)-representation,

it must additionally be of weight 0, which is to say m = m′. Thus, the rep-
resentations of interest are precisely those with highest weight of the form
µ = (m, 0, . . . , 0,−m). Note that in this case, σµ ∼= σµ ◦ Ψ, so that the upper
and lower Gelfand-Tsetlin bases are indexed by the same set of tableaux.

We state the Gelfand-Tsetlin formulae for such representations; compare [KS97,
§7.3.4]. The generic basis vector is

|(M)↑〉 =

∣∣∣∣∣∣∣∣∣∣∣∣∣

â
mn 0 · · · 0 −m′

n

mn−1 0 · · · 0 m′
n−1

. . . . .
.

m2 m′
2

m1

ì↑ ø

,

where we are putting mn = m′
n = m for ease of notation. We write (M ± δij)

to denote the Gelfand-Tsetlin tableau obtained from (M) by adding ±1 to the
(i, j)-entry. The action of the generators of Ŭq(gln) is given by

Ek−1|(M)↑〉

=
(

[mk−mk−1][mk−1−m′
k+k−1][mk−1−mk−2+1][mk−1−m′

k−2+k−2]

[mk−1−m′
k−1

+k−1][mk−1−m′
k−1

+k−2]

) 1
2 |(M+δk−1,1)

↑〉

+
(

[mk−m′
k−1+k−2][m′

k−1−m′
k+1][mk−2−m′

k−1+k−3][m′
k−2−m′

k−1]

[mk−1−m′
k−1

+k−2][mk−1−m′
k−1

+k−3]

) 1
2 |(M+δk−1,k−1)

↑〉,
(6.3)

Fk−1|(M)↑〉

=
(

[mk−mk−1+1][mk−1−m′
k+k−2][mk−1−mk−2][mk−1−m′

k−2+k−3]

[mk−1−m′
k−1

+k−2][mk−1−m′
k−1

+k−3]

) 1
2 |(M−δk−1,1)↑〉

+
(

[mk−m′
k−1+k−1][m′

k−1−m′
k][mk−2−m′

k−1+k−2][m′
k−2−m′

k−1+1]

[mk−1−m′
k−1

+k−1][mk−1−m′
k−1

+k−2]

) 1
2 |(M−δk−1,k−1)↑〉,

(6.4)

Gi|(M)↑〉 = q
1
2 (si−si−1)|(M)↑〉, (6.5)

where, as before, si is the sum of the ith row of (M) and s0 = 0.

6.4 Change of basis formula

We now describe certain cases of the change of basis transformation between
the upper and lower Gelfand-Tsetlin bases introduced in Section 6.2. We shall
concentrate entirely on the family of representations of highest weight µ =
(m, 0, 0, . . . , 0,−m) for m ∈ N. In either choice of Gelfand-Tsetlin basis, the
zero-weight subspace of σµ is spanned by the vectors |(Mm)↑〉 or |(Mm)↓〉 with
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tableaux

Mm =

â
m 0 · · · 0 −m
mn−1 0 · · · 0 −mn−1

. . . . .
.

m2 −m2

0

ì

.

Here we use m to denote the increasing n-tuple m = (m1 = 0,m2, . . . ,mn =
m).
Our first goal is to compute the coefficients of the U↓

q(n − 1)-invariant vector

|(M(m,0,...,0))
↓〉 with respect to the upper Gelfand-Tsetlin basis. We write

|(M(m,0,...,0))
↓〉 =

∑

m

am|(Mm)↑〉. (6.6)

Let us apply Ek to this. The Gelfand-Tsetlin formula (6.3) shows that the
coefficient of |(Mm + δk,1)

↑〉 in Ek|(M(m,0,...,0))
↓〉 is

Ä
[mk+1−mk][mk+mk+1+k][mk−mk−1+1][mk+mk−1+k−1]

[2mk+k][2mk+k−1]

ä 1
2
am

+
Ä
[mk+1+mk+k][−mk+mk+1][mk−1+mk+k−1][−mk−1+mk+1]

[2mk+k+1][2mk+k]

ä 1
2
am+δk , (6.7)

where m+ δk denotes the n-tuple obtained by adding 1 to the kth entry of m.
Since Ek|(M(m,0,...,0))

↓〉 = 0 for all 2 ≤ k ≤ n − 1, we obtain the recurrence
relation

am+δk = − [2mk + k + 1]
1
2

[2mk + k − 1]
1
2

am (6.8)

for all m and all 2 ≤ k ≤ n− 1. This multi-parameter recurrence relation has
the solution

am = (−1)|m|A
n−1∏

k=2

[2mk + k − 1]
1
2 , (6.9)

where |m| = m1 + · · ·+mn and A ∈ C is some overall constant. This constant
is determined up to a phase by the fact that |(M(m,0,...,0))

↓〉 has norm one.
We will assume a choice of phases for the Gelfand-Tsetlin bases such that
〈(M(m,0,...,0))

↓|(M(m,0,...,0))
↑〉 is positive. Then A is positive. From (6.9), we

calculate

1 =
∑

m

|am|2 = A2
∑

m

n−1∏

k=2

[2mk + k − 1],

where the sum is over all n-tuples m with 0 = m1 ≤ m2 ≤ · · · ≤ mn = m. An
inductive argument shows that

∑

m

n−1∏

k=2

[2mk + k − 1] = [n− 2]!

ï
mn + n− 2

n− 2

ò2
,
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and one obtains that A = [n − 2]!−
1
2

ï
m+ n− 2
n− 2

ò−1

. In summary, we have

proved the following formula.

Proposition 6.1. In the irreducible representation of Uq(n) with highest
weight (m, 0, . . . , 0,−m),

|(M(m,0,...,0))
↓〉 =

∑

m

(−1)|m|∏n−1
k=2 [2mk + k − 1]

1
2

[n− 2]!
1
2

ï
m+ n− 2
n− 2

ò |(Mm)↑〉,

where the sum is over all n-tuples m with 0 = m1 ≤ m2 ≤ · · · ≤ mn = m.

6.5 Change of basis formula for Uq(3)

In the case of Uq(3), the above calculation gives the following change-of-basis

coefficients for the trivial U
{2}
q (3)-type:

±Ñ
m 0 −m

0 0
0

é↓
∣∣∣∣∣∣∣

Ñ
m 0 −m
j −j
0

é↑
ª

= (−1)j+m [2j + 1]
1
2

[m+ 1]
. (6.10)

The complete change-of-basis coefficients between the two Gelfand-Tsetlin
bases of any Uq(3)-representation were computed in [MSK95]. They are given
by q-Racah coefficients. We will only need the following special cases.

Proposition 6.2. In the representation of Uq(3) with highest weight
(m, 0,−m), consider the vectors

|xj〉 = [2j + 1]−
1
2

∣∣∣∣∣∣∣

Ñ
m 0 −m
j −j
0

é↑
ª

,

|yk〉 = [2k + 1]−
1
2

∣∣∣∣∣∣∣

Ñ
m 0 −m
k −k
0

é↓
ª

.

Then

〈yk|xj〉 =
(−1)j+k+m

[m+ 1]
4φ3

Å
q−2k, q2(k+1), q−2j , q2(j+1)

q−2m, q2(m+2), q2

∣∣∣∣ q2; q2
ã
, (6.11)

where 4φ3 denotes the q-hypergeometric function.

In the q-Racah notation of [KLS10, §14.2], this translates as
〈yk|xj〉 = (−1)j+k+m[m+ 1]−1Rk(µ(j); q

2(m+1), q−2(m+1), 1, 1|q2),
though we shall not actually use this.
It is rather cumbersome to reconcile the notation and terminology of [MSK95]
with ours. For this reason, we outline a short proof of Proposition 6.2 in
Appendix A.1.
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6.6 Action of the phase of E1 on the lower Gelfand-Tsetlin basis

The final task of this section is to compute the action of ph(E1) with respect
to the lower Gelfand-Tsetlin basis. Obtaining an explicit formula is difficult.
Instead, we compute the action asymptotically as the highest weight µ goes to
infinity, which is all that will be necessary for our purposes.
We shall make use of the following basic estimate for products of values near
1, whose proof we leave to the reader.

Lemma 6.3. Fix q ∈ (0, 1) and N ∈ N. There is a constant cN with the follow-
ing property: For any real numbers 0 ≤ d1, . . . , dN ≤ q and −1 ≤ r1, . . . , rN ≤
1, ∣∣∣∣∣1−

N∏

i=1

(1− di)
ri

∣∣∣∣∣ ≤ cN

N∑

i=1

|ri|di.

Next we prove an estimate on the change of basis coefficients from Proposition
6.2 which will allow us to reduce the q-hypergeometric function from 4φ3 to

2φ1.

Lemma 6.4. Fix k ∈ N. There is a constant C(k) such that for all j,m ∈ N

∣∣∣∣(−1)j+k+m [2j+1]

[j]
1
2 [j+1]

1
2
〈yk|xj〉 − qm−j+ 1

2 (q − q−1)pk(q
2(m−j)|q2)

∣∣∣∣
≤ C(k)qm+j , (6.12)

where |xj〉 and |yk〉 are as in Proposition 6.2, and pk( · |q2) is the little q2-
Legendre polynomial:

pk(x|q2) = 2φ1

Å
q−2k, q2(k+1)

q2

∣∣∣∣ q2; q2x
ã
.

Proof. Proposition 6.2 says

(−1)j+k+m [2j + 1]

[j]
1
2 [j + 1]

1
2

〈yk|xj〉

=

k∑

l=0

1

[m+ 1]

[2j + 1]

[j]
1
2 [j + 1]

1
2

(q−2k, q2(k+1), q−2j , q2(j+1); q2)l
(q−2m, q2(m+2), q2, q2; q2)l

q2l. (6.13)

On the other hand

qm−j+ 1
2 (q − q−1)pk(q

2(m−j)|q2)

=
k∑

l=0

(q − q−1)
(q−2k, q2(k+1); q2)l

(q2, q2; q2)l
q(2l+1)(m−j)+(2l+ 1

2 ). (6.14)

Denote by Al and Bl the lth summand of (6.13) and (6.14), respectively. Note
that |Bl| ≤ C1(k)q

m−j for some constant C1(k).
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If j < l, then the Pochammer symbol in the numerator of |Al| is zero, so

|Al −Bl| = |Bl| ≤ C1(k)q
m−j ≤ C1(k)q

−2kqm+j. (6.15)

If j ≥ l, we have

|Al −Bl|

= |Bl|
∣∣∣∣∣1 − q−(2l+1)(m−j)− 1

2

(q − q−1)

1

[m+ 1]

[2j + 1]

[j]
1
2 [j + 1]

1
2

(q−2j , q2(j+1); q2)l
(q−2m, q2(m+2); q2)l

∣∣∣∣∣

= |Bl|
∣∣∣∣∣1 − 1

(1− q2(m+1))

(1 − q2(2j+1))

(1− q2j)
1
2 (1− q2(j+1))

1
2

×
∏l

i=1(1− q2j−2i+2)
∏l

i=1(1− q2j+2i)
∏l

i=1(1− q2m−2i+2)
∏l

i=1(1− q2m+2i+2)

∣∣∣∣∣ .

In the latter expression, all the exponents of q are positive and bounded below
by 2(j − l). The estimate of Lemma 6.3 yields

|Al −Bl| ≤ C1(k)q
m−j(4l + 3)q2(j−l)

≤ C1(k)q
m−j(4k + 3)q2(j−k)

≤ C1(k)(4k + 3)q−2kqm+j . (6.16)

Taken together, the estimates (6.15) and (6.16) yield a constant C2(k) such
that |Al −Bl| ≤ C2(k)q

m+j for all l, j,m. The left hand side of (6.12) is then
bounded by

k∑

l=0

|Al −Bl| ≤ kC2(k)q
m+j .

This yields the claim.

Finally, we describe the coefficients of ph(E1)

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 0
0

é↓
ª

asymptot-

ically as m→ ∞.

Proposition 6.5. For any k ∈ N,

lim
m→∞

±Ñ
m 0 −m
k −k+1

0

é↓
∣∣∣∣∣∣∣
ph(E1)

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 0
0

é↓
ª

= (−1)k
[k]

[2k]
1
2

Çï
2k − 1

2

ò−1

−
ï
2k + 1

2

ò−1
å
. (6.17)
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Proof. From Equation (6.10) we have

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 0
0

é↓
ª

=
m∑

j=0

(−1)j+m [2j + 1]

[m+ 1]
|xj〉,

where the |xj〉 are as defined in Proposition 6.2. Now |xj〉 belongs to a
U↑

q(2)-subrepresentation of highest weight (j,−j), and it has weight 0. By

the standard formulae for Ŭq(sl2)-representations, |xj〉 is an eigenvector of

|E1| = (F1E1)
1
2 with eigenvalue [j]

1
2 [j + 1]

1
2 . Thus,

ph(E1)

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 −0
0

é↓
ª

= E1 ·
(

m∑

j=1

(−1)j+m

[m+ 1]

[2j + 1]

[j]
1
2 [j + 1]

1
2

|xj〉
)
.

Hence the inner product in the statement of the proposition is equal to

m∑

j=1

(−1)j+m

[m+ 1]

[2j + 1]

[j]
1
2 [j + 1]

1
2

±Ñ
m 0 −m
k −k+1

0

é↓
∣∣∣∣∣∣∣
E1

∣∣∣∣∣∣∣
xj

ª

. (6.18)

Now E∗
1 = F1 acts on the lower Gelfand-Tsetlin basis by Formula (6.4) for

Ψ(F1) = F2:

E∗
1

∣∣∣∣∣∣∣

Ñ
m 0 −m
k −k+1

0

é↓
ª

= [m−k+1]
1
2 [m+k+1]

1
2 [k]

[2k−1]
1
2 [2k]

1
2

∣∣∣∣∣∣∣

Ñ
m 0 −m
k−1 −k+1

0

é↓
ª

+ [m−k+1]
1
2 [m+k+1]

1
2 [k]

[2k+1]
1
2 [2k]

1
2

∣∣∣∣∣∣∣

Ñ
m 0 −m
k −k
0

é↓
ª

= [m−k+1]
1
2 [m+k+1]

1
2 [k]

[2k]
1
2

(|yk−1〉+ |yk〉) .

Putting this into (6.18) yields

±Ñ
m 0 −m
k −k+1

0

é↓
∣∣∣∣∣∣∣
ph(E1)

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 −0
0

é↓
ª

= [m−k+1]
1
2 [m+k+1]

1
2

[m+1]
[k]

[2k]
1
2

(
m∑

j=1

(−1)j+m [2j+1]

[j]
1
2 [j+1]

1
2
(〈yk−1|xj〉+ 〈yk|xj〉)

)
.

(6.19)
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Now we let m→ ∞. Since limm→∞
[m−k+1]

1
2 [m+k+1]

1
2

[m+1] = 1, it only remains to

estimate the sum in (6.19). Lemma 6.4 gives us the estimate

m∑

j=1

(−1)j+m [2j+1]

[j]
1
2 [j+1]

1
2
〈yk|xj〉

=
m∑

j=1

(−1)kqm−j+ 1
2 (q − q−1) pk(q

2(m−j)|q2) + Rm, (6.20)

where

|Rm| ≤
m∑

j=1

C(k)qm+j −→ 0 as m→ ∞.

Also,

m∑

j=1

(−1)kqm−j+ 1
2 (q − q−1)pk(q

2(m−j)|q2)

= (−1)k+1q−
1
2 (1 − q2)

m−1∑

i=0

qipk(q
2i|q2)

which is a partial sum for the q-integral

(−1)k+1q−
1
2

∫ 1

0

x−
1
2pk(x|q2) dq2x = (−1)k+1

[
k + 1

2

]−1

q
.

The calculation of this q-integral is explained in Appendix A.2. Putting all this
into (6.19), we arrive at

lim
m→∞

±Ñ
m 0 −m
k −k+1

0

é↓
∣∣∣∣∣∣∣
ph(E1)

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 −0
0

é↓
ª

= (−1)k
[k]

[2k]
1
2

Ä[
k − 1

2

]−1

q
−
[
k + 1

2

]−1

q

ä
.

This finishes the proof.

7 Essential orthotypicality

The notion of essential orthotypicality was introduced in [Yun10] as a tool for
studying harmonic analysis on manifolds with multiple fibrations. In brief,
two closed subgroups of a compact group are essentially orthotypical if their
isotypical subspaces are approximately mutually orthogonal. In [Yun13] it is
shown that in a compact Lie group two connected subgroups are essentially
orthotypical if and only if they generate the entire group. Since we do not have
an analogous characterization in the quantum case, we shall prove essential
orthotypicality for quantum subgroups of SUq(n) by direct calculation.
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7.1 Definitions and basic properties

Definition 7.1. Two closed quantum subgroups K1,q, K2,q of a compact
quantum group Kq are essentially orthotypical if for any τ1 ∈ Irr(K1,q),
τ2 ∈ Irr(K2,q) and any ǫ > 0 there are only finitely many σ ∈ Irr(Kq) for
which

sup{|〈pτ1ξ, pτ2η〉| | ξ, η ∈ V σ, ‖ξ‖ = ‖η‖ = 1} ≥ ǫ.

Lemma 7.2. Let K1,q, K2,q be closed quantum subgroups of a compact quantum
group Kq. The following conditions are equivalent.

a) K1,q and K2,q are essentially orthotypical.

b) For any τ1 ∈ Irr(K1,q) and any ǫ > 0, there are only finitely many irre-
ducible unitary Kq-representations σ ∈ Irr(Kq) for which

sup{|〈pτ1ξ, p1K2,q
η〉| | ξ, η ∈ V σ, ‖ξ‖ = ‖η‖ = 1} ≥ ǫ,

where 1K2,q denotes the trivial representation of K2,q.

c) For any finite sets S1 ⊂⊂ Irr(K1,q) and S2 ⊂⊂ Irr(K2,q), pS2pS1 ∈ KKq
(H)

on any unitary Kq-representation space H.

Proof. This is essentially Lemma 5.1 from [Yun10]. Here, we will only prove
the implication b) ⇒ c). The other implications can easily be adapted from the
proof in [Yun10].
Let τ1 ∈ Irr(K1,q). Fix ǫ > 0 and let S ⊂⊂ Irr(Kq) be the finite set of Kq-types
which satisfy the condition in b). Then (1 − pS)p1K2,q

pτ1 = p
1K2,q

pτ1(1 − pS)

has norm at most ǫ. By Lemma 3.5, we therefore have p
1K2,q

pτ1 ∈ KKq
(H).

From this, we obtain p
1K2,q

pS1 ∈ KKq
(H) for any finite set S1 ⊂⊂ Irr(K1,q).

Now let τ2 ∈ Irr(K2,q) be arbitrary. Choose a finite-dimensional Kq-
representation V in which τ2 occurs as a K2,q-type. By Lemma 3.13 there
are linear maps ι : C → V c ⊗ V and ῑ : V c ⊗ V → C so that pτ2 factorizes as

pτ2 : H
IdH ⊗ι

// H ⊗ V c ⊗ V
p
1K2,q

⊗IdV

// H ⊗ V c ⊗ V
IdH ⊗ῑ

// H.

Let S1 be the finite set of all K1,q-types occurring in pτ1(H)⊗ V c. We get the
factorization

pτ2pτ1 : H
pτ1⊗ι

// H ⊗ V c ⊗ V
p
1K2,q

pS1⊗IdV

// H ⊗ V c ⊗ V
IdH ⊗ῑ

// H.

But p
1K2,q

pS1 ∈ KKq
(H ⊗ V c) by the preceding paragraph, and since V is

finite-dimensional, we obtain p
1K2,q

pS1 ⊗ IdV ∈ KKq
(H ⊗ V c ⊗ V ). We also

have pτ1 ⊗ ι ∈ AKq
(H,H ⊗ V c ⊗ V ) and IdH ⊗ῑ ∈ AKq

(H ⊗ V c ⊗ V,H), since
they preserve Kq-types. We deduce that pτ2pτ1 ∈ KKq

(H,H).
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Corollary 7.3. Let K1,q and K2,q be essentially orthotypical quantum sub-
groups of Kq. Suppose H,H ′, H ′′ are unitary Kq-representations and that H ′

has finite Kq-multiplicities. Then KK2,q (H
′, H ′′)KK1,q (H,H

′) ⊆ K(H,H ′′) ⊆
KKq

(H,H ′′).

Proof. Suppose that A ∈ KK1,q (H,H
′) is K1,q-harmonically finite and that

B ∈ KK2,q (H
′, H ′′) is K2,q-harmonically finite. Then there are finite sets S1 ⊂

⊂ Irr(K1,q), S2 ⊂⊂ Irr(K2,q) such that A = pS1A and B = BpS2 . By essential
orthotypicality and Lemma 3.7 we have pS2pS1 ∈ KKq

(H ′) = K(H ′). Thus
BA = BpS2pS1A is compact. The result follows.

Remark 7.4. It is important that H ′ has finite Kq-multiplicities in the above
statement. Corollary 7.3 can fail when H ′ has infinite Kq-multiplicities.

Lemma 7.5. Let K1,q, K
′
1,q, K2,q, K

′
2,q be closed quantum subgroups of Kq, with

K1,q ⊆ K ′
1,q and K2,q ⊆ K ′

2,q. If K1,q and K2,q are essentially orthotypical then
K ′

1,q and K ′
2,q are essentially orthotypical.

Proof. For i = 1, 2, let τi be an irreducible K ′
i,q-type, and let Si ⊆ Irr(Ki,q) be

the finite collection of Ki,q-types which occur non-trivially in τi. Then on any
Kq-representation H , we have

pτ1pτ2 = pτ1pS1pS2pτ2 .

The product pS1pS2 belongs to KKq
(H) by Lemma 7.2, and the other projec-

tions belong to AKq
(H) since they commute with Kq-isotypical projections.

Hence the claim follows from Lemma 7.2.

7.2 Essential orthotypicality of subgroups of Uq(n)

We now specialize to Uq(n). Recall that we defined block-diagonal quantum
subgroups UI

q(n) for any I ⊆ Σ in section 6.1.

Lemma 7.6. The quantum subgroups U
{1,...,n−2}
q (n) and U

{2,...,n−1}
q (n) are es-

sentially orthotypical in Uq(n).

Proof. By Lemma 7.5, it suffices to prove that the quantum subgroups U↑
q(n−1)

and U
{2,...,n−1}
q (n) are essentially orthotypical. To show this, we will verify

condition b) of Lemma 7.2.

Fix τ1 an irreducible representation of U↑
q(n − 1) and ǫ > 0. Let σ be an

irreducible Uq(n)-representation. Arguing as in Section 6.3, we observe that

the trivial U
{2,...,n−1}
q (n)-type does not occur in σ unless σ has highest weight

of the form µ = (m, 0, . . . , 0,−m) for some m ∈ N, in which case the triv-

ial U
{2,...,n−1}
q (n)-isotypical subspace is spanned by the lower Gelfand-Tsetlin
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vector

|(M(m,0,...,0))
↓〉 =

∣∣∣∣∣∣∣∣∣∣∣∣∣

â
m 0 · · · 0 −m

0 0 · · · 0 0
. . . . .

.

0 0
0

ì↓ ø

.

By proposition 6.1,

|(M(m,0,...,0))
↓〉 =

∑

0≤m2≤···

···≤mn−1≤mn=m

(−1)|m|∏n−1
k=2 [2mk + k − 1]

1
2

[n− 2]!
1
2

ï
m+ n− 2
n− 2

ò

×

∣∣∣∣∣∣∣∣∣∣∣∣∣

â
m 0 · · · 0 −m
mn−1 0 · · · 0 −mn−1

. . . . .
.

m2 −m2

0

ì↑ ø

. (7.1)

We see that the τ1-isotypical subspace of σ will be orthogonal to |(M(m,0,...,0))
↓〉

unless τ1 has highest weight of the form (mn−1, 0, . . . , 0,−mn−1) for some
mn−1 ∈ N.
So, let τ1 be the U↑

q(n − 1)-type with highest weight (mn−1, 0, . . . , 0,−mn−1).
Regardless of m, the sum in (7.1) contains at most a fixed finite number of
vectors of U↑

q(n− 1)-type τ1, since they all have to verify m2 ≤ · · · ≤ mn−2 ≤
mn−1. Moreover, the coefficient of each of these terms is bounded in absolute
value by

[2mn−1 + (n− 1)− 1]
1
2 (n−2)

[n− 2]!
1
2

ï
m+ n− 2
n− 2

ò ,

which tends to zero as m → ∞. It follows that there are only finitely many
m ∈ N for which there exists a unit vector ξ of Ŭq(gl

↑
n−1)-type τ1 such that

|〈ξ|(Mm,0,...,0)
↓〉| > ǫ. This completes the proof.

Proposition 7.7. Let n ≥ 2 and let I1, I2 be sets of simple roots of Uq(n). If
I1 ∪ I2 = Σ then UI1

q (n) and UI2
q (n) are essentially orthotypical in Uq(n).

Proof. The result is trivial for n = 2. Suppose now that n > 2 and that the
result has been proven for Uq(n− 1).
We claim first that UJ1

q (n) and UJ2
q (n) are essentially orthotypical in

U
{1,...,n−2}
q (n) whenever J1 ∪ J2 = {1, . . . , n− 2}. Recall that U{1,...,n−2}

q (n) =

U↑
q(n − 1) × Z↑

n−1. Moreover, we have UJ
q (n) = UJ

q (n − 1) × Z↑
n−1 for any
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J ⊆ {1, . . . , n−2}. Note that UJ
q (n−1) and Z↑

n−1 are commuting and generat-

ing quantum subgroups of UJ
q (n). Using Lemma 3.11, the inductive hypothesis

implies that the quantum subgroups UJ1
q (n),UJ2

q (n) ⊆ U
{1,...,n−2}
q (n) satisfy

condition c) of Lemma 7.2 whenever J1 ∪ J2 = {1, . . . , n− 2}. This proves the
claim.

Suppose now that I1 ∪ I2 = {1, . . . , n− 1}. Assume without loss of generality
that n− 1 ∈ I1. Let τi ∈ Irr(UIi

q (n)) for i = 1, 2. Moreover, let Si denote the

set of U
Ii\{n−1}
q (n)-types that occur in τi, so that we have pτi = pτipSi

on any
Uq(n)-representation H . By the claim above, pS1pS2 is in K

U
{1,...,n−2}
q (n)

(H),

so for any ǫ > 0 there exists a finite set F1 ⊂⊂ Irr(U
{1,...,n−2}
q (n)) such that

‖(1 − pF1)pS1pS2‖ < ǫ. Note that pF1 commutes with both pS1 and pS2 . We
therefore obtain

‖pτ1pτ2 − pτ1pF1pτ2‖ = ‖pτ1pS1(1 − pF1)pS2pτ2‖ < ǫ. (7.2)

Now we repeat this trick, this time removing the first simple root instead of

the last. Let T1 denote the finite collection of U
I1\{1}
q (n)-types which occur in

τ1, and let T2 denote the finite collection of U
{2,...,n−2}
q (n)-types which occur

in any of the U
{1,...,n−2}
q (n)-types in F1. Since we assumed that n − 1 ∈ I1,

we have (I1 \ {1}) ∪ {2, . . . , n − 2} = {2, . . . , n − 1}. Another application of
the above claim implies that pT1pT2 ∈ K

U
{2,...,n−1}
q (n)

(H). Thus, there is a

finite subset F2 ⊂⊂ Irr(U
{2,...,n−1}
q (n)) such that ‖(1 − pF2)pT1pT2‖ < ǫ, and

we obtain

‖pτ1pF1pτ2 − pτ1pF2pF1pτ2‖ = ‖pτ1pT1(1 − pF2)pT2pF1pτ2‖ < ǫ. (7.3)

Combining Equations (7.2) and (7.3) gives

‖pτ1pτ2 − pτ1pF2pF1pτ2‖ < 2ǫ.

By Lemma 7.6, pF2pF1 ∈ KUq(n)(H), so pτ1pF2pF1pτ2 ∈ KUq(n)(H). Since ǫ
was arbitrary, pτ1pτ2 ∈ KUq(n)(H). This completes the proof.

Lemma 7.8. For any I1, I2 ⊆ Σ, UI1
q (n) and UI2

q (n) are essentially orthotypical

as quantum subgroups of UI1∪I2
q (n).

Proof. Write I = I1 ∪ I2. The quantum group UI
q(n) has a block diagonal

decomposition, which we shall write as UI
q(n) =

∏
k Uq(nk). Let Σk ⊆ Σ be

the set simple roots of the block Uq(nk), and put Ii,k = Ii∩Σk for i = 1, 2. We

obtain decompositions UIi
q (n) =

∏
k U

Ii,k
q (nk). For each k, I1,k ∪ I2,k = Σk, so

Proposition 7.7 says that the subgroups U
I1,k
q (nk) and U

I2,k
q (nk) are essentially

orthotypical in Uq(nk). A repeated application of Lemma 3.11 completes the
proof.
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We finish this section with the analogous result for quantum subgroups of
Kq = SUq(n).

Proposition 7.9. For any I1, I2 ⊆ Σ, KI1
q and KI2

q are essentially orthotypical

as quantum subgroups of KI1∪I2
q .

Proof. Let T be the diagonal maximal torus of SU(n) and let Z be the centre of
U(n). Both T and Z can be naturally identified with subgroups of the maximal
torus of Uq(n).
Fix τ1 ∈ Irr(KI1

q ) and let 12 denote the trivial representation of KI2
q . Suppose

σ ∈ Irr(KI1∪I2
q ) contains both of these as subrepresentations. Then in par-

ticular, T acts trivially on the trivial KI2
q -isotypical subspace, and by Schur’s

Lemma T∩Z acts trivially on all of V σ. By comparison with the representation
theory of the classical groups, we therefore know that σ and τ1 extend uniquely
to representations σ̃ ∈ Irr(UI1∪I2

q (n)) and τ̃1 ∈ Irr(UI1
q (n)), respectively, in

which Z acts trivially. Denote by 1̃2 the trivial representation of UI2
q (n). By

Lemma 7.8, for any ǫ > 0, there are only finitely many σ̃ ∈ Irr(UI1∪I2
q (n)) for

which
sup{|〈pτ̃1ξ, p

1̃2
η〉| | ξ, η ∈ V σ̃, ‖ξ‖ = ‖η‖ = 1} ≥ ǫ.

The result therefore follows from Lemma 7.2.

Corollary 7.10. Let I ⊆ Σ and let H be a unitary representation of Kq. For
any τ ∈ Irr(KI

q ) the isotypical projection pτ belongs to A(H).

Proof. Let I ′ ⊆ Σ. For any τ ′ ∈ Irr(KI′

q ), Proposition 7.9 implies that pτpτ ′

and pτ ′pτ are in KI∪I′(H) ⊆ KI′(H). From Lemma 3.6 we deduce that pτ ∈
AI′(H). Since I ′ was arbitrary pτ ∈ A(H).

7.3 Application to the lattice of ideals

Essential orthotypicality is the crucial property for proving Theorem 5.1.

Lemma 7.11. Let Kq = SUq(n) and let I1, I2 ⊆ Σ. Then

a) KI1 ∩KI2 = KI1∪I2 ,

b) AI1 ∩ AI2 ⊆ AI1∪I2 .

Proof. From Lemma 3.9 we have KI1∪I2 ⊆ KI1 ∩KI2 . For the reverse inclusion,
suppose T ∈ KI1(H,H′) ∩ KI2(H,H′) for some fully Kq-harmonic spaces H
and H′. Thus for any ǫ > 0, there are finite sets Si ⊂⊂ Irr(KIi

q ) such that
‖T − pSi

TpSi
‖ < ǫ for i = 1, 2, and we obtain ‖T − pS1pS2TpS2pS1‖ < 2ǫ. By

Proposition 7.9, there is a finite subset F ⊆ Irr(KI1∪I2
q ) such that ‖pS1pS2 −

pF pS1pS2pF ‖ < ǫ/‖T ‖, from which

‖T − pF pS1pS2pFTpFpS2pS1pF ‖ < 4ǫ.

This proves the first statement. The second claim follows by using the charac-
terization of AI as multipliers of KI in Lemma 3.6.
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Now we are ready to assemble the above results in order to prove Theorem
5.1. Indeed, parts a) and c) of the theorem now follow as a corollary of Lemma
7.11, and part d) is contained in Lemma 4.5. To prove part b), note that if
σ ∈ Irr(KI

q ) for some I ⊆ Σ then pσ is in KI(H) for any fully Kq-harmonic
space H, so the result follows from Corollary 7.10. This completes the proof of
Theorem 5.1.

8 Longitudinal pseudodifferential operators

In this section we prove Theorem 5.2.

8.1 Multiplication operators

We shall begin with Theorem 5.2 a), which is a consequence of the next propo-
sition. Let us recall once again that we are equipping L2(Kq), and its weight
spaces L2(Eµ) for µ ∈ P, with the structure of a fully Kq-harmonic space com-
ing from the right regular representation. Thus, if τ ∈ Irr(KI

q ) for some I ⊆ Σ
and g = 〈η∗| · |η〉 is a matrix coefficient, then pτg = 〈η∗| · |pτη〉.

Proposition 8.1. For any f ∈ O(Kq), the left and right multiplication oper-
ators Ml(f) and Mr(f) belong to A(L2(Kq)).

Proof. Fix I ⊆ Σ. We may assume that f = 〈ξ∗| · |ξ〉 is a matrix coefficient of
an irreducible Kq-representation. Moreover we may assume that ξ belongs to
a KI

q subrepresentation, say of type σ.

Let τ ∈ Irr(KI
q ). From the formula (2.1) for the product of matrix coefficients,

one sees that Ml(f)pτ = pSMl(f)pτ where S is the finite set of KI
q -types which

occur in τ ⊗ σ. This means Ml(f)pτ ∈ Ki(L
2(Kq)).

We therefore obtain Ml(O(Kq))pτ ⊆ Ki(L
2(Kq)). Taking adjoints shows

that pτMl(O(Kq)) ⊆ Ki(L
2(Kq)). By Lemma 3.6, this implies Ml(O(Kq)) ∈

AI(L
2(Kq)). Since I was arbitrary this yields the claim for left multiplication

operators. The proof for right multiplication operators is similar.

8.2 Basic properties of the phase of Ei, Fi

Before specializing to the section spaces of bundles over the quantum flag man-
ifold, we will first consider the abstract properties of the operators

Di =

Å
0 Fi

Ei 0

ã
on Hµ ⊕Hµ+αi

for any Kq-representation H and any µ ∈ P. This operator Di is essentially
self-adjoint with domain the linear span of the Kq-isotypical components.

Lemma 8.2. With the notation above, ψ(Di) ∈ Ki(Hµ ⊕Hµ+αi
) for any func-

tion ψ ∈ C0(R), and φ(Di) ∈ Ai(Hµ ⊕ Hµ+αi
) for any bounded function

φ ∈ Cb(R).
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Proof. Recall from Section 2.5 the subgroup Si
q
∼= SUq(2) which is associ-

ated to the simple root αi. The standard formulae for irreducible Ŭq(sl(2))-
representations show that the Si

q-isotypical subspaces of Hµ ⊕Hµ+αi
are pre-

cisely the eigenspaces for D2
i , and that the spectrum of D2

i is discrete. It fol-
lows that if the function ψ has compact support, then ψ(Di) annihilates all but
finitely many Si

q-isotypical subspaces. On a weight space, the Si
q-isotypical and

the Ki
q-isotypical decompositions are identical, so ψ(Di) ∈ Ki(Hµ ⊕ Hµ+αi

).
By density, ψ(Di) ∈ Ki(Hµ ⊕Hµ+αi

) for any ψ ∈ C0(R).
If φ is a bounded function then φ(Di) is bounded, and it preserves Ki

q-types.
This proves the second statement.

Remark 8.3. It follows from this proof that if ψ ∈ Cc(R), then ψ(D
2
i ) is a finite

linear combination of isotypical projections for Ki,q. By Corollary 7.10, these
isotypical projections are in A(H). We can therefore deduce that ψ(Di) ∈
Ji(H) for any even function ψ ∈ C0(R). Unfortunately, showing that ψ(Di) ∈
Ji(H) for an odd ψ ∈ C0(R), as required for Theorem 5.2 c), is more difficult.

Now let V be a finite dimensional unitary representation of Kq. Then Di acts
on H ⊗ V , and in particular on (H ⊗ V )µ ⊕ (H ⊗ V )µ+αi

, as

∆̂(Di) =

Å
0 Fi ⊗Ki

Ei ⊗Ki 0

ã
+

Å
0 K−1

i ⊗ Fi

K−1
i ⊗ Ei 0

ã
.

We will abbreviate this expression as Di ⊗Ki +K−1
i ⊗Di.

Lemma 8.4. Let H, V be unitary Kq-representations with V finite dimensional

and let µ ∈ P. As operators on (H⊗V )µ⊕(H⊗V )µ+αi
, we have ph(∆̂(Di)) ≡

ph(Di)⊗ IdV modulo Ki((H ⊗ V )µ ⊕ (H ⊗ V )µ+αi
).

Proof. Since Ki is strictly positive, we have ph(Di ⊗ Ki) = ph(Di) ⊗ IdV .
Let us set A = ∆̂(Di), B = Di ⊗ Ki. Then A − B = K−1

i ⊗ Di, which is
bounded on (H ⊗ V )µ ⊕ (H ⊗ V )µ+αi

since V is finite dimensional, and so
A−B ∈ Ai((H ⊗ V )µ ⊕ (H ⊗ V )µ+αi

).

Let φ ∈ Cb(R) be the function φ(x) = x(1 + x2)−
1
2 . Lemma 8.2 implies that

ph(A) ≡ φ(A) modulo Ki((H ⊗ V )µ ⊕ (H ⊗ V )µ+αi
). We claim that also

ph(B) ≡ φ(B) modulo Ki((H ⊗ V )µ ⊕ (H ⊗ V )µ+αi
). To see this, note that

(H ⊗V )µ ⊕ (H ⊗V )µ+αi
=
⊕

ν(Hµ−ν ⊕Hµ+αi−ν)⊗Vν , where the sum is over
all weights of V . This decomposition is invariant for B, and on each summand
B acts as q

1
2 (αi,ν)Di ⊗ IdVν

. Lemma 8.2 implies that ψ(B) ∈ Ki((H ⊗ V )µ ⊕
(H ⊗ V )µ+αi

) for any ψ ∈ C0(R), and the claim follows.
Therefore, it suffices to prove that φ(A)−φ(B) ∈ Ki((H⊗V )µ⊕(H⊗V )µ+αi

).
Now,

φ(A)− φ(B) = (A−B)(1 +A2)−
1
2 +B((1 +A2)−

1
2 − (1 +B2)−

1
2 ).

The first term (A−B)(1+A2)−
1
2 is contained in Ki((H ⊗V )µ⊕ (H⊗V )µ+αi

)
by Lemma 8.2. For the second term we use the integral formula

(1 + x2)−
1
2 =

1

π

∫ ∞

0

t−
1
2 (1 + x2 + t)−1 dt,
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which gives

B((1 +A2)−
1
2 − (1 +B2)−

1
2 )

=
1

π
B

∫ ∞

0

t−
1
2 ((1 +A2 + t)−1 − (1 +B2 + t)−1) dt

=
1

π
B

∫ ∞

0

t−
1
2 (1 +B2 + t)−1(B2 −A2)(1 +A2 + t)−1 dt

=
1

π
B

∫ ∞

0

t−
1
2 (1 +B2 + t)−1B(B −A)(1 +A2 + t)−1 dt

+
1

π
B

∫ ∞

0

t−
1
2 (1 +B2 + t)−1(B −A)A(1 +A2 + t)−1 dt. (8.1)

By Lemma 8.2, we haveB(1+B2+t)−1B ∈ Ai with norm at most 1, B−A ∈ Ai,
and (1 + A2 + t)−1 ∈ Ki with norm at most (1 + t)−1, so the first integral on
the right hand side of equation (8.1) converges in norm in Ki((H ⊗V )µ⊕ (H⊗
V )µ+αi

). For the second integral, we can write

B(1 +B2 + t)−1(B −A)A(1 +A2 + t)−1

= B(1 +B2 + t)−
1
2 (1 +B2 + t)−

1
2 (B −A)A(1 +A2 + t)−

1
2 (1 +A2 + t)−

1
2 ,

where B(1 + B2 + t)−
1
2 and A(1 + A2 + t)−

1
2 are in Ai with norm at most 1,

B−A ∈ Ai, and (1+B2+ t)−
1
2 and (1+A2+ t)−

1
2 are in Ki with norm at most

(1+ t)−
1
2 , so we again have norm convergence in Ki((H ⊗V )µ⊕ (H⊗V )µ+αi

).
This completes the proof.

Considering the matrix entries of the operators in Lemma 8.4 gives the following
result for ph(Ei) and ph(Fi).

Corollary 8.5. Let H and V be unitary Kq-representations, with V finite

dimensional. For any weight µ ∈ P the operators (ph(∆̂(Ei)) − ph(Ei) ⊗
IdV )pµ and pµ(ph(∆̂(Ei)) − ph(Ei) ⊗ IdV ) belong to Ki(H ⊗ V ). Likewise,

(ph(∆̂(Fi)) − ph(Fi) ⊗ IdV )pµ and pµ(ph(∆̂(Fi)) − ph(Fi) ⊗ IdV ) belong to
Ki(H ⊗ V ).

8.3 The phase of the longitudinal Dirac operators

In this section we prove Theorem 5.2 b) and c). It is easy to see that ph(Ei)
and ph(Fi) are multipliers of Ki, but Theorem 5.2 b) claims a more subtle fact,
namely that ph(Ei) and ph(Fi) are multipliers of Kj for every j ∈ Σ. We will
prove this fact in a series of Lemmas, beginning with the case of SUq(3).
We use the notation for subgroups of Uq(3) which was introduced in Section
6.1.

Lemma 8.6. Let 12 be the trivial representation of U
{2}
q (3). On any uni-

tary Uq(3)-representation H, the operators ph(E1)p12 and ph(F1)p12 belong
to K

U
{2}
q (3)

(H).
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Proof. We will show that for any ǫ > 0 there is a finite collection S ⊂⊂
Irr(U

{2}
q (3)) such that on every irreducible Uq(3)-representation V σ the es-

timate

‖(1− pS) ph(E1)p12‖ < ǫ (8.2)

holds. Since S does not depend on σ in this statement, the lemma will follow
by decomposing H into irreducibles for Uq(3).

As before, we write σµ for the irreducible Uq(3)-representation with highest
weight µ. It follows from Section 6.3 that the operator p

12 is zero on V σµ

unless µ = (m, 0,−m) for some m ∈ N, in which case p
12V

σ is spanned by the
lower Gelfand-Tsetlin vector

|(M(m,0,0))
↓〉 =

∣∣∣∣∣∣∣

Ñ
m 0 −m

0 0
0

é↓ª

.

Note that |(M(m,0,0))
↓〉 has weight 0, so that ph(E1)|(M(m,0,0))

↓〉 is contained
in the weight space (V σµ

)α1 , which is spanned by the vectors

∣∣∣∣∣∣∣

Ñ
m 0 −m
k −k+1

0

é↓ª

(8.3)

for k = 1, . . . ,m.

Let us denote by τk the U
{2}
q (3)-type of the vector (8.3), and let Sl =

{τ1, . . . , τl}. On V (m,0,−m), the operator pSl
ph(E1)p12 satisfies

‖pSl
ph(E1)p12‖2 =

l∑

k=1

±Ñ
m 0 −m
k −k+1

0

é↓
∣∣∣∣∣∣∣
ph(E1)

∣∣∣∣∣∣∣
(M(m,0,0))

↓

ª2

.
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Using Proposition 6.5, we have that

lim
m→∞

‖pSl
ph(E1)p12‖2

=
l∑

k=1

[k]2

[2k]

Çï
k − 1

2

ò−1

−
ï
k +

1

2

ò−1
å2

=
l∑

k=1

1

[2k]
[
k − 1

2

]2 [
k + 1

2

]2
Å
[k]

ï
k +

1

2

ò
− [k]

ï
k − 1

2

òã2

=

l∑

k=1

1

[2k]
[
k − 1

2

]2 [
k + 1

2

]2
Åï

1

2

ò
[2k]

ã2

=

l∑

k=1

ï
1

2

ò2Ç 1

[k − 1
2 ]

2
− 1

[k + 1
2 ]

2

å

= 1− [ 12 ]
2

[l + 1
2 ]

2
.

Let l be sufficiently large that
[ 12 ]

2

[l+ 1
2 ]

2 <
1
2ǫ. Then

lim
m→∞

‖pSl
ph(E1)p12‖2 > 1− 1

2
ǫ.

This implies that for all m greater than some m0 we have

‖pSl
ph(E1)p12‖2 > 1− ǫ

on the representation V σ(m,0,−m)

. Therefore we obtain

‖(1− pSl
) ph(E1)p12‖2 = ‖ ph(E1)p12‖2 − ‖pSl

ph(E1)p12‖2 < ǫ

for all m > m0.
Let S ⊂⊂ Irr(U

{2}
q (3)) be the finite set containing Sl as well as the finite

collection of U
{2}
q (3)-types which appear in any of the representations of highest

weight (m, 0,−m) for m = 0, . . . ,m0. By construction, we have:

• (1− pS) ph(E1)p12 = 0 on every V σµ

with µ not of the form (m, 0,−m);

• (1− pS) ph(E1)p12 = 0 on every V σ(m,0,−m)

with m ≤ m0;

• ‖(1− pS) ph(E1)p12‖ <
√
ǫ on every V σ(m,0,−m)

with m > m0.

We conclude that on any unitary Uq(3)-representation H , the operator
ph(E1)p12 is approximated to within

√
ǫ by pS ph(E1)p12 . This proves that

ph(E1)p12 ∈ K
U

{2}
q (3)

(H). The proof that ph(F1)p12 ∈ K
U

{2}
q (3)

(H) is simi-

lar.
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Corollary 8.7. With Kq = SUq(3), let 12 denote the trivial corepresentation

of K
{2}
q . On any unitary Kq-representation H, the operators ph(E1)p12 and

ph(F1)p12 belong to K2(H).

Proof. We reuse the notation from the proof of Proposition 7.9. Recall that
T ∩ Z acts trivially on any irreducible Kq-representation which contains the

trivialK
{2}
q -type. Putting H ′ = p

1T∩Z
H , we have p

12 = 0 onH ′⊥, so it suffices
to prove the result with H ′ in place of H .
The Kq-representation on H ′ extends to a Uq(3)-representation in which Z
acts trivially. With this extension, KZ(H

′) = L(H ′). One can check that Z

and K
{2}
q are commuting and generating quantum subgroups of U

{2}
q (3), so the

result follows from Lemma 8.6 and Lemma 3.11.

Lemma 8.8. With Kq = SUq(3), let H be a unitary Kq-representation. Then
we have ph(Ei) ∈ A(H) and ph(Fi) ∈ A(H) for i = 1, 2.

Proof. Let us first assume that H has finite Kq-multiplicities.
In order to prove ph(E1) ∈ A(H), we only need to show ph(E1) ∈ A2(H)

since ph(E1) ∈ A1(H) is clear. Let τ ∈ Irr(K
{2}
q ). Choose a finite dimensional

Kq-representation V which contains τ as a K
{2}
q -type, and use Lemma 3.13 to

factorize ph(E1)pτ on H as

ph(E1)pτ = ph(E1)(IdH ⊗ῑ)(p
12 ⊗ IdV )(IdH ⊗ι)

= (IdH ⊗ῑ)(ph(E1)⊗ IdV c ⊗ IdV )(p12 ⊗ IdV )(IdH ⊗ι). (8.4)

Write

(ph(E1)⊗ IdV c)p
12 = ph(∆̂(E1))p12 + (ph(E1)⊗ IdV c − ph(∆̂(E1)))p12 .

We have ph(∆̂(E1))p12 ∈ K2(H ⊗ V ) by Corollary 8.7. We also have that
(ph(E1) ⊗ IdV c − ph(∆̂(E1)))p12 ∈ K2(H ⊗ V )K1(H ⊗ V ) by Corollary 8.5,
and since H ⊗ V has finite Kq-multiplicities, Lemma 3.7 shows that this is in
K(H ⊗ V ) ⊆ K2(H ⊗ V ). We conclude that ph(E1)pτ ∈ K2(H).
One can similarly show that ph(F1)pτ ∈ K2(H). Moreover, by taking adjoints,
we obtain pτ ph(E1), pτ ph(F1) ∈ K2(H). Using Lemma 3.6, we conclude that
ph(E1) and ph(F1) are in A2(H).
Suppose now that H does not necessarily have finite Kq-multiplicities. We can
embed H into the universal Kq-representation H0 = L2(Kq) ⊗ ℓ2(N), where
ℓ2(N) is equipped with the trivial Kq-representation. Since ℓ

2(N) contains only

the trivial K
{2}
q -type we have Idℓ2(N) ∈ K2(ℓ

2(N)). Now ph(E1) acts on H0

as ph(E1) ⊗ Idℓ2(N). This operator belongs to A2(L
2(Kq)) ⊗ K2(ℓ

2(N)), and
hence to A2(H0) by Lemma 3.12. It follows that the restriction of ph(E1) to
H belongs to A2(H). A similar argument shows that ph(F1) ∈ A2(H).
To show that ph(E2), ph(F2) ∈ A1(H) it suffices to use the automorphism Ψ of
Equation (6.2) to interchange the simple roots. This completes the proof.
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Proposition 8.9. Let Kq = SUq(n) and let H be any unitary Kq-
representation. For each i = 1, . . . , n − 1, the operators ph(Ei) : H → H
and ph(Fi) : H → H belong to A(H).

Proof. We need to prove ph(Ei) ∈ Aj(H) for every j ∈ Σ. Note that Sj
q and

T j⊥ are commuting and generating quantum subgroups of Kj
q . If v ∈ H is

of T j⊥-type λ, then ph(Ei)v is of T j⊥-type λ + αi|T j⊥ , where by abuse of
notation we are identifying αi ∈ P with its exponential in T̂ . It follows that
ph(Ei) ∈ AT j⊥ (H). By Lemma 3.11 it remains only to prove ph(Ei) ∈ A

S
j
q
(H).

If i = j, this is immediate. If |i − j| = 1, then Ei, Fi, Ej , Fj belong to a

subalgebra of Ŭq(sln) isomorphic to Ŭq(sl3), and the result follows from Lemma

8.8. Finally, if |i − j| > 1, then ph(Ei) commutes with Ŭq(s
j) so it preserves

Sj
q -types and the result follows.

By taking adjoints, we also obtain ph(Fi) ∈ A(H).

We can now prove parts b) and c) of Theorem 5.2. Consider Di =

Å
0 Fi

Ei 0

ã

acting on L2(Eµ ⊕ Eµ+αi
) for some µ ∈ P. Theorem 5.2 b) follows directly

from Proposition 8.9. In order to prove part c) let φ ∈ Cb(R) be a continuous
odd function such that φ(Di) = ph(Di). We know from Remark 8.3 that
(1+D2

i )
−1 ∈ Ji(L

2(Eµ⊕Eµ+αi
)). Since φ(Di) ∈ A(L2(Eµ⊕Eµ+αi

)) we also have
φ(Di)(1+D

2
i )

−1 ∈ Ji(L
2(Eµ⊕Eµ+αi

)). By the Stone-Weierstrass Theorem the
functions x 7→ (1+ x2)−1 and x 7→ φ(x)(1 + x2)−1 generate a dense subalgebra
of C0(R), so Theorem 5.2 c) follows.

8.4 Commutator of functions with the phase of a longitudinal

Dirac operator

In this subsection we prove Theorem 5.2 d).
For any λ ∈ h∗ one may define an element Kλ in C(K̂q) by declaring that
Kλ acts on the weight ν subspace of any irreducible Kq-representation by

multiplication by q
1
2 (λ,µ). If λ = αi is a simple root, then Kαi

is the generator
Ki of Ŭq(sln).

The element K2ρ ∈ C(K̂q), where ρ is the half-sum of all positive roots, shows
up in the Schur orthogonality relations. Specifically, the L2-norms of the matrix
coefficients of an irreducible unitary representation σ of Kq satisfy

‖〈ξ∗| · |ξ〉‖ =
1

dimq(σ)
1
2

‖K2ρ · ξ∗‖‖ξ‖ (8.5)

for ξ ∈ V σ and ξ∗ ∈ V σ∗, where dimq denotes the quantum dimension. We
remark that the Hilbert space structure on V σ∗ is induced from the canonical
isometric isomorphism of V σ∗ with the conjugate Hilbert space of V σ. Moreover
K2ρ ∈ C(K̂q) acts by the transpose action on V σ∗.
Let us derive an estimate on slightly more general matrix coefficients.
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Lemma 8.10. Fix σ ∈ Irr(Kq). For any τ ∈ Irr(Kq) and ζ ∈ V τ ⊗ V σ,
ζ∗ ∈ V τ∗ ⊗ V σ∗, we have

‖〈ζ∗| · |ζ〉‖ ≤ dimq(σ)
1
2

dimq(τ)
1
2

‖K2ρ · ζ∗‖ ‖ζ‖.

Here all norms are Hilbert space norms.

Proof. Take an orthogonal decomposition τ ⊗ σ =
⊕

j τj where the τj are
irreducible Kq-subrepresentations of τ ⊗ σ. Correspondingly, we decompose
ζ =

∑
j ζj and ζ∗ =

∑
j ζ

∗
j where ζj ∈ V τj , ζ∗j ∈ V τj∗. Since τ ≤ τj ⊗ σc we

have dimq(τ) ≤ dimq(τj) dimq(σ). We obtain

‖〈ζ∗| · |ζ〉‖2 =
∑

j

1

dimq(τj)
‖K2ρ · ζ∗j ‖2‖ζj‖2 ≤

∑

j

dimq(σ)

dimq(τ)
‖K2ρ · ζ∗j ‖2‖ζj‖2.

The result follows.

Let µ, ν ∈ P, i ∈ Σ and f ∈ C(Eν). We will use the bracket [ph(Ei),Ml(f)] to
denote the operator ph(Ei)Ml(f) − Ml(f) ph(Ei) : L2(Eµ) → L2(Eµ+ν+αi

) of
Theorem 5.2 d). From the other parts of Theorem 5.2, we know that this op-
erator belongs to A(L2(Eµ), L2(Eµ+ν+αi

)), so Theorem 5.2 d) is a consequence
of the following lemma.

Lemma 8.11. Fix µ, ν ∈ P, i ∈ Σ and f ∈ C(Eν). Then
[ph(Ei),Ml(f)] ∈ Ki(L

2(Eµ), L2(Eµ+ν+αi
)). Similarly, [ph(Fi),Ml(f)] ∈

Ki(L
2(Eµ+αi

), L2(Eµ+ν)).

Proof. Again, we write σλ for the irreducible Kq-representation with highest
weight λ ∈ P+. Let Wts(σλ) ⊂ P denote the set of weights occurring in σλ.
We will assume that f = 〈ξ∗| · |ξ〉 is a matrix coefficient of σλ ∈ Irr(Kq), and
that ξ has weight ν and Ki

q-type β for some β ∈ Irr(Ki
q). Such f span a dense

subspace of C(Eν).
Let ǫ > 0. By Corollary 8.5 we can find a finite set S ⊂⊂ Irr(Ki

q) such that
for any unitary Kq-representation H we have the following estimates, where all

operators are acting on H ⊗ V σλ

:

‖(ph(∆̂Ei)− ph(Ei)⊗ Id
V σλ )pµ+ν(Id−pS)‖
< ǫ/(|Wts(σλ)| dimq(σ

λ)
1
2 ‖K2ρ · ξ∗‖‖ξ‖),

‖(Id−pS)(ph(∆̂Ei)− ph(Ei)⊗ Id
V σλ )pµ+ν‖

< ǫ/(|Wts(σλ)| dimq(σ
λ)

1
2 ‖K2ρ · ξ∗‖‖ξ‖).

Let S′ be the set of all γ′ ∈ Irr(Ki
q) such that γ′ ⊗ β contains some Ki

q-type γ
belonging to S. This is a finite set, since any such γ′ is a subrepresentation of
γ ⊗ βc with γ ∈ S.
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Let g ∈ L2(Eµ) be a matrix coefficient g = 〈η∗| · |η〉 of an irreducible Kq-
representation σκ. Using Lemma 8.10 we obtain

‖[ph(Ei),Ml(f)](Id−pS′)g‖
= ‖〈η∗ ⊗ ξ∗| · |(ph(∆̂Ei)− ph(Ei)⊗ Id)(((Id−pS′)η)⊗ ξ)〉‖
= ‖〈η∗ ⊗ ξ∗| · |(ph(∆̂Ei)− ph(Ei)⊗ Id)pµ+ν(Id−pS)((Id−pS′)η)⊗ ξ〉‖

≤ dimq(σ
λ)

1
2

dimq(σκ)
1
2

‖K2ρ · η∗‖‖K2ρ · ξ∗‖

× ‖(ph(∆̂Ei)− ph(Ei)⊗ Id)pµ+ν(Id−pS)‖‖η‖‖ξ‖
<

ǫ

|Wts(σλ)| dimq(σκ)
1
2

‖K2ρ · η∗‖‖η‖

=
ǫ

|Wts(σλ)| ‖g‖. (8.6)

A similar calculation shows that

‖(Id−pS)[ph(Ei),Ml(f)]g‖ <
ǫ

|Wts(σλ)| ‖g‖. (8.7)

If g ∈ L2(Eµ) is instead a sum of irreducible matrix coefficients, then the
inequalities (8.6) and (8.7) do not necessarily hold. To resolve this, we will
take advantage of the fact that the operator [ph(Ei),Ml(f)](Id−pS′) is band-
diagonal with respect to Kq-types in the following sense. The operators ph(Ei)
and (Id−pS) commute with the Kq-isotypical projections, while Ml(f) satisfies

pσκ′Ml(f)pσκ = 0 unless σκ′

occurs as an irreducible subrepresentation of σκ⊗
σλ. We note that if σκ′ ≤ σκ ⊗ σλ then κ′ = κ + ω for some weight ω of σλ.
Therefore we have a decomposition

[ph(Ei),Ml(f)](Id−pS′)

=
∑

ω∈Wts(σλ)

( ∑

κ∈P+

pσκ+ω [ph(Ei),Ml(f)](Id−pS′)pσκ

)
, (8.8)

where we take the convention that pσκ+ω = 0 if κ + ω is not dom-
inant. By the calculation (8.6) for irreducible matrix coefficients,
pσκ+ω [ph(Ei),Ml(f)](Id−pS′)pσκ is norm bounded by ǫ/|Wts(σλ)| for
each κ, ω. Since the projections pσκ are mutually orthogonal, the sum
in parentheses in (8.8) is bounded by ǫ/|Wts(σλ)| for each fixed ω.
We conclude that ‖[ph(Ei),Ml(f)](Id−pS′)‖ < ǫ. Similarly, one ob-
tains ‖(Id−pS)[ph(Ei),Ml(f)]‖ < ǫ. This completes the proof that
[ph(Ei),Ml(f)] ∈ Ki(L

2(Eµ), L2(Eµ+ν+αi
)) for all f ∈ C(Eµ).

Finally, one can obtain [ph(Fi),Ml(f)] ∈ Ki(L
2(Eµ+αi

), L2(Eµ+ν)) by taking
adjoints.
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9 The action of SLq(n,C)

In this section we recall the definition of the quantum group SLq(n,C) and
its principal series representations, and prove some estimates that will be used
later.

9.1 The complex quantum group SLq(n,C)

The quantized complex semisimple Lie group Gq = SLq(n,C) is defined as the
quantum double of Kq = SUq(n). More precisely, the C∗-algebra of functions
on Gq is given by

C0(Gq) = C(Kq)⊗ C0(K̂q)

with the comultiplication

∆Gq
= (Id⊗σ ⊗ Id)(Id⊗ ad(W )⊗ Id)(∆⊗ ∆̂),

where ad(W ) is conjugation with the multiplicative unitary W ∈M(C(Kq)⊗
C∗(Kq)) of Kq and σ denotes the flip map. In the special case n = 2 this
quantum group has been studied in detail by Podleś and Woronowicz [PW90].
The unitary representations of Gq are in one-to-one correspondence with uni-
tary Yetter-Drinfeld modules for Kq, compare [NV10]. Passing to the subspace
of Kq-finite vectors, one can study such representations algebraically, namely
in terms of Yetter-Drinfeld modules over the Hopf algebra O(Kq). We recall
that a Yetter-Drinfeld module over O(Kq) is a vector space V equipped with
both a left action and a left coaction of O(Kq) in the purely algebraic sense,
satisfying the compatibility condition

f(1)ξ(−1)S(f(3))⊗ f(2) · ξ(0) = (f · ξ)(−1) ⊗ (f · ξ)(0)

for f ∈ O(Kq) and ξ ∈ V . Here we use the Sweedler notation ξ 7→ ξ(−1) ⊗ ξ(0)
for the coaction V → O(Kq)⊗V , and we write f ·v for the action of f ∈ O(Kq)
on v ∈ V .

9.2 Principal series representations of SLq(n,C)

As mentioned before, For λ ∈ h∗ one may define an element Kλ of C(K̂q)
by declaring that Kλ acts on the weight ν subspace of any irreducible Kq-

representation by multiplication by q
1
2 (λ,ν). We note that Kλ = Kλ′ if λ ≡

λ′ modulo 2i~−1Q, where ~ = log(q)
2π and Q is the root lattice. We write

h∗q = h∗/2i~−1Q and it∗q = it∗/2i~−1Q. Our conventions here are adjusted to

the quantized enveloping algebra Ŭq(sln); recall that in the notation of [KS97,

§6.1.2] the element Ki in Uq(sln) corresponds to K
2
i in Ŭq(sln).

The principal series Yetter-Drinfeld modules are parametrized by pairs (µ, λ) ∈
P × h∗q . We will denote the principal series Yetter-Drinfeld module with pa-
rameter (µ, λ) by O(Eµ,λ). As a Kq-representation it is just O(Eµ) with the
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left regular coaction. The action of O(Kq) is given by

πµ,λ(a)g = a(1) g (K
2
λ+ρ ⇀ S(a(2))) (9.1)

for a ∈ O(Kq) and g ∈ O(Eµ).
For λ ∈ it∗q the representations πµ,λ are ∗-representations with respect to the
standard inner product on O(Eµ), and the resulting unitary representations
of Gq on the completion L2(Eµ) of O(Eµ) are called unitary principal series
representations. We will write L2(Eµ,λ) = L2(Eµ) if we want to emphasize the
corresponding Yetter-Drinfeld structure.
We will only need the unitary principal series representations with parameters
(µ, 0), and we shall make use of the following properties.

Theorem 9.1. a) The representations L2(Eµ,0) are irreducible.

b) The representations L2(Eµ,0) and L2(Eν,0) are equivalent if and only if µ and
ν belong to the same orbit of the Weyl group action on P. In particular, if
ν = wiµ where wi is the reflection associated to a simple root αi, then the
representations are intertwined by the operator

ph(Ei)
n : L2(Eµ,0)

∼=−→ L2(Ewiµ,0), if wiµ− µ = nαi with n > 0,

ph(Fi)
n : L2(Eµ,0)

∼=−→ L2(Ewiµ,0), if wiµ− µ = nαi with n < 0.

The above facts are at least partially “known to experts,” although they do not
appear in this form in the literature. They are quantum analogues of results
about the principal series representations of classical complex semisimple Lie
groups as described, for instance, in [Duf75, Ch. III & IV]; see also [Yun11a,
Section 4.2] for a formulation along the present lines. For SLq(2,C) the above
results are essentially contained in Theorems 5.2 and 6.3 of [PW00]. The results
for SLq(n,C) can be deduced from this case. We refer to [VY] for a detailed
exposition.

9.3 Almost SLq(n,C)-equivariance of the phases of Ei and Fi

A straightforward computation shows that the multiplication operators on
L2(Eµ) satisfy the following covariance property with respect to principal series
representations.

Lemma 9.2. Let µ, ν ∈ P and f ∈ O(Eν), so that Ml(f) defines an operator
from L2(Eµ) to L2(Eµ+ν). Then for any a ∈ O(Kq),

πµ+ν,0(a)Ml(f) = Ml(a(1)fS(a(2))) πµ,0(a(3)).

The next result will be used in the proof of the equivariance properties of our
K-homology cycle.

Theorem 9.3. Let Kq = SUq(n) for n ≥ 2. Moreover let µ ∈ P and i ∈ Σ.
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a) For any a ∈ O(Kq), we have πµ,0(a) ∈ A(L2(Eµ)).

b) The operators ph(Ei) : L
2(Eµ,0) → L2(Eµ+αi,0) and ph(Fi) : L

2(Eµ+αi,0) →
L2(Eµ,0) are Kq-equivariant. Moreover, they are SLq(n,C)-equivariant
modulo Ji, in the sense that for any a ∈ O(Kq),

πµ+αi,0(a) ph(Ei)− ph(Ei)πµ,0(a) ∈ Ji(L
2(Eµ), L2(Eµ+αi

)), (9.2)

πµ,0(a) ph(Fi)− ph(Fi)πµ+αi,0(a) ∈ Ji(L
2(Eµ+αi

), L2(Eµ)). (9.3)

Proof. The Yetter-Drinfeld action of a on L2(Eµ,0) can be written as πµ,0(a) =
Ml(a(1))Mr(Kρ ⇀ S(a(2))), so a) follows from Proposition 8.1
The Kq-equivariance of ph(Ei) and ph(Fi) is immediate from the fact that they
are defined via the right regular representation.
Let i ∈ Σ. We have wiρ = ρ − αi, so according to Theorem 9.1 the operator
ph(Ei) : L

2(Eρ−αi,0) → L2(Eρ,0) is an intertwiner. Thus, the differences in (9.2)
and (9.3) are zero when µ = ρ−αi. For general µ, we use Lemma 2.1 to obtain
f1, . . . , fk ∈ O(Eµ+αi−ρ) and g1, . . . , gk ∈ O(Eρ−αi−µ) such that

∑
j gjfj = 1.

We can then use Theorem 5.2 and Lemma 9.2 to compute

πµ+αi,0(a) ph(Ei)

=
∑

j

πµ+αi,0(a) ph(Ei)Ml(fj)Ml(gj)

≡
∑

j

πµ+αi,0(a)Ml(fj) ph(Ei)Ml(gj) (mod Ji(L
2(Eµ), L2(Eµ+αi

)))

=
∑

j

Ml(a(1)fjS(a(2)))πρ,0(a(3)) ph(Ei)Ml(gj),

noting that all operators involved belong to A. A similar computation yields

∑

j

ph(Ei)πµ,0(a) ≡
∑

j

Ml(a(1)fjS(a(2))) ph(Ei)πρ−αi,0(a(3))Ml(gj)

(mod Ji(L
2(Eµ), L2(Eµ+αi

))).

Thus Equation (9.2) is reduced to the case µ = ρ − αi which we have just
proved. Equation (9.3) follows by taking adjoints.

10 BGG elements in K-homology

In [Yun11a] it was shown how an equivariant Fredholm module can be con-
structed from the geometric BGG complex for the full flag manifold of SU(3).
Given the results of the previous sections, that construction can now be applied
also to the quantized flag manifold of SUq(3). The construction carries over
almost word for word, so we shall merely give an outline of the steps involved
here.
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10.1 The normalized BGG complex

The reader can consult [BGG75] or [BE89] for the general combinatorial struc-
ture underlying the BGG complex of a complex semisimple Lie group. Since
we only need a bounded version of the BGG complex for SLq(3,C), we will
proceed in an ad hoc manner.

Lemma 10.1. The following is a commuting diagram of intertwining operators
between SLq(3,C) principal series representations:

L2(E−α2,0)

ph(E2)
2

&&▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
L2(Eα1,0)

ph(E2)
&&▼

▼▼
▼▼

L2(E−ρ,0)

ph(E1) 88qqqqq

ph(E2)
&&▼▼

▼▼
▼

L2(Eρ,0)

L2(E−α1,0)

ph(E1)
2

88qqqqqqqqqqqqqqqqq
L2(Eα2,0)

ph(E1)
88qqqqq

(10.1)

Proof. That these operators are intertwiners results from Theorem 9.1. By
Schur’s Lemma, the diagram commutes up to a scalar. By checking on the
minimal Kq-type, one can verify that the diagram commutes on the nose.

To define the normalized BGG complex, we displace all the weights in the
above construction by ρ = α1 + α2.

Lemma 10.2. The following diagram commutes modulo J1 + J2:

L2(Eα1,0)

ph(E2)
2

&&▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
L2(E2α1+α2,0)

ph(E2)
&&▼

▼▼
▼▼

L2(E0,0)

ph(E1) 88qqqqq

ph(E2)
&&▼

▼▼
▼▼

L2(E2ρ,0)

L2(Eα2,0)

ph(E1)
2

88qqqqqqqqqqqqqqqqq
L2(Eα1+2α2,0)

ph(E1)
88qqqqq

Proof. According to Lemma 2.1 we find f1, . . . , fk ∈ C(Eρ), g1, . . . , gk ∈ C(E−ρ)
such that

∑
j fjgj = 1. Consider the composition ph(E1) ph(E2)

2 ph(E1) :

L2(E0,0) → L2(E2ρ,0). By Theorem 5.2,

ph(E1) ph(E2)
2 ph(E1) =

∑

i

Ml(fi)Ml(gi) ph(E1) ph(E2)
2 ph(E1)

≡
∑

i

Ml(fi) ph(E1) ph(E2)
2 ph(E1)Ml(gi)

mod J1(L
2(E0), L2(E2ρ)) + J2(L

2(E0), L2(E2ρ)),
where the operators in the last expression are the intertwiners of Lemma 10.1.
By a similar calculation, we obtain

ph(E2) ph(E1)
2 ph(E2) ≡

∑

i

Ml(fi) ph(E2) ph(E1)
2 ph(E2)Ml(gi)

mod J1(L
2(E0), L2(E2ρ)) + J2(L

2(E0), L2(E2ρ)),
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and the result then follows from Lemma 10.1.

Lemma 10.3. Let µ ∈ P, i ∈ Σ and n ∈ N. Then ph(Fi)
n ph(Ei)

n − Id ∈
Ji(L

2(Eµ)) and ph(Ei)
n ph(Fi)

n − Id ∈ Ji(L
2(Eµ)).

Proof. Let µαi
∈ 1

2N be the restriction of µ to a weight of Si
q
∼= SUq(2). The

operator ph(Ei)
n : L2(Eµ) → L2(Eµ+nαi

) is a partial isometry, and its kernel is
the span of those Si

q-isotypical subspaces whose highest weight l ∈ 1
2N satisfies

l < µαi
+n. Therefore ph(Fi)

n ph(Ei)
n−Id is a projection onto a finite number

of Si
q-types, and hence Ki

q-types, in L
2(Eµ). A similar statement can be made

for ph(Ei)
n ph(Fi)

n − Id. The result then follows from Theorem 5.1 b).

We now augment the diagram of Lemma 10.2 by adding two more operators:

L2(Eα1,0)

ph(E2)
2

&&▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼

−A1 // L2(E2α1+α2,0)

ph(E2)
&&▼

▼▼
▼▼

L2(E0,0)

ph(E1) 88qqqqq

ph(E2)
&&▼

▼▼
▼▼

L2(E2ρ,0)

L2(Eα2,0)

ph(E1)
2

88qqqqqqqqqqqqqqqqq

−A2

// L2(Eα1+2α2,0)

ph(E1)
88qqqqq

(10.2)

where

A1 = ph(E1)
2 ph(E2) ph(F1)

A2 = ph(E2)
2 ph(E1) ph(F2).

By Lemma 10.3, A∗
1A1 ≡ Id modulo J1(L

2(Eα1))+ J2(L
2(Eα1)) and A1A

∗
1 ≡ Id

modulo J1(L
2(E2α1+α2)) + J2(L

2(E2α1+α2)). Similar statements hold for A2.
The inclusion of the minus signs before A1 and A2 in the diagram (10.2) ensures
that all squares in the diagram anti-commute modulo J1 + J2. Thus (10.2) is
a complex modulo J1 + J2.
The combinatorial structure underlying the diagram (10.2) is the Bruhat graph
of the group G = SL(3,C). Rather than detail this in generality, let us simply
introduce some convenient notation.

Definition 10.4. Let Γ be the set of arrows in the diagram (10.2) and Γ(0) the
set of six vertices. Denote by Tγ the operator corresponding to γ ∈ Γ in (10.2).
Also, to each arrow γ we associate a set of simple roots, denoted supp(γ) and
called the support of γ, according to the Weyl reflection underlying it as follows:

·

{α2}

&&▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
▼▼

▼▼
▼

{α1,α2}
// ·

{α2}

&&▼
▼▼

▼▼
▼▼

▼▼
▼

·

{α1}
88qqqqqqqqqq

{α2} &&▼
▼▼

▼▼
▼▼

▼▼
▼ ·

·

{α1}

88qqqqqqqqqqqqqqqqqqqqqq
{α1,α2}

// ·
{α1}

88qqqqqqqqqq
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10.2 Construction of the Fredholm module

Let HBGG be the Z/2Z-graded Hilbert space which is the direct sum of the
six section spaces in the BGG diagram (10.2) graded by even and odd Bruhat
length, namely L2(E0), L2(E2α1+α2) and L2(Eα1+2α2) have degree 0 and the
other three summands have degree 1. The sum T =

∑
γ(Tγ + T ∗

γ ) is an odd
SUq(3)-equivariant operator on HBGG. It verifies all the axioms of an equivari-
ant Kasparov K-homology cycle, but modulo J1(HBGG) + J2(HBGG) instead
of modulo K(HBGG). To refine this into a genuine Kasparov cycle we use the
operator partition of unity constructed in [Yun11a], which is described in the
following lemma.

Lemma 10.5. Let Kq = SUq(3). There exist mutually commuting operators
Nγ ∈ L(HBGG), indexed by the arrows γ ∈ Γ above, with the following proper-
ties:

a) For each γ, NγJi(HBGG) ⊆ K(HBGG) for all αi ∈ supp(γ).

b) For any vertex v ∈ Γ(0),
∑

γ∋vN
2
γ = IdHBGG, where the sum is over all

arrows entering or leaving v.

c) Whenever vertices v, v′ ∈ Γ(0) are at distance two in the graph we have
Nγ1Nγ2 = Nγ′

1
Nγ′

2
where (γ1, γ2) and (γ′1, γ

′
2) are the unique two (undi-

rected) paths of length two joining v, v′.

d) Each Nγ is Kq-equivariant.

e) Each Nγ commutes modulo compact operators with the left multiplication
action of C(Xq), the Yetter-Drinfeld action of O(Kq) and all of the nor-
malized BGG operators Tγ′ .

Proof. Firstly, one applies the Kasparov technical theorem of Baaj-Skandalis
[BS89, Theorem 4.3] with respect to the Drinfeld double Gq = D(Kq).
This yields an almost Gq-invariant operator M0 ∈ L2(HBGG), in the sense
that (C0(Gq) ⊗ 1)(δ(M0) − 1 ⊗ M0) ∈ C0(G) ⊗ K(HBGG), which satisfies
M0J1(HBGG), (1 − M0)J2(HBGG) ⊆ K(HBGG) and such that M0 commutes
modulo compacts with the left multiplication action of C(Xq) and the normal-
ized BGG operators. Here δ denotes the adjoint action of Gq induced from
HBGG. From almost invariance it follows thatM0 commutes modulo compacts
with the Yetter-Drinfeld action of O(Kq). Moreover, if M denotes the opera-
tor obtained by averaging the Kq-action on M0 using the Haar functional of
C(Kq), then M−M0 ∈ K(HBGG). ThusM satisfies the same properties asM0

but is additionally Kq-invariant. Now, putting N1 =M
1
2 , N2 = (1−M)

1
2 , the

remainder of the construction is carried out as in [Yun11a, Lemma 4.14].

Theorem 10.6. The operator F =
∑

γ Nγ(Tγ + T ∗
γ ) is an odd Fred-

holm operator on HBGG which defines an equivariant K-homology class
[F] ∈ KKSLq(3,C)(C(Xq),C). The SUq(3)-equivariant index of this class in
KKSUq(3)(C,C) = R(SUq(3)) is the class of the trivial representation.

Documenta Mathematica 20 (2015) 433–490



480 Christian Voigt and Robert Yuncken

Proof. The fact that F defines a K-homology class in KKSLq(3,C)(C(Xq),C)
can be proven as for Theorem 4.19 of [Yun11a]. Note that in order to prove
SLq(3,C)-equivariance it suffices to check that the action of O(SUq(3)) cor-
responding to the Yetter-Drinfeld structure commutes with F up to compact
operators. This in turn follows using Theorem 9.3.
Finally, the SUq(3)-types occur in the spaces L2(Eµ) with the same multiplici-
ties as their classical counterparts, so the index computation follows from the
fact that the classical BGG complex is a resolution of the trivial representa-
tion.

Remark 10.7. The same general construction can be used to make a Fredholm
module in KKSLq(3,C)(C(Xq),C) with any desired SUq(3)-equivariant index.
A BGG complex can be formed starting with an arbitrary weight µ (in the
notation we have used here it should be an anti-dominant weight), where the
weights appearing in the equivalent of the diagram (10.2) are those in the ρ-
shifted Weyl orbit of µ. The procedure above applies, and the equivariant
index of the resulting KK-cycle is the class of the irreducible representation
with lowest weight µ.

11 Applications to Poincaré duality and the Baum-Connes con-

jecture

In this section we explain how our previous constructions imply Poincaré du-
ality in equivariant KK-theory for the flag manifold Xq = SUq(3)/T , and a
certain analogue of the Baum-Connes conjecture for the dual of SUq(3). Some
of the arguments will only be sketched, and for more information and back-
ground we refer to [MN06], [MN10], [Mey08], [NV10], [Voi11].
Equivariant Poincaré duality in KK-theory with respect to quantum group
actions was introduced in [NV10], where it was also shown that the standard
Podleś sphere is equivariantly Poincaré dual to itself with respect to the natural
action of SUq(2). An important ingredient in the study of Poincaré duality with
respect to quantum group actions is the use of braided tensor products, and
we refer to [NV10] for definitions and more details.
Our aim here is to exhibit another example of equivariant Poincaré duality in
the sense of [NV10], namely for the quantum flag manifold Xq = SUq(3)/T . The
key ingredient for this is the class [F] ∈ KKSLq(3,C)(C(Xq),C) obtained in The-
orem 10.6. It yields a class in KKSLq(3,C)(C(Xq)⊠C(Xq),C) by precomposing
the representation of C(Xq) with the ∗-homomorphismC(Xq)⊠C(Xq) → C(Xq)
induced by multiplication. Here ⊠ denotes the braided tensor product over
SUq(3), and we writeD(SUq(3)) = SLq(3,C) for the quantum double of SUq(3).

Theorem 11.1. The quantum flag manifold Xq is SUq(3)-equivariantly
Poincaré dual to itself. That is, there is a natural isomorphism

KK
D(SUq(3))
∗ (C(Xq)⊠A,B) ∼= KK

D(SUq(3))
∗ (A,C(Xq)⊠B)

for all D(SUq(3))-C
∗-algebras A and B.
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Proof. With the class [F] ∈ KKSLq(3)(C(Xq)⊠C(Xq),C) at hand, the argument
is completely analogous to the proof of Theorem 6.5 in [NV10], reducing it to
Poincaré duality for the classical flag manifold X1. We shall therefore not go
into the details.
Let us remark that we do not need an explicit description of the element

ηq ∈ KK
D(SUq(3))
∗ (C, C(Xq) ⊠ C(Xq)) corresponding to the unit of the ad-

junction, since this element is uniquely determined from the unit η1 ∈
KK

SU(3)
∗ (C, C(X1) ⊗ C(X1)) of the classical SU(3)-equivariant Poincaré du-

ality thanks to the continuous field structure of q-deformations, see [NT12],
[Yam13]. We recall that η1 is the image of the class of the trivial line bundle

1X1 ∈ KK
SU(3)
∗ (C, C(X1)) under the wrong way map induced by the diago-

nal embedding X1 →֒ X1 × X1. We refer the reader to [EM10b, EM10a] for a
full discussion of equivariant KK-duality for manifolds, and [RS86] for more
information on the case of flag varieties.

Let us now come to the Baum-Connes conjecture. We continue to write
Kq = SUq(3) and denote by K̂q the discrete quantum group dual to Kq. The
starting point of the approach in [MN06] is to view equivariant Kasparov theory
as a triangulated category. More precisely, if Γ is a discrete quantum group we
consider the category KKΓ which has as objects all separable Γ-C∗-algebras,
and KKΓ(A,B) as the set of morphisms between two objects A and B. Com-
position of morphisms is given by the Kasparov product. For a description of
the structure of KKΓ as a triangulated category we refer to [NV10], [Voi11].
Suffice it to say that this extra structure allows one to do homological algebra
in the context of Kasparov theory.
In fact, there is one further ingredient needed in the definition of the Baum-
Connes assembly map. Namely, one has to identify the category CIΓ of com-
pactly induced actions within KKΓ. Classically, the objects of CIΓ are the
C∗-algebras induced from finite subgroups of the discrete group Γ. If Γ is
torsion-free the situation is particularly simple, in the sense that only the triv-
ial subgroup has to be taken into account in this case.
It turns out that the dual of Kq behaves like a torsion-free group. More pre-

cisely, the quantum group K̂q is torsion-free in the sense that any ergodic action
of Kq on a finite dimensional C∗-algebra is Kq-equivariantly Morita equivalent
to the trivial action on C, see [Mey08], [Gof12].
For a torsion-free quantum group Γ we define the full subcategory CIΓ of KKΓ

by

CIΓ = {C0(Γ)⊗A|A ∈ KK},

where the coaction on C0(Γ)⊗A is given by comultiplication on the first tensor
factor. Similarly, we let CCΓ ⊂ KKΓ be the full subcategory of all objects which
become isomorphic to 0 in KK under the obvious forgetful functor. The sub-
category CCΓ is localising, and we denote by 〈CIΓ〉 the localising subcategory
generated by CIΓ. Moreover, the pair of localising subcategories (〈CIΓ〉, CCΓ)
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in KKΓ is complementary, compare [Mey08]. That is, KKΓ(P,N) = 0 for all
P ∈ 〈CIΓ〉 and N ∈ CCΓ, and every object A ∈ KKΓ fits into an exact triangle

ΣN // Ã // A // N

with Ã ∈ 〈CIΓ〉 and N ∈ CCΓ. Such a triangle is called a Dirac triangle for A,
it is uniquely determined up to isomorphism in KKΓ and depends functorially
on A.

Definition 11.2. Let Γ be a torsion-free discrete quantum group and let A be
a Γ-C∗-algebra. The Baum-Connes assembly map for Γ with coefficients in A
is the map

µA : K∗(Γ⋉r Ã) → K∗(Γ⋉r A)

induced from a Dirac triangle for A. If µA is an isomorphism we shall say that
Γ satisfies the Baum-Connes conjecture with coefficients in A.

By the work of Meyer and Nest [MN06], this terminology is consistent with the
usual definitions in the case that Γ is a torsion-free discrete group.
Using the Fredholm module for the quantum flag manifold SUq(3)/T in Theo-
rem 10.6 we obtain the following result.

Theorem 11.3. The dual of SUq(3) for q ∈ (0, 1] satisfies the Baum-Connes
conjecture with trivial coefficients C.

Proof. We shall follow the arguments in [MN07]and show C ∈ 〈CI
K̂q

〉. This

clearly implies that µC is an isomorphism. Using Baaj-Skandalis duality, it is
enough to prove C(Kq) ∈ 〈TKq

〉, where TKq
⊂ KKKq denotes the category of

all trivial Kq-C
∗-algebras.

We have C(T ) ⊂ 〈TT 〉 by the Baum-Connes conjecture for the abelian group
T̂ , where TT ⊂ KKT is the category of trivial T -C∗-algebras. This implies

C(Kq) = ind
Kq

T (C(T )) ∈ 〈C(Kq/T )〉. Hence it suffices to show C(Kq/T ) ∈ 〈C〉.
In the case q = 1 one obtains inverse isomorphisms α1 : C(K1/T ) → C|W | and
β1 : C|W | → C(K1/T ) in KK

K1 using Poincaré duality, where |W | = 6 is the
order of the Weyl group of K1 = SU(3), see [RS86], [MN07]. For general q we
could argue in a similar way by invoking Theorem 11.1. Alternatively we may
proceed as follows, avoiding the use of braided tensor products.
The element β1 is given by induced vector bundles over the flag manifold,
and one obtains a corresponding class βq ∈ KKKq(C|W |, C(Kq/T )) for any
q ∈ (0, 1] using the induction isomorphismKKKq(C, C(Kq/T )) ∼= KKT (C,C).
Similarly, the element α1 is given by twisted Dolbeault operators. Using
theorem 10.6 we obtain a corresponding class αq in KKKq(C(Kq/T ),C

|W |).
From Kq-equivariance it is immediate that we have βq ◦ αq = Id in
KKKq(C|W |,C|W |) for the classes thus obtained. To check αq ◦ βq =
Id in KKKq(C(Kq/T ), C(Kq/T )) we may use the canonical isomorphism
KKKq(C(Kq/T ), C(Kq/T )) ∼= KKT (C(Kq/T ),C) and the fact that the C∗-
algebrasC(Kq/T ) form a T -equivariant continuous field, implementing aKKT -
equivalence between C(Kq/T ) and C(K/T ), see [NT12], [Yam13]. It therefore
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suffices to consider the effect of αq ◦βq on KT
∗ (C(Kq/T )) ∼= R(K)⊗R(T )R(K),

which is the same for all q ∈ (0, 1].

We remark that Theorem 11.3 is of rather theoretical value. In particular, it
does not lead to K-theory computations similar to the ones for free orthogonal
quantum groups in [Voi11].

A Some results from q-calculus

A.1 Proof of the change of basis formula of Proposition 6.2

The vectors

|ξj〉 =

∣∣∣∣∣∣∣

Ñ
m 0 −m
j −j
0

é↑
ª

, |ηk〉 =

∣∣∣∣∣∣∣

Ñ
m 0 −m
k −k
0

é↓
ª

,

are the basis vectors for the 0-weight space of µ = (m, 0,−m) in the upper
and lower Gelfand-Tsetlin bases, respectively. Our calculation of the change-of-
basis coefficients avoids the use of raising and lowering operators from [MSK95],
instead using a recurrence relation which arises by considering the bracket

〈ηk|E∗
1E1|ξj〉. (A.1)

Letting E∗
1E1 act on |ξj〉 first, the Gelfand-Tsetlin formulae (6.3), (6.4) give

〈ηk|E∗
1E1|ξj〉 = [j][j + 1]〈ηk|ξj〉. (A.2)

On the other hand, in the lower Gelfand-Tsetlin basis E1 acts according to the
formula (6.3) for Ψ(E1) = E2 (see the definition of the lower basis in Section
6.2). We get

E∗
1E1|ηk〉 =

[m+ k + 2][m− k][k + 1]2

[2k + 1]
1
2 [2k + 2][2k + 3]

1
2

|ηk+1〉

+

Å
[m+ k + 2][m− k][k + 1]2

[2k + 1][2k + 2]
+

[m+ k + 1][m− k + 1][k]2

[2k][2k + 1]

ã
|ηk〉

+
[m+ k + 1][m− k + 1][k]2

[2k − 1]
1
2 [2k][2k + 1]

1
2

|ηk〉

Taking the inner product of this with |ξj〉 and equating with (A.2) yields a
three-term recurrence relation for 〈ηk|ξj〉. The result is simplified if we intro-
duce the non-unit vectors

|xj〉 = [2j + 1]−
1
2 |ξj〉, |yk〉 = [2k + 1]−

1
2 |ηk〉. (A.3)

One obtains

[j][j+1]〈yk|xj〉 = a(k)〈yk+1|xj〉+(a(k) + c(k))〈yk|xj〉+ c(k)〈yk−1|xj〉, (A.4)
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where

a(k) =
[m+ k + 2][m− k][k + 1]2

[2k + 1][2k + 2]
,

c(k) =
[m+ k + 1][m− k + 1][k]2

[2k][2k + 1]
.

We claim that the solution of Equation (A.4) is given by q-Racah coefficients.
Unfortunately, the q-Racah polynomials are typically written in terms of the
non-symmetric q-numbers [[n]] = 1−qn

1−q
, so we must rewrite the recurrence

relation as

(1− q2j)(1− q2(j+1))〈yk|xj〉
= A(k)〈yk+1|xj〉+ (A(k) + C(k))〈yk|xj〉+A(k)〈yk−1|xj〉, (A.5)

where

A(k) =
(1− q2(m+k+2))(1− q2(k−m))(1 − q2(k+1))2

(1 − q2(2k+1))(1− q2(2k+2))
,

C(k) =
q2(1− q2(k+m+1))(1 − q2(k−m−1))(1 − q2(k))2

(1− q2(2k))(1− q2(2k+1))
.

These are precisely the coefficients in the recurrence relation for the q2-Racah
polynomials described in Equation (14.2.3) of [KLS10], with parameters α =
q2(m+1), β = q−2(m+1), γ = δ = 1 and N = m. The initial condition for the
recurrence relation is fixed by Equation (6.10), which gives

〈y0|xj〉 =
(−1)j+m

[m+ 1]
,

and formula of Proposition 6.2 follows.

A.2 A q-integral identity for little q-Legendre polynomials

We recall the definitions of the standard q-differentiation and q-integration
operators:

Dqf(x) =
f(qx)− f(x)

(qx− x)
,

∫ x

0

f(y)dqy = x(1 − q)
∞∑

j=0

qjf(qjx).

We also recall the following basic q-derivatives, where [[n]] = 1−qn

1−q
:

Dqx
α = [[α]]qx

α−1, for all α ∈ R, (A.6)

Dq(x; q
−1)n = −[[n]]q−1(x; q−1)n−1 (A.7)

= −q−(n−1)[[n]]q(x; q
−1)n−1, for all n ∈ N.
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Proposition A.1.

∫ 1

0

x−
1
2 pk(x|q2) dq2x = q

1
2

ï
2k + 1

2

ò−1

q

.

Proof. Let us put r = q2. The little q-Legendre polynomials satisfy the follow-
ing Rodrigues-type Formula (see [KLS10]):

pk(x|r) =
1

[[k]]r!
Dk

r

[
xk(x; r−1)k

]
.

From Equations (A.6) and (A.7) one has that for all 0 ≤ i < k, Di
qx

k = 0 at

x = 0 and Di
q(x; r

−1)k = 0 at x = 1. Thus, by k applications of q-integration
by parts, we get

∫ 1

0

x−
1
2pk(x|r) drx

=
(−1)k

[[k]]r!

[[
− 1

2

]]
r
r

1
2

[[
− 3

2

]]
r
r

3
2 · · ·

îî
− (2k−1)

2

óó
r
r

(2k−1)
2

∫ 1

0

x−
(2k+1)

2 xk(x; r−1)kdrx

=
1

[[k]]r!

[[
1
2

]]
r

[[
3
2

]]
r
· · ·
îî

(2k−1)
2

óó
r

∫ 1

0

x−
1
2 (x; r−1)kdrx

where in the last equality we have used [[α]]r = −rα[[−α]]r. The last q-integral
can be computed by q-integrating by parts k more times, giving

(−1)k

[[k]]r!
r

1
2 r

3
2 · · · r 2k−1

2 rk[[−k]]r[[−k + 1]]r · · · [[−1]]r

∫ 1

0

x
(2k−1)

2 drx

= r
k
2

∫ 1

0

x
(2k−1)

2 drx

= q
1
2

ï
2k + 1

2

ò−1

q

.
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