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Abstract. Given a braided pivotal category C and a pivotal module
tensor categoryM, we define a functor TrC :M→ C, called the asso-
ciated categorified trace. By a result of Bezrukavnikov, Finkelberg and
Ostrik, the functor TrC comes equipped with natural isomorphisms
τx,y : TrC(x⊗ y)→ TrC(y⊗ x), which we call the traciators. This sit-
uation lends itself to a diagramatic calculus of ‘strings on cylinders’,
where the traciator corresponds to wrapping a string around the back
of a cylinder. We show that TrC in fact has a much richer graphical
calculus in which the tubes are allowed to branch and braid. Given
algebra objects A and B, we prove that TrC(A) and TrC(A ⊗ B) are
again algebra objects. Moreover, provided certain mild assumptions
are satisfied, TrC(A) and TrC(A⊗B) are semisimple whenever A and
B are semisimple.
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1 Introduction

A tensor category is a linear category M, equipped with a functor ⊗ : M×
M→M along with extra data encoding the ideas of associativity and unitality.
If x is an object ofM, then its dual x∗ is characterized, assuming it exists, by
adjunctions Hom(y, x⊗z) ∼= Hom(x∗⊗y, z) and Hom(y⊗x, z) ∼= Hom(y, z⊗x∗).
The category M is pivotal if it comes equipped with certain isomorphisms
ϕx : x → x∗∗ from every object to its double dual. It is interesting to note
that, in a pivotal category, the functor x 7→ Hom(1, x) satisfies the following
cyclic invariance property:

Hom(1, x⊗ y) ∼= Hom(x∗ ⊗ 1, y) ∼= Hom(1 ⊗ x∗, y)
∼= Hom(1, y ⊗ x∗∗) ∼= Hom(1, y ⊗ x).

We think of Hom(1,−) as a vector space valued trace Tr :M→ Vec. This is
our prototypic example of a categorified trace.
Given a tensor category C, and two objects x, y of some module categoryM,
the internal hom Hom(x, y) is the object of C that represents the exact functor
c 7→ M(c · x, y) [Ost03, Def. 3.4]. If in addition to being a module categoryM
is also a tensor category in its own right, then we may consider the functor

TrC := Hom(1M,−) :M→ C,

and ask whether it has a similar cyclic invariance property.
The appropriate compatibility between the C-module structure and the tensor
structure of M can only be formulated when C is braided, and the resulting
notion is what we call a module tensor category (Definition 3.5). We write
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Φ : C → M for the functor that sends c ∈ C to c · 1M ∈ M. By definition,
equippingM with the structure of a module tensor category over C is the same

thing as equipping the functor Φ with a factorization C
ΦZ

−−−→ Z(M) −−→M ,
where ΦZ is a braided functor to the Drinfel’d center of M [Bez04, Def. 1]
[DMNO13, Def. 2.4]. The trace functor can be alternatively described as the
right adjoint of Φ:

C M

Z(M)

Φ

TrC

ΦZ

A categorified trace (Definition 3.1), also known as a commutator functor
[BFO09, §6], [Ost14, Def. 2.1], is a functor Tr :M→ C equipped with natural
isomorphisms

τx,y : Tr(x⊗ y)→ Tr(y ⊗ x),

which we call the traciators, subject to the axiom τx,y⊗z = τz⊗x,y ◦ τx⊗y,z.
At the level of Grothendieck groups, the functor Tr induces a map K0(Tr) :
K0(M) → K0(C). The traciator isomorphism descends to an equality
K0(Tr)([x][y]) = K0(Tr)([y][x]) in K0(C), so K0(Tr) satisfies the defining prop-
erty of a trace.

We denote a categorified trace graphically by lifting objects and morphisms up
from the plane (corresponding toM) onto a cylinder in 3-space (corresponding
to C)

f =

f yx 7−→ Tr(f) = f

y

x

Following [PS13]1, the traciator is represented graphically by a strand wrapping
around the cylinder:

τx,y =

yx

When C andM are pivotal and ΦZ is a pivotal functor, then TrC is a categorified
trace. In fact, this only depends on Φ factoring through the Drinfel’d center,
and not on it being a tensor functor, as proven in [BFO09, Prop. 5] and [Ost14,
Prop. 2.5].

1See Remark 3.2 for a subtle difference between our notion of categorified trace and the
one used in [PS13].
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The fact that Φ is a tensor functor contributes to the structure of TrC in a
different way. Adjoints of tensor functors are lax monoidal [Kel74], and so
we have unit and multiplication maps i : 1C → TrC(1M) and µx,y : TrC(x) ⊗
TrC(y)→ TrC(x⊗ y) which we represent graphically as follows:

i = µx,y =

x y

The novelty of this paper is the rich interplay between the above two structures.
Using everything we have, we can assign a morphism to any picture of strands
on tubes. These, in turn, can be used to formulate a number of non-trivial
identities, such as

= ←→

TrC(x)⊗ TrC(y)
µ //

β ◦ (id⊗ θ)

��

TrC(x⊗ y)

τ

��
TrC(y)⊗ TrC(x)

µ // TrC(y ⊗ x)

and

= ←→

TrC(w)⊗TrC(x⊗y)⊗TrC(z)

id ⊗τ⊗id

//

µ⊗id

��

TrC(w)⊗TrC(y⊗x)⊗TrC(z)

id⊗µ

��
TrC(w⊗x⊗y)⊗TrC(z)

τ⊗id

��

TrC(w)⊗TrC(y⊗x⊗z)

id⊗τ−1

��
TrC(y⊗w⊗x)⊗TrC(z)

µ

��

TrC(w)⊗TrC(x⊗z⊗y)

µ

��
TrC(y⊗w⊗x⊗z)

τ−1 // TrC(w⊗x⊗z⊗y)

Documenta Mathematica 21 (2016) 1089–1149



Categorified Trace for Module Tensor Categories. . . 1093

which combine the traciator and multiplication maps with the braiding and
the twist of C (see Lemmas 4.26 and 4.19). We summarize the situation in
Figure 1.

C M

Z(M)

Φ

TrC

ΦZ

braided pivotal
functor

C M

Z(M)

Φ

TrC

ΦZ

just a functor

C M
Φ

TrC

tensor functor

=⇒

=⇒

=⇒

TrC :M→ C
is a categorified trace
[BFO09, Ost14]

TrC :M→ C
admits a full-fledged
calculus of strings on
tubes.

TrC :M→ C
is a lax monoidal
functor [Kel74].

: TrC(x⊗y)
→TrC(y⊗x)

: TrC(x)⊗TrC(y)
→TrC(x⊗y)

: TrC(w)⊗TrC(x⊗y)
→TrC(z⊗x)

f

Figure 1: Our setup (in the middle), in comparison to previously studied situ-
ations.

In our sequel paper [HPT16], we will prove that the relations established in this
paper imply that the morphism assigned to a diagram is invariant under all
isotopies. This verification will be performed in the language of planar algebras
internal to braided tensor categories. In our forthcoming paper, we will later
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classify planar algebras internal to C in terms of module tensor categories for C.

It is well known that lax tensor functors send algebras to algebras. As a result,
if A is an algebra object in M, then TrC(A) is an algebra object in C. In our
situation, more is true. If A and B are two algebra objects, then TrC(A ⊗
B) is again an algebra object (actually, this only requires C and ΦZ to be
monoidal, as opposed to braided). The structure maps are best illustrated by
putting the strand corresponding to A on the front of the cylinders, and the
one corresponding to B on the back of the cylinders:

mTrC(A⊗B) = iTrC(A⊗B) =

Let us now assume that C andM are fusion categories over a field of character-
istic zero. One of our main results is that if A and B are semisimple algebras
then so is TrC(A⊗B) (Theorem 5.6 and Corollary 5.9):

Theorem A. Let C and M be tensor categories subject to the above assump-
tions, and let ΦZ : C → Z(M) be a tensor functor. If A,B ∈M are semisimple
algebras, then TrC(A⊗B) is also semisimple.

Alternatively, we can trade the extra assumptions on C andM for the assump-
tion that A and B are separable algebras (Theorem 5.6). We illustrate our
construction by computing the algebra TrC(A⊗B) for certain algebra objects
related to the Coxeter–Dynkin diagramsE7 andD10 (Example 5.10). Note that
given three algebras A,B,C ∈M, we see no reason why TrC(A⊗B⊗C) should
carry an algebra structure. Unfortunately, we cannot supply a counterexample
at this time.
In the special case in which we have only one algebra, our result holds in the
greater generality of an arbitrary tensor functor Φ : C → M between rigid
semisimple tensor categories (Theorem 5.1 and Corollary 5.3):

Theorem B. Let C and M be tensor categories subject to the above assump-
tions, and let Φ : C →M be a tensor functor with right adjoint TrC. If A ∈M
is a semisimple algebra, then TrC(A) is as well. In particular, if A is semisimple
connected, and thus Frobenius, then so is TrC(A).

We finish our introduction by listing three applications of categorified traces.
The first occurrence of categorified traces in the literature goes back to [MV88],
where a certain functor was constructed between categories of B-equivariant
sheaves on G/B and G-equivariant sheaves on G for the adjoint action (G is
a reductive group and B a Borel subgroup). It was recognized in [BFO09, §6]
that this functor satisfies the defining properties of a categorified trace, and this
was later used in [Ost14] to analyze the structure of tensor categories attached
to cells in Weyl groups.
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The first author recently defined higher categorical analogs of von Neumann
algebras called a bicommutant categories [Hen15], and examples from fusion
categories were constructed in [HP15]. These bicommutant categories admit
categorified traces with values in the category of Hilbert spaces, a fact that
was crucial to the study of their structural properties.2 In the special case
of the category of bimodules over a von Neumann factor, the categorified
trace is the ‘cyclic fusion’, first introduced in the context of conformal nets
[BDH14, App.A]. For more general bicommutant categories, we expect cate-
gorified traces with values in the Drinfel’d center of the bicommutant category.

In their recent work [JL16], Jaffe and Liu introduced a novel notion of ‘planar
para algebra’. Their main examples are the parafermion algebras. In our
forthcoming article [HPT16], we will show that planar para algebras can be
constructed using categorified traces, and that the vector spaces that constitute
the parafermion algebras are given by TrC(m

⊗n), where m is the generating
object of a Tambara-Yamagami category [TY98] (a C-module tensor category
for C a Vec(Z/NZ) ribbon category). Our categorified trace will provide a
direct connection between Izumi’s calculation of the center of the Tambara-
Yamagmi categories [Izu01], and Jaffe-Liu’s work on the parafermion planar
para algebras.
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2 Background

The natural setting to study the categorified trace is when C is a braided piv-
otal category, M is a pivotal category, and ΦZ : C → Z(M) is a braided
pivotal functor. This is perhaps an unfamiliar setting, since most readers are
more likely to work with either braided tensor categories or ribbon categories,

2These categorified traces are only partially defined, see [BDH14, Warn. A.6] for more
details.
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and braided pivotal categories are a strange intermediate (see Figure 2 in Sec-
tion 2.3).

For these reasons, it is important to carefully understand what we can and
cannot do in a braided pivotal category. Moreover, in the literature there
are sometimes redundancies within definitions, as well as incorrect statements,
so we begin with a short, comprehensive background on various flavours of
tensor categories. Various technical lemmas about braided pivotal categories
are deferred to Appendix A.2. Finally, we provide a short section on algebras
in tensor categories.

2.1 Tensor categories

We will usually assume that all our categories are linear over some field k (the
morphism spaces are finite dimensional vector spaces), and that all functors are
linear. However, the large majority of our results do not require this linearity
assumption. The only place where this is really required is for statements
involving semisimplicity of certain algebra objects (Theorems 5.1 and 5.6).

Definition 2.1. A tensor category3 consists of the data (C, 1,⊗, α, λ, ρ) where
C is a category, 1 ∈ C is the distinguished unit object, ⊗ : C ⊠ C → C is a
bifunctor, the associator α : (a⊗ b)⊗ c→ a⊗ (b⊗ c) is a natural isomorphism,
and the left and right unitors λ : 1 ⊗ a → a and ρ : a ⊗ 1 → a are natural
isomorphisms. This data must satisfy the well known pentagon and triangle
axioms.

A tensor category C is called:4

• rigid (or has duals) if for every a ∈ C there is an object a∗ ∈ C, and there
are maps coeva : 1 → a⊗ a∗ and eva : a∗ ⊗ a → 1 satisfying the zig-zag
axioms

(ida⊗ eva) ◦ (coeva⊗ ida) = ida

(eva⊗ ida∗) ◦ (ida∗ ⊗ coeva) = ida∗ .

Moreover, for every a ∈ C, there should exist an object ∗a ∈ C such that
(∗a)∗ ∼= a.

Note that being rigid is not data; it is just a property of the category.5

Given f : a → b in C, we write f∗ : b∗ → a∗ for (evb⊗ ida∗) ◦ (idb∗ ⊗f ⊗
ida∗) ◦ (idb∗ ⊗ coeva).

3The adjectives ‘tensor’ and ‘monoidal’ are essentially synonymous. The first one is usually
only used when the category is linear; the second one is used regardless of whether the
category is linear or not.

4Alternative terminologies include [Sel11]: rigid = autonomous, pivotal = sovereign, rib-
bon = tortile.

5 In any category, an object a is said to have a dual if there exist solutions of the zig-zag
equations. The dual object a∗ is then unique up to canonical isomorphism, and may thus be
referred to as the dual of a.
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• fusion if C is rigid, semisimple, C(1, 1) ∼= k, and there are only finitely
many isomorphism classes of simple objects.

• pivotal if C is rigid, and there is a monoidal natural isomorphism ϕ from
the identity functor to the double dual functor.6 The left and right pivotal
traces of a morphism f : a→ a are then defined by

trL(f) = eva ◦(ida∗ ⊗f) ◦ (ida∗ ⊗ϕ−1
a ) ◦ coeva∗

trR(f) = eva∗ ◦(ϕa ⊗ ida∗) ◦ (f ⊗ ida∗) ◦ coeva .

• spherical if C is pivotal and for every c ∈ C and f ∈ C(c, c), we have
trL(f) = trR(f).

• braided if there is a family of natural isomorphisms βa,b : a ⊗ b → b ⊗ a
satisfying the two well known hexagon axioms. We also write β+

a,b for βa,b

and β−
a,b for β−1

b,a .

• balanced if C is braided and there are twist isomorphisms θa : a→ a for
a ∈ C, natural in a, satisfying θa⊗b = βb,a ◦ βa,b ◦ (θa⊗ θb) for all a, b ∈ C.

• ribbon7 if C is balanced and rigid, and the twist maps satisfy θa∗ = θa
∗

for all a ∈ C.

There exist graphical calculi for morphisms in various kinds of monoidal or ten-
sor categories. We may draw different types of diagrams and perform different
types of isotopies based on the properties and structures of our category. We
give a helpful guide below (see [Sel11] for a comprehensive survey). If C is...

• monoidal (Joyal–Street [JS91a]), we may draw our string diagrams so
that strands only go up and down. We read the diagram from bottom to
top.

x

v

y z

w

t

u
f

g

h

k
f : v → x⊗ t

g : t⊗ u→ y

h : 1→ u

k : w → z

6The original definition of Freyd and Yetter [FY92] contains the redundant axiom ϕa∗ =
(ϕ−1

a )∗, later reproduced by other authors. See [Sel11, Lem. 4.11] for a proof of that property.
7We warn the reader that [BK01, Def. 2.2.1] defines the notion of a braided pivotal

category (equivalently, a balanced rigid category – see Appendix A.2), rather than that of a
ribbon category. In a braided pivotal category, it is not necessarily the case that θa∗ = θa∗.
The same problem appears in [KO02, Eq. (1.6)].
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• rigid, then we can draw any planar diagram. Strings may bend up and
down, however coupons are not allowed to rotate.

f

g

h

k

use coev for
and ev for

• pivotal (Freyd–Yetter [FY92]), we may rotate coupons by 2π without
changing the morphism. In defining the right hand side below, we must
use the pivotal structure:

f = f

• spherical, then the value of a closed diagram is invariant under spherical
isotopy. In particular:

trR(f) = f = f = trL(f).

• braided (Joyal–Street [JS91a]), then our diagrams are now in three di-
mensions, and we draw them projected to the plane. If C is not rigid,
then coupons again may only travel up and down, and are not allowed to
rotate.

f

g

h

k

use β+ for
and β− for

• balanced (Shum [Shu94]), then strands are replaced by ribbons, which
can twirl on themselves, but cannot bend up and down. Coupons may
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rotate around the z-axis.

f

g

h

k

use θ for

and θ−1 for

• braided pivotal (Freyd–Yetter [FY92]), then the second and third Reide-
meister moves are allowed, but not the first. Strands behave like ribbons
pressed flat against the plane.

f

g

h

k

in general 6=

There are two ways of making such a category into a balanced one, by

letting θ be either or (see Lemma A.2 in the appendix).

• ribbon (Shum [Shu94]), then the stands are replaced by ribbons, and all
three dimensional isotopies are allowed.

f

g

h

k

Given a functor between categories with extra structure, one can ask for the
functor to be compatible with that structure. We list the relevant conditions
for the notions mentioned above. Let C and D be tensor categories, and let
F : C → D be a functor.

• We say that F is a tensor functor if it comes equipped with an invertible8

natural transformation νx,y : F (x)⊗F (y)→ F (x⊗y) and an isomorphism

8 If ν and i are not assumed invertible, then this is called a lax tensor functor. We
warn the reader that some people use ‘strong tensor functor’ for tensor functors, and ‘tensor
functor’ for lax tensor functors.
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i : 1D → F (1C), subject to

νx,y⊗z ◦ (1F (x) ⊗ νy,z) ◦ αF (x),F (y),F (z) = F (αx,y,z) ◦ νx⊗y,z ◦ (νx,y ⊗ 1F (z)),

F (λx) ◦ ν1,x ◦ (i⊗ 1F (x)) = λF (x), and F (ρx) ◦ νx,1 ◦ (1F (x) ⊗ i) = ρF (x).

(1)

• If C and D are braided, then F is a braided functor if the condition
F (β) = ν ◦ β ◦ ν−1 is satisfied.

• If C and D are balanced, then F is a balanced functor if we also have
F (θ) = θ.

If C is rigid and F : C → D is a tensor functor, then every object in the
essential image of F has a dual, and there is a canonical isomorphism δx :
F (x∗)→ F (x)∗, characterised by F (evx) = i◦ evF (x) ◦(δx⊗ idF (x))◦ ν

−1
x∗,x (this

requires no extra data).

• If C and D are pivotal, then a pivotal functor is a tensor functor satisfying
the extra axiom F (ϕx) = δ−1

x∗ ◦ δ∗x ◦ ϕF (x).

2.2 The Drinfel’d center

The Drinfel’d center construction takes as input a tensor category and produces
as output a braided tensor category [JS91b]. It is a categorification of the
operation of taking the center of a ring.

Definition 2.2. Let C be a tensor category. Its center Z(C) is the tensor
category whose objects are pairs (a, ea) where ea = ea,• is a half-braiding for
a ∈ C. A half-braiding for a ∈ C is a family of isomorphisms

ea,b =
a b

: a⊗ b→ b⊗ a

which is natural with respect to b, and satisfies the hexagon axiom

(idb⊗ea,c) ◦ α ◦ (ea,b ⊗ idc) = α ◦ ea,b⊗c ◦ α. (2)

The morphisms in Z(C) from (a, ea) to (b, eb) are all the f ∈ C(a, b) which
“pass over all crossings”, i.e., such that for all c ∈ C,

eb,c ◦ (f ⊗ idc) = (idc⊗f) ◦ ea,c.

Note that Z(C) is always braided by defining β(a,ea)(b,eb) = ea,b. In fact, Z(C)
retains many of the properties and structures from C. For example, if C is rigid,
fusion, pivotal, or spherical, then so is Z(C) (e.g., see [ENO05, Thm. 2.15] and
[Müg03b, Prop. 3.9]).

The proof of pivotality of Z(C) in [Müg03b, Prop. 3.9] assumes C to be a strict
pivotal category. We are not aware of a reference that proves the result in full
generality, so we provide a short argument of the most non-trival part of the
proof:
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Proposition 2.3. Let C be a rigid tensor category. Then a pivotal structure
on C induces a pivotal structure on Z(C).

Proof (communicated by Noah Snyder). The dual of an object (a, ea) ∈ Z(C)
is given by (a∗, ea∗), with ea∗,b := e∗a,∗b. The somewhat non-trivial claim is
that the map ϕa : a → a∗∗ provided by the pivotal structure of C defines a
morphism (a, ea)→ (a, ea)

∗∗ in Z(C). We need to show that (idb⊗ϕa) ◦ ea,b =
ea∗∗,b ◦ (ϕa ⊗ idb) for every b ∈ C. This is done as follows:

ea∗∗,b ◦ (ϕa ⊗ idb) = e∗∗a,∗∗b ◦ ϕa⊗∗∗b ◦ (ida⊗ϕ
−1
∗∗b)

= ϕ∗∗b⊗a ◦ ea,∗∗b ◦ (ida⊗ϕ
−1
∗∗b)

= ϕ∗∗b⊗a ◦ (ϕ
−1
∗∗b ⊗ ida) ◦ ea,b = (idb⊗ϕa) ◦ ea,b.

2.3 Synoptic chart of tensor categories

We present here a chart (Figure 2) that summarizes the various notions of
tensor category. The two ways of going between balanced rigid categories and
braided pivotal categories will be discussed in Appendix A.2.
In Figure 2, we use the following notations:

• An arrow A B indicates that notion B can be obtained from
notion A by forgetting part of the data.

• An arrow A B indicates that notion A can be obtained from
notion B by imposing extra axioms.

• A dashed arrow A B
Z

indicates that the Drinfel’d center con-
struction goes from notion A to notion B.

• A double arrow A B
∼= indicates an equivalence between notions

A and B.

As mentioned above, there are two ways of going between balanced rigid cat-
egories and braided pivotal categories. To avoid any confusion, we will only
use one of those two equivalences in the remainder of this paper. Specifically,
given a braided pivotal category (C, β, ϕ), we will always equip it with the
twists given by

θa := (ida⊗ eva∗) ◦ (βa∗∗,a ⊗ ida∗) ◦ (ida∗∗ ⊗ coeva) ◦ ϕa =
ϕa

a

a

a∗∗

(3)

See Appendix A.2 for more details.
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braided
+ rigid
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Z

Z

Z

Z
∼=

∼=

Figure 2: Synoptic chart of tensor categories

2.4 Algebra objects

We now discuss algebra objects in tensor categories. General references include
[KO02, §1], [DMNO13, §2.4], [Ost03, §3], and [Müg03a].

Definition 2.4. An algebra object in a tensor category C is a triple (A,m :
A⊗A→ A, i : 1→ A) which satisfies the following axioms:

m(m⊗ idA) = m(idA⊗m) (Associativity)

m(i⊗ idA) = idA = m(idA⊗ i) (Unitality)

Dually, a coalgebra is a triple (A,∆ : A → A ⊗ A, ǫ : A → 1) satisfying
analogous coassociativity and counitality axioms.

We represent the multiplication m and unit i by a trivalent, respectively uni-
valent, vertex

mA =
A A

A

iA =
A

.
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An algebra object is called connected if C(1, A) is one dimensional. If the
ambient category C is semisimple, then an algebra object is:

• semisimple if the category ModC(A) of A-modules in C is semisimple,

• separable if mA : A⊗A→ A splits as a morphism of A-A-bimodules.

At first glance, the notions of semisimple and separable algebras do not seem
very related. However, a special case of the following proposition (namely
setting B = 1) shows that separable always implies semisimple:

Proposition 2.5. Let A and B be separable algebras in a semisimple tensor
category C. Then the category BimodC(A,B) of A-B-bimodules is semisimple.

Proof (communicated by Victor Ostrik). Let sA : A → A ⊗ A and sB : B →
B ⊗ B be bimodule maps that split mA and mB. Given M ∈ BimodC(A,B),
the action map A⊗M ⊗B →M admits a splitting

M ∼= A⊗A M ⊗B B
sA⊗id⊗sB−−−−−−−→ (A⊗A)⊗A M ⊗B (B ⊗B) ∼= A⊗M ⊗ B,

which is furthermore a bimodule map. M is therefore isomorphic to a direct
summand of A ⊗M ⊗ B. As the latter is projective, so is M . Every object
of BimodC(A,B) is projective, every exact sequence splits, and the category is
semisimple.

We also get the following well-known equivalent definition of separability:

Proposition 2.6 ([DMNO13, Prop. 2.7]). An algebra object A in a semisimple
tensor category C is separable if and only if BimodC(A,A) is semisimple.

Proof. The multiplication map mA : A⊗A→ A admits a right inverse (given
by idA⊗ iA) and is thus always an epimorphism. If BimodC(A,A) is semisimple,
mA therefore splits. The other direction follows from the previous proposition
by setting B = A.

Remark 2.7. In positive characteristic there exist semisimple algebras which
are not separable, e.g., the group algebra Fp[G] viewed as a G-graded vector
space, for some p-group G.

However, if C is a fusion category over a field of characteristic zero, then
algebra objects in C are semisimple if and only if they are separable. To
see that, consider a semisimple algebra object A, which we assume without
loss of generality to be simple (not a direct sum of smaller algebras). Then
M := ModC(A) is an indecomposable module category, and the category
FuncC(M,M) = BimodC(A,A) of C-linear endofunctors of M is semisimple
by [ENO05, Lem. 2.15].

We now briefly introduce the notion of a Frobenius algebra object:
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Definition 2.8. A Frobenius algebra in a tensor category C is a quintuplet
(A,m,∆, i, ǫ) such that (A,m, i) is an algebra, (A,∆, ǫ) is a coalgebra, and the
following compatibility condition is satisfied:

(m⊗ idA) ◦ (idA⊗∆) = ∆ ◦m = (idA⊗m) ◦ (∆⊗ idA) (Frobenius)

It is interesting to note that a Frobenius algebra is entirely determined by its
underlying algebra (A,m, i) and counit ǫ. Moreover, for a given algebra A =
(A,m, i), a morphism ǫ : A→ 1 is the counit of a Frobenius structure if and only
if the pairing ǫ◦m : A⊗A→ 1 is non-degenerate (a pairing p : A⊗B → 1 is non-
degenerate if A and B are dualizable and (p⊗ idB∗) ◦ (idA⊗ coevB) : A→ B∗

is an isomorphism):

Proposition 2.9 ([FRS02, Lem. 3.7], [FS08, Prop. 8]). Let C be a tensor cate-
gory, and let (A,m, i) be an algebra object in C. Let ǫ : A→ 1 be such that the
pairing ǫ ◦ m is non-degenerate. Then, there exists a unique comultiplication
∆ : A→ A⊗A making the quintuplet (A,m,∆, i, ǫ) into a Frobenius algebra.

3 Categorified traces for module tensor categories

In this section, we explain the general notion of categorified trace, along with
some basic properties thereof. We then explain how to construct a categorified
trace TrC : M → C from a module tensor category M over a braided tensor
category C.

3.1 Categorified traces

Recall that a trace on an algebra is a linear map to the ground field satisfying
tr(xy) = tr(yx). The categorification of the notion of algebra is that of tensor
category, where notably the associativity constraint gets replaced by the ad-
ditional data of associators. The notion of a categorified trace (also known as
a commutator functor [BFO09, §6], [Ost14, Def. 2.1]) is defined in the same
spirit:

Definition 3.1. Let M be a tensor category, and let C be a category. A
categorified trace is a functor Tr :M→ C along with natural isomorphisms

τx,y : Tr(x⊗ y)→ Tr(y ⊗ x) x, y ∈ M

which we call the traciators, subject to the following axiom:

τx,y⊗z = τz⊗x,y ◦ τx⊗y,z. (4)

Here, we have suppressed the associators for readability. The axiom including
the necessary associators reads as follows: Tr(αy,z,x) ◦ τx,y⊗z ◦ Tr(αx,y,z) =
τz⊗x,y ◦ Tr(αz,x,y)

−1 ◦ τx⊗y,z.
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We will sometimes write τ+x,y for τx,y, and τ−x,y for τ−1
y,x. The latter is called the

inverse traciator. We point out that τ− does not in general satisfy equation
(4), but instead a mirrored version of that axiom.

Remark 3.2. A slightly less general notion of categorified trace was studied
in [PS13] under the name “shadow”. It differs from Definition 3.1 in that the
authors also included the axioms9

τx,1 = id and τ1,x = id .

The first axiom above is redundant: see Lemma 3.3 below. The second axiom
is not satisfied by the trace functors we will consider (see Remark 3.15), and
we prefer not to include it in the general definition of a categorified trace.

Lemma 3.3 ([Ost14, Rem. 2.2.]). Let (Tr, τ) be a categorified trace. Then
τx,1 = idTr(x).

Proof. Omitting unitors and associators, we have τx,1 = τx,1⊗1 = τ1⊗x,1 ◦
τx⊗1,1 = τx,1 ◦ τx,1, where the second equality holds by Equation (4). As τx,1
is invertible, it follows that τx,1 = idTr(x).

In Section 2.1 we have reviewed the classical string diagram notation for objects
and morphisms in tensor categories. As explained in [PS13], a good graphical
notation for categorified traces is to take the strands that represent the objects
ofM, and place them on the surface of a cylinder. For example, if we denote
x ∈ M as a strand on a horizontal plane, then we represent Tr(x) ∈ C as the
same strand on the surface of a cylinder:

x
7−→ Tr(x) =

x

Morphisms f ∈ M(x, y) are denoted by coupons in the horizontal plane, and
we represent Tr(f) : Tr(x)→ Tr(y) as the same coupon, but now on a cylinder:

f yx 7−→ Tr(f) = f

y

x

9We have again suppressed the coherences for readability. The actual axioms are Tr(λx)◦
τx,1 = Tr(ρx) and Tr(ρx) ◦ τ1,x = Tr(λx).
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The traciators τ± : TrC(x⊗ y)→ TrC(y ⊗ x) are depicted

τ+ = and τ− = .

The naturality of the traciator and the traciator axiom (4) are given in diagrams
by

f g

=
g f

and = .

To illustrate the graphical notation, we prove a general basic property of cate-
gorified traces.

Lemma 3.4. Let Tr :M→ C be a categorified trace. Then for any dualizable
object x ∈ M, the following equality holds:

τ+y,x∗ = Tr(idx∗⊗y⊗ evx) ◦ τ
−
x,x∗⊗y⊗x∗ ◦ Tr(coevx⊗ idy⊗x∗).

In diagrams:

x∗y

=

x∗y

Proof. We prove this identity after composing with the inverse traciator τ−x∗,y:

= = = =

x∗y

The first equality holds by naturality of τ−. The second one is the analog of
(4) for inverse traciators. Finally, the third equality follows from naturality,
along with Lemma 3.3.
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The main focus of this paper is the construction of a particular class of examples
of categorical traces, which have the further property that the cylinders can
branch and braid (see Figure 1). To obtain such a categorified trace Tr :M→
C, we must assume thatM is equipped with the structure of a pivotal module
tensor category over C, a notion we describe below.

3.2 Module tensor categories

If M and C are tensor categories, a functor Φ : C → M equips M with the
structure of a left module category via c ·m := Φ(c)⊗m. If C is braided, then
Φ actually equips M with two distinct left C-module structures (one coming
from the left action above, and one coming from the right action, twisted by
the braiding). These two module structures are equivalent precisely when Φ is
given the structure of a braided central functor :

Definition 3.5. Let C be a category and M a tensor category. A central
functor10 from C toM is a functor Φ : C →M equipped with a factorisation

Φ : C
ΦZ

−−−→ Z(M)
F
−−−→M

where F is the forgetful functor [BFO09][Ost14, §2.1]. When C is monoidal, a
central functor Φ : C → M is called monoidal if ΦZ is monoidal. When C is
braided, a central functor is called braided if the functor ΦZ is braided.

Equivalently, a functor Φ is a central functor if it is equipped with the additional
data of half-braidings eΦ(c),x : Φ(c)⊗x→ x⊗Φ(c), natural in c and x, satisfying

eΦ(c),x⊗y = (idx⊗eΦ(c),y) ◦ (eΦ(c),x ⊗ idy) (Central functor).

To go from a central functor to a monoidal central functor, one imposes the
additional axiom

eΦ(c⊗d),x = (eΦ(c),x ⊗ idΦ(d)) ◦ (idΦ(c)⊗eΦ(d),x) (Monoidal central functor).

Finally, a braided central functor satisfies the further axiom

eΦ(c),Φ(d) = Φ(βc,d) (Braided central functor).

Note that in formulating the above axioms we have omitted the associators and
the isomorphisms Φ(x) ⊗ Φ(y)→ Φ(x⊗ y), for readability.
Let C be a braided tensor category. A braided central functor Φ : C →Mmakes
the tensor categoryM into a C-module category in way that is compatible with
the tensor structure ofM and the braiding of C. We call such anM a module
tensor category over C:

10 The reader is cautioned that our usage of the term ‘central functor’ agrees with [BFO09,
Ost14], but differs from [Bez04, DMNO13] as these require that a central functor be braided.
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1108 André Henriques, David Penneys, and James Tener

Definition 3.6. If M is a tensor category and C is a braided category, then
M is a module tensor category over C if it is equipped with a braided central
functor Φ : C →M.
If M, C and ΦZ are pivotal, then we say that M is a pivotal module tensor
category.

As module tensor categories might be an unfamiliar concept, we provide a
couple of alternative viewpoints:

A tensor category can be thought of as a 2-category with a single object.
Similarly, a pair consisting of a tensor category C and module category M
can be encoded by a 2-category with exactly two objects 1 and ∗, and only
non-trivial homs given by C := Hom(1, 1) andM := Hom(1, ∗).
On the other hand, a braided tensor category can be thought of as a 3-category
with one object and one 1-morphism [BD95, ‘Periodic Table’, Fig. 21]. The
pair consisting of a braided category C and module tensor category M can
be encoded by a 3-category with exactly two objects 1 and ∗, and with only
non-trivial homs given by the 2-categories Hom(1, 1) and Hom(1, ∗), which
are furthermore required to have only one object. We recover the braided
category and its module tensor category as C = HomHom(1,1)(11, 11) andM =
HomHom(1,∗)(·, ·), respectively, where · : 1→ ∗ is the unique morphism.

Alternatively, for those who like to think of a braided tensor category as a
category which is an algebra over the little discs operad, then a pair consisting
of a braided tensor category C and a module tensor category M is the same
thing as an algebra over Voronov’s Swiss-cheese operad [Vor99].

Remark 3.7. By [Ost03, Thm. 3.1], if C is a fusion category and M is an
indecomposable module categoy, thenM is equivalent to ModC(a) for a semi-
simple algebra a ∈ C. This theorem applies when C is braided pivotal andM
is a module tensor category which is indecomposable as a C-module category.
In this case, Φ : C →M is a dominant tensor functor, so by [BN11, Prop. 6.1]
there is a canonical commutative algebra aZ ∈ Z(C) such that Φ is tensor
equivalent to the free module functor C → ModC(a

Z).

3.3 The categorified trace associated to a module tensor cate-

gory

We now introduce the main construction of this paper, the categorified trace
associated to a module tensor category.

Definition 3.8. Let C be a braided pivotal category, and letM be a pivotal
module tensor category. The associated categorified trace TrC :M→ C is the
right adjoint of the action functor Φ.

The existence of a right adjoint is a mild assumption, which can be easily
checked in many circumstances (see, e.g., [DSPS14, Cor. 1.9]):
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Lemma 3.9. If C and M are semisimple (linear over some field k) and C has
finitely many types of simple objects, then any linear functor F : C →M admits
a right adjoint.

Proof. Let {ci} be a basis of C (representatives of the isomorphism classes of
simple objects), and let {mj} be a basis of M. Let A = (Aij) be the matrix
of finite dimensional vector spaces given by Aij :=M(mj , F (ci)). Note that A
has only finitely many non-zero entries.
We have canonical isomorphisms F (ci) ∼=

⊕
j Aij ⊗mj , and the functor F can

be recovered by the formula

F
(⊕

i Vi ⊗ ci
)
∼=

⊕
i,j Vi ⊗Aij ⊗mj .

Let A∗ be the ‘conjugate transpose’ matrix of vector spaces, given by A∗
ji =

Homk(Aij , k). It is then an easy exercise to check that the functor G
(⊕

j Wj⊗

mj

)
:=

⊕
i,j Wj ⊗A∗

ji ⊗ ci is a right adjoint (also a left adjoint) of F .

Alternatively one can define TrC := Hom(1M,−), where Hom is the internal
hom for module categories [Ost03]. By definition, Hom(1M, x) represents the
functor c 7→ Hom(c · 1M, x) and so, recalling that Φ(c) = c · 1M, we indeed
have the adjunction Hom(Φ(c), x) ∼= Hom(c,Hom(1M, x)).
In Section 4.4 we will construct traciators for TrC and prove that they satisfy
the axioms of a categorified trace (Lemmas 4.16 and 4.17), a result which first
appeared in [BFO09, Prop. 5] and [Ost14, Prop. 2.5].
We illustrate our construction by a couple of examples.

Example 3.10. Any pivotal categoryM is naturally a pivotal module tensor
category over Vec. For every x ∈ M we have C(1,TrC(x)) ∼= M(Φ(1C), x) =
M(1M, x), the invariant vectors. This means that we can naturally identify
TrC(x) with the vector spaceM(1M, x).

Example 3.11. Using the conventions of [Shi11, §3], we letM be the Tambara-
Yamagami fusion category [TY98] associated to the abelian group A = Z/NZ,
the bicharacter 〈a, b〉 := qab, q = exp(2πi/N), and the sign τ = +N−1/2. The
categoryM has N invertible objects 1, . . . , N , and one other simple object m
satisfying the fusion rulem⊗m ∼=

⊕
a∈A a. By [Izu01], again in the conventions

of [Shi11, §3], there are 2N invertible elements in Z(M), parametrized by (a, ε)
where a ∈ Z/NZ and ε is a square root of 〈a, a〉, which gives the half-braiding
of (a, ε) with m.
Using the same bicharacter as above, we get a ribbon structure on C :=
Vec(Z/NZ) with braiding βa,b = 〈a, b〉 ida+b, twist θa = 〈a, a〉 ida, and pivotal

structure ϕa = ida. The functor ΦZ : C → Z(M) given by a 7→ (a, qa
2(N+1)/2)

is braided pivotal, and equips the Tambara-Yamagami category with the struc-
ture of a module tensor category over C. The composite Φ = F ◦ ΦZ is
the forgetful functor onto the copy of Vec(Z/NZ) in M, and its right ad-
joint TrC : M → Vec(Z/NZ) is the projection from M onto its subcategory
Vec(Z/NZ).
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Example 3.12. Let C be a braided pivotal tensor category, let a ∈ C be a
commutative algebra object, and let M = ModC(a) be the category of a-
modules in C. Then M is both a tensor category [Par95], and a C-module
category [KO02, §1]. Moreover, it is a C-module tensor category, as noted in
[DMNO13, §3.4]. The functor Φ : C → M is the free module functor Φ(x) :=
a⊗ x, and the half-braidings are given by

eΦ(x),y : Φ(x) ⊗a y ∼= x⊗ y
βx,y
−−−−→ y ⊗ x ∼= y ⊗a Φ(x).

The associated categorified trace TrC : ModC(a) → C is given by the forgetful
functor, so that TrC(x) = x for all x ∈ M. Indeed, using the adjunction, we
have

C(c,TrC(x)) ∼=M(Φ(c), x) =M(a⊗ c, x) := Ca(a⊗ c, x) ∼= C(c, x),

where Ca(−,−) denotes the a-module maps.
When a is furthermore separable and with trivial twist, then ModC(a) is a
pivotal module tensor category. For more details on this example, and in
particular for the proof that ΦZ is a pivotal functor, we refer the reader to
Appendix A.1.

Sub-Example 3.13. Take C to be SU(2)k (the semi-simplification of the cat-
egory of tilting modules for Lusztig’s integral form of Uq(sl(2)), specialized at
q = exp( 2πi

2(k+2) )
11 – see [Saw06] for details), which is an Ak+1 modular tensor

category. The commutative algebra objects a ∈ C are completely classified
[Ocn02, KO02], and yield An, D2n, E6, and E8 fusion categories, whose simple
objects are in bijective correspondence with the nodes of the respective Dynkin
diagrams. Combining Example 3.12 with the computation at the end of [KO02,
§6], we get the following explicit description of the trace functor:
Example: D4 . This is a module tensor category over SU(2)4 (with simple

objects 1, . . . ,5). Its unit object is 1M = , and the adjacency matrix of

the Dynkin diagram encodes the operation of tensoring by Φ(2) = . The
trace functor is given (at the level of isomorphism classes of simple objects) by:

x ∈ M

TrC(x) ∈ SU(2)4 1⊕ 5 2⊕ 4 3 3

Example: E6 . This is a module tensor category over SU(2)10 (with simple

objects 1, . . . ,11). The unit object is , and the adjacency matrix of

the Dynkin diagram encodes the operation of tensoring by Φ(2) = .
The trace functor is:

x

TrC(x) 1⊕ 7 2⊕6⊕8 3⊕5⊕7⊕ 9 4⊕8 4⊕6⊕10 5⊕11

11We use the convention according to which [2]q = q + q−1.
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Example: E8 . This is a module tensor category over SU(2)28 (with simple

objects 1, . . . ,29). The unit object is . Once again, the edges

of the Dynkin diagram encode tensoring by Φ(2) = . The trace
functor is given by:

x

TrC(x) 1⊕11⊕19⊕29
2⊕10⊕12⊕
18⊕20⊕28

3⊕9⊕11⊕13⊕
17⊕19⊕21⊕27

4⊕8⊕10⊕12⊕14⊕
16⊕18⊕20⊕22⊕26

x

TrC(x)
5⊕7⊕9⊕11⊕13⊕15⊕

15⊕17⊕19⊕21⊕23⊕25

6⊕10⊕14⊕
16⊕20⊕24

6⊕8⊕12⊕14⊕
16⊕18⊕22⊕24

7⊕13⊕17⊕23

Note that TrC(1M) (the first entry of the above tables) recovers the commuta-
tive algebra object a for whichM = ModC(a) (see [KO02, Table 1]).

Remark 3.14. The category SU(2)k is closely related to the Temperley-Lieb
Ak+1 ribbon category with q = exp( 2πi

2(k+2) ) and braiding

= iq1/2 − iq−1/2 , (5)

familiar from the definition of the Jones polynomial [MPS11, §1.1.3]. The
classification of commutative algebra objects in Temperley-Lieb is very similar
to that of SU(2)k. We again have An, D2n, E6, and E8, but now we also
have commutative algebras coming from the tadpole diagrams Tn (compare
[EO04, Thm. 3.12]). Interestingly, for the braiding (5), only the T2n arise
from commutative algebras, while if we negate (5), only the T2n+1 arise from
commutative algebras.
The skein theory for the D2n planar algebras was computed in [MPS10], and
the skein theory for the E6 and E8 planar algebras was computed in [Big10].
To give evaluation algorithms for these planar algebras, the authors used the
existence of overbraiding relations of the form

. . .

4n

{

S
=

. . .

4n

{

S

where the crossing is the braiding (5) in the appropriate Ak category. The
reason this overbraiding exists is that theD2n, E6 and E8 fusion categories arise
as module tensor categories of the form ModC(a) for a a separable commutative
algebra with trivial twist, as explained above.

Remark 3.15. The calculations in Example 3.13 show that our trace functor is
typically not a shadow in the sense of [PS13], as it may fail to satisfy τ1,x = id.
Indeed, τ1,x is equal to the twist by Proposition 4.23, and the latter is almost
always nontrivial (see [FKST95, §8.2],[Kac90, (12.8.11)] for explicit formulas).
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4 Properties of the trace functor

In this section we establish all the basic properties of the categorified trace TrC
associated to a pivotal module tensor category (Definition 3.8). In Sections
4.1–4.3, we discuss the properties of TrC which follow from the fact that it is
the right adjoint of a tensor functor, notably the existence of the multiplication
map µx,y : TrC(x) ⊗ TrC(y) → TrC(x ⊗ y). The construction of the traciator
τx,y : TrC(x ⊗ y) → TrC(y ⊗ x) is done in Section 4.4. This only depends
on the fact that M is pivotal and that Φ factors through Z(M). Finally, in
Section 4.5 we assume our full set of hypothesis: that M is a pivotal module
tensor category over C. In this context we establish various compatibility rela-
tions which combine the traciator and multiplication maps with the braiding
and the twist of C.
In terms of Figure 1 from the introduction, Sections 4.1–4.3 deal with the right
column, Section 4.4 deals with the left column, and Section 4.5 deals with the
middle column.

4.1 The attaching map

Adjoints of tensor functors have been studied systematically [Kel74] and arise
in many contexts (e.g. [BN11], [DMNO13]). We will reprove several known
properties as a way of introducing our graphical notation for TrC . For Sections
4.1-4.3, we fix the following notation:

Notation 4.1.

• C,M are tensor categories,

• Φ : C →M is a tensor functor, and

• TrC :M→ C is the right adjoint of Φ.

The reader is cautioned that under these limited assumptions (compare Nota-
tion 4.12) the functor TrC may fail to be a categorified trace. Nevertheless, we
shall use the notation TrC for notational consistency.
Recall from Section 3.1 that we depict an object x ∈ M by a strand in the plane,
and TrC(x) by a cylinder with an x-strand on its surface. Given an object c ∈ C,
the adjunction C(c,TrC(x)) ∼=M(Φ(c), x) is represented diagrammatically by:

g

c

x

∈ C(c,TrC(x)) ←→ g

c

x

∈ M(Φ(c), x)

(6)
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Visually, we can think of the above adjunction as the operation of opening the
tube (like an umbrella) and then flattening it to a plane.

Definition 4.2 (the attaching map ε). Given x ∈ M, we define εx :
Φ(TrC(x)) → x to be the image of idTrC(x) under the correspondence (6).
Equivalently, ε : Φ ◦ TrC → idM is the counit of the adjunction Φ ⊣ TrC .

We represent the morphism εx as follows:

εx

A possibly better graphical notation for εx is that of a tube coming out of the
plane:

εx =

but in order to show that this graphical depiction of εx is valid, we would first
need to prove properties such as (8), or (13). The next two lemmas are general
results that hold for any adjunction.

Lemma 4.3. Let a ∈ C and x ∈ M. Then, under the adjunction C(a,TrC(x)) ∼=
M(Φ(a), x), a morphism f ∈ C(a,TrC(x)) corresponds to εx ◦ Φ(f) ∈
M(Φ(a), x).

Proof. Since the adjunction is natural, the following diagram commutes:

εx
❴

��

∈ M(Φ(TrC(x)), x)

Φ(f)∗

��

∼= C(TrC(x),TrC(x))

f∗

��

∋ idTrC(x),
❴

��
εx ◦ Φ(f) ∈ M(Φ(a), x) ∼= C(a,TrC(x)) ∋ f

where f∗(g) = g ◦ f .

Lemma 4.4. Suppose f ∈ M(x, y). Then εy ◦ Φ(TrC(f)) = f ◦ εx, i.e.,

εy

f

=
εx f

(7)

Proof. The counit of an adjunction is always a natural transformation [ML98,
§IV.1].
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4.2 The multiplication map

Definition 4.5. For x, y ∈ M, there is a canonical map µx,y : TrC(x) ⊗
TrC(y)→ TrC(x⊗ y) given as the mate of

εx ⊗ εy =

εx

εy

under the isomorphisms

M(Φ(TrC(x)) ⊗ Φ(TrC(y)), x⊗ y) ∼=M(Φ(TrC(x)⊗ TrC(y)), x⊗ y)
∼= C(TrC(x) ⊗ TrC(y),TrC(x⊗ y)),

where we used that Φ is a tensor functor. Diagrammatically, we denote µ by a
pair of pants:

µx,y =

x y

Our next task will be to show that µ is associative. We begin by showing that
it is compatible with the attaching map ε:

Lemma 4.6. For any x, y ∈M, we have εx⊗y ◦ Φ(µx,y) = εx ⊗ εy.

εx⊗y
=

εx

εy

(8)

Proof. By definition, εx ⊗ εy is the mate of µx,y under the adjunction. Now
apply Lemma 4.3 to see that µx,y is also the mate of εx⊗y ◦ Φ(µx,y).

As a corollary, we see µx,y that is natural in x and y:

Corollary 4.7. For all x, y, z ∈ M and all f : y → z in M, we have µx,z ◦
(idTrC(x)⊗TrC(f)) = TrC(idx⊗f) ◦ µx,y. In diagrams,

f

=

f

. (9)
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Similarly, for g : w → x, we have µx,y ◦(TrC(g)⊗ idTrC(y)) = TrC(g⊗ idy)◦µw,y.

Proof. We only show the first statement; the other is similar. By taking mates,
and using Lemma 4.3, Equation (9) becomes ε◦Φ

(
µx,z ◦ (idTrC(x)⊗TrC(f))

)
=

ε ◦ Φ
(
TrC(idx⊗f) ◦ µx,y

)

εx⊗yf

= εx⊗y

f

which follows readily from Lemmas 4.6 and 4.4, along with the fact that Φ is
a tensor functor.

Lemma 4.8. The multiplication map µ is associative, i.e., the following diagram
commutes:

TrC(x)⊗ TrC(y)⊗ TrC(z)
idTrC(x) ⊗µ

//

µ⊗idTrC(z)

��

TrC(x)⊗ TrC(y ⊗ z)

µ

��
TrC(x⊗ y)⊗ TrC(z)

µ // TrC(x ⊗ y ⊗ z)

In diagrams,

= . (10)

Proof. We claim that, under the adjunction, each map individually is the mate
of

εx

εy

εz

∈ M
(
Φ
(
TrC(x)⊗TrC(y)⊗TrC(z)

)
, x⊗y⊗z

)
.

We only prove this for the right hand side of Equation (10) (the left hand side
is similar). The mate of the right hand side is given by

εx⊗y⊗z ◦ Φ
(
µx,y⊗z ◦ (idTrC(x)⊗µy,z)

)
= εx⊗y⊗z ◦ Φ(µx,y⊗z) ◦ Φ(idTrC(x)⊗µy,z)

= (εx ⊗ εy⊗z) ◦
(
Φ(idTrC(x))⊗ Φ(µy,z)

)
= εx ⊗

(
εy⊗z ◦ Φ(µy,z)

)

= εx ⊗ (εy ⊗ εz),
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1116 André Henriques, David Penneys, and James Tener

where the first equality is the functoriality of Φ, the second equality is Lemma
4.6 and the fact that Φ is a tensor functor, and the fourth equality is again
Lemma 4.6.

4.3 The unit of the adjunction

In Section 4.1 we studied the attaching map ε, which is the counit of the
adjunction Φ ⊣ TrC . We now study the unit of the adjunction, which we
denote η.
Thus, for any object c ∈ C, we have a morphism ηc : c → TrC(Φ(c)). We will
also write i : 1C → TrC(1M) for the unit η evaluated on the unit object 1C ∈ C.
We represent η and i by the following diagrams:

ηc = i = .

Since we have an adjunction Φ ⊣ TrC , the counit ε and the unit η interact in
the following way:

(1) For x ∈ M, the mate of εx is idTrC(x). Hence TrC(εx) ◦ ηTrC(x) = idTrC(x).
We represent this diagrammatically by the following relation.

ε

ηTrC(x)

= (11)

(2) For c ∈ C, the mate of ηc is idΦ(c). So by Lemma 4.3, εΦ(c) ◦Φ(ηc) = idΦ(c).
We represent this diagrammatically by the following relation.

ε
= (12)

The following lemmas demonstrate how η and i interact with the graphical
calculus introduced so far.

Lemma 4.9. The following diagram commutes:

1C ⊗ TrC(x)

i⊗idTrC(x)

��

// TrC(x)

idTrC(x)

��

TrC(x) ⊗ 1Coo

idTrC(x) ⊗i

��
TrC(1)⊗ TrC(x)

µ // TrC(1 ⊗ x) // TrC(x) TrC(x⊗ 1)oo TrC(x)⊗ TrC(1).
µoo
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In pictures, this is

= =

Proof. We check that the left square commutes upon taking mates (the right
one is similar). Using Lemma 4.3, we compute:

εx ◦ Φ
(
µ1,x ◦ (i⊗ idTrC(x))

)
= εx ◦ Φ

(
µ1,x

)
◦ Φ

(
i⊗ idTrC(x))

)

= (ε1 ⊗ εx) ◦
(
Φ(i)⊗ Φ(idTrC(x))

)
=

(
ε1 ◦ Φ(i)

)
⊗ εx = εx.

We have used Lemma 4.6 for the second equality, and Equation (12) for the
last one.

Note that a lot of what we have done so far is to reprove in our special case
the well known fact that the adjoint of a tensor functor is a lax tensor functor
[Kel74]. The data is provided by the natural transformations µ and η, and the
axioms are verified in Lemmas 4.8 and 4.9.

Lemma 4.10. For c, d ∈ C, we have ηc⊗d = µΦ(c),Φ(d) ◦ (ηc ⊗ ηd). In diagrams:

=

Proof. By Equation (12), we know that Φ(ηc⊗d) ◦ εΦ(c⊗d) = idΦ(c⊗d), so it
suffices to show that the mate of the right hand side is equal to idΦ(c⊗d).
The result now follows from Lemma 4.6 together with two applications of the
relation (12).

ε
=

ε

ε

=
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Lemma 4.11. The following two maps TrC(x)⊗ c→ TrC(x⊗ Φ(c)) are equal:

ε

ηTrC(x)⊗c

= (13)

Moreover, when C is rigid, the above map (13) is invertible.

Proof. To show that the two sides of (13) are equal, apply Lemma 4.10 to the
left hand side and use Equation (11).
If we assume that c is dualizable, then we can write down an inverse to the
above map:

: TrC(x⊗ Φ(c))→ TrC(x)⊗ c

In formulas, this is:

[(TrC(evΦ(∗c)) ◦ µx⊗Φ(c),Φ(∗c) ◦ (idTrC(x⊗Φ(c))⊗η∗c))⊗ idc] ◦ (idTrC(x⊗Φ(c))⊗ coev∗c),

where we have used the canonical identification Φ(∗c) ∼= ∗Φ(c) provided by the
fact that Φ is a tensor functor. The two maps compose to the identity by a
straightforward application of Lemma 4.8 (the associativity of µ), Lemma 4.10,
and the naturality of η.

4.4 Construction of the traciator

So far we have constructed the multiplication µx,y : TrC(x)⊗TrC(y)→ TrC(x⊗
y) and the corresponding unit map under the assumption that C and M are
tensor categories and that Φ : C → M is a tensor functor. However, the
construction of the traciator, along with the proof that it equips TrC with the
structure of a categorified trace, only depends on Φ : C →M factoring through
Z(M), and not on it being a tensor functor. The material of this section can
be found in [BFO09, Prop. 5] and [Ost14, Prop. 2.5].
We fix the following notation for Section 4.4.

Notation 4.12.

• C is a category
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• M is a pivotal category,

• ΦZ : C → Z(M) is a functor,

• the trace functor TrC :M→ C is the right adjoint of Φ := F ◦ ΦZ .

Definition 4.13. For x, y ∈ M, we define the traciator τx,y : TrC(x ⊗ y) →
TrC(y ⊗ x) in the following way. Let c = TrC(x ⊗ y), and let us write ẽvy :
y ⊗ y∗ → 1 for the composite evy∗ ◦ (ϕy ⊗ idy∗), with ϕy : y → y∗∗ the pivotal
structure. Then τx,y is the mate of

(idy⊗x⊗ ẽvy) ◦ (idy ⊗ εx⊗y ⊗ idy∗) ◦ (eΦ(c),y ⊗ idy∗) ◦ (idΦ(c)⊗ coevy)

= εx⊗y

under the adjunctionM(Φ(TrC(x ⊗ y)), y ⊗ x) ∼= C(TrC(x⊗ y),TrC(y ⊗ x)).

As we will see shortly, the traciator is always invertible. We will sometimes
write τ+x,y for τx,y, and τ−x,y for τ−1

y,x. In terms of 3-dimensional diagrams, the
traciators τ± : TrC(x⊗ y)→ TrC(y ⊗ x) are depicted

τ+ = and τ− = .

Lemma 4.14. The traciator τy,x is invertible, and its inverse τ−x,y is the mate
of

εx⊗y
∈ M(Φ(TrC(x⊗ y)), y ⊗ x) (14)

Proof. Let us define τ̃−x,y to be the mate of (14) and let us agree, for the purpose

of this proof, to reserve the graphical notation for τ̃−x,y. We need to show

that τ̃−x,y = τ−x,y. Equivalently, we need to show that the following two equations
hold:

τy,x ◦ τ̃
−
x,y = idTrC(x⊗y) = τ̃−y,x ◦ τx,y : = = .
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We only treat the first one (the other is entirely similar): upon taking mates,
we get

εx⊗y
=

εy⊗x
=

=
εx⊗y

=
εx⊗y

where we have used Lemma 4.3 for the first two equalities. The last equal sign
follows from the zig-zag equations satisfied by the (co)evaluation morphisms
ev, ẽv, coev, and ˜coev.

By Lemmas 4.14 and 4.3, the traciators satisfy

εy⊗x
= εx⊗y

(15.a)

and εy⊗x
= εx⊗y

(15.b)

Remark 4.15. In the event that M is rigid but not pivotal, we only get iso-
morphisms τ+ : TrC(x⊗y)→ TrC(

∗∗y⊗x) and τ− : TrC(x⊗y)→ TrC(y⊗x∗∗).
All of our theorems can be generalised to this more general situation, provided
double duals are inserted in the appropriate places.

We now prove the naturality of the traciator, and that it satisfies the axiom of
a categorified trace.

Lemma 4.16. The two maps TrC(x⊗ y ⊗ z)→ TrC(y ⊗ z ⊗ x) given by τx,y⊗z

and by τz⊗x,y ◦ τx⊗y,z are equal. In diagrams:

= .
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Similarly, we have τ−x⊗y,z = τ−y,z⊗x ◦ τ
−
x,y⊗z.

Proof. The first statement is equivalent, upon taking mates, to the equation

εy⊗z⊗x ◦ Φ(τz⊗x,y ◦ τx⊗y,z) = εy⊗z⊗x ◦ Φ(τx,y⊗z).

The argument is similar to the one in the previous lemma:

εy⊗z⊗x

=
εz⊗x⊗y

=

=
εx⊗y⊗z

=
εy⊗z⊗x

Here, we have used Equation (15.a) for the first two equalities, and we have
used Equation (15.a) along with the identities

ẽvy⊗z = ẽvy ◦ (idy ⊗ẽvz ⊗ idy∗)

coevy⊗z = (idy⊗ coevz ⊗ idy∗) ◦ coevy

for the last equality. The second statement follows from the first one by taking
inverses.

Naturality of the traciator is given by the following lemma.

Lemma 4.17. For f ∈ M(x,w) and g ∈ M(y, z), we have τw,z ◦ TrC(f ⊗ g) =
TrC(g ⊗ f) ◦ τx,y, and similarly for τ−. In diagrams:

f g

=
g f

. (16)

Proof. By Equation (15.a) and Lemma 4.4, the two sides of (16) are mates of

εw⊗z

f
g =

g
f

εx⊗y
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and

f
g

εy⊗x
=

g

f

εx⊗y

respectively. The latter are equal by pivotality inM.

4.5 Interaction between traciator and braiding

In Sections 4.1–4.3, we saw that when TrC is the adjoint of a tensor functor,
it can be described by a graphical calculus of strings on tubes. The tubes
are allowed to split, but the strings must remain on the fronts of the tubes.
In Section 4.4, we also saw that when Φ is a central functor (not assumed
monoidal) TrC admits a graphical calculus of strings winding around a single
tube.

In this section, we start by assuming that Φ is a monoidal central functor.
The tubes, with the strings on their surface are now allowed to branch, but
they must remain in a single plane. Finally, we go on to assume our strongest
hypothesis, namely that Φ is a braided central functor. The tubes can now
braid freely in three dimensions (see Figure 1 in the introduction).

We begin with the following assumptions:

Notation 4.18.

• C andM are pivotal categories

• ΦZ : C → Z(M) is a pivotal tensor functor,

• the trace functor TrC :M→ C is the right adjoint of Φ := F ◦ ΦZ .

Under these assumptions, we can establish a generalization of the associativity
of µ:

Lemma 4.19. Given w, x, y, z ∈ M, the following two morphisms in
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C
(
TrC(w) ⊗ TrC(x⊗ y)⊗ TrC(z),TrC(w ⊗ x⊗ z ⊗ y)

)
are equal:

w x y z

=

w x y z

(17)

Remark 4.20. In the above equation, it is best to imagine the blue strands
as running along the backs of the tubes: pre- and postcomposing by the “half-

traciators” and , Equation (17) becomes

=

Proof. We start from the left hand side, whose mate is given by

ε

By successive application of Equations (15.b), (8), (15.a), and then once again
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(8), we can rewrite this as:

εw

εx⊗y

εz

∈ M
(
Φ(TrC(w)⊗ TrC(x⊗ y)⊗ TrC(z)),

w ⊗ x⊗ z ⊗ y
)
.

(18)
Starting instead from the right hand side of (17), if we take its mate as above,
and apply (8), then (15.b), then (8), and finally (15.a), we obtain the same
picture (18).

We now prove a compatibility between the traciator and the unit η.

Lemma 4.21. For x ∈M and c ∈ C, the following diagram commutes:

c
η

**❯❯❯
❯❯

❯❯
❯❯

❯❯
❯❯

❯❯
❯❯

❯

η

��

η

tt❥❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥

TrC(Φ(c))

TrC(id⊗ ˜coevx)

��

TrC(Φ(c))

TrC((eΦ(c),x⊗id)◦(id⊗ coevx))

��

TrC(Φ(c))

TrC( ˜coevx⊗id)

��
TrC(Φ(c)⊗ x∗ ⊗ x)

τ+

// TrC(x⊗ Φ(c)⊗ x∗) TrC(x
∗ ⊗ x⊗ Φ(c))

τ−

oo

In diagrams,

= =

Proof. We only prove that the left hand diagram commutes (the other one is
similar). The mate of the leftmost map can be simplified in the following way:

ε = ε

=
ε

=
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where we have used Equation (15.a), then Lemma 4.4 (naturality of ε), and
finally Equation (12). It agrees with the mate of the middle map:

ε = ε = .

We now assume that C and ΦZ are braided, so that TrC is the categorified trace
associated to a pivotal module tensor category. In this context, we establish
certain relations between TrC and the braiding and twist of C. We begin by
examining the traciator and the twist.

Lemma 4.22. Let c ∈ C and x ∈ M be objects. Then for every f ∈M(Φ(c), x),
we have

f ◦ Φ(θc) = (idx⊗ẽvx) ◦ (idx⊗f ⊗ idx∗) ◦ (eΦ(c),x ⊗ idx∗) ◦ (idΦ(c)⊗ coevx),

where ẽvx : x⊗ x∗ → 1 is as in Definition 4.13. In diagrams:

f
=

f
.

Proof. Starting from the right hand side, we bring f under the crossing using
pivotality:

f

Φ(c) x

ẽvxcoevx

= f
coevΦ(c) ẽvΦ(c)

=

f

ẽvΦ(c)coevΦ(c)

.

To conclude the argument, note that (idΦ(c)⊗ẽvΦ(c)) ◦ (eΦ(c),Φ(c) ⊗ idΦ(c)∗) ◦
(idΦ(c)⊗ coevΦ(c)) is the image of (idc⊗ẽvc) ◦ (βc,c ⊗ idc∗) ◦ (idc⊗ coevc) = θc
under Φ = F ◦ ΦZ , because ΦZ : C → Z(M) is a balanced functor (by Lemma
A.6).

Proposition 4.23. The map τ1M,x : TrC(1M ⊗ x)→ TrC(x⊗ 1M) is equal to
the twist θTrC(x). In diagrams:

θTrC(x) = .
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Similarly, we have θ−1
TrC(x)

= τ−x,1M .

Proof. Taking c = TrC(x) and f = εx in the previous lemma, and using Equa-
tion (15.a), we get εx ◦ Φ(θTrC(x)) = εx ◦ Φ(τ1M,x), which is the mate of our
equation.

Corollary 4.24. For x, y ∈ M, the map θTrC(x⊗y) is equal to τy,x ◦ τx,y :
TrC(x⊗ y)→ TrC(x⊗ y).

Proof. By Lemma 4.16, τy,x◦τx,y is equal to τx⊗y,1M : 1M⊗x⊗y → x⊗y⊗1M
(modulo unitors and associators which we suppress). The latter is equal to
θTrC(x⊗y) by the previous proposition.

We now establish the relationship between the traciator, the braiding and the
twist.

Lemma 4.25. Given morphisms f : Φ(c) → x and g : Φ(d) → y in M, the
following equation holds:

(idx⊗y⊗ẽvx) ◦ (idx⊗g ⊗ f ⊗ idx∗) ◦ eΦ(d⊗c),x ◦ (idΦ(d⊗c)⊗ coevx) = (f ⊗ g) ◦ Φ(βd,c ◦ (idd⊗θc)).

In diagrams:

g

f

c

d

x

y

= f

g

c

d

x

y

.

Proof. This follows from Lemma 4.22 applied to f , together with passing the
morphism f under the d strand.

Lemma 4.26. Given x, y ∈M, we have

τx,y ◦ µx,y = µy,x ◦ βTrC(x),TrC(y) ◦ (idTrC(x)⊗ θTrC(y)).

In diagrams:

= .
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Similarly, we have τ−x,y ◦ µx,y = µy,x ◦ β
−
TrC(x),TrC(y)

◦ (θ−1
TrC(x)

⊗ idTrC(y)).

Proof. We only prove the first claim. By taking mates, it is equivalent to the
equation

εx

εy

=
εy

εx

(19)
where we have used (15.a) and Lemma 4.6 for the left hand side, and Lemma
4.6 for the right hand side. Equation (19) now follows from Proposition 4.23
and Lemma 4.25.

5 Traces of algebras and semisimplicity

We have seen in Section 4 that our categorified trace is a lax monoidal functor.
As a result, it takes algebra objects to algebra objects. In fact, given two
algebras A and B, we will see that TrC(A⊗B) is also naturally equipped with
an algebra structure. What is more, under mild additional assumptions, we
will see that TrC(A ⊗ B) is semisimple when both A and B are. We begin
by investigating the semisimplicity of TrC(A) under weaker assumptions than
those necessary to study TrC(A⊗B).

5.1 The algebra TrC(A)

If A = (A,mA, iA) is an algebra object inM, then TrC(A) is an algebra object
in C, where the multiplication and unit maps are given by:

mTrC(A) := TrC(mA) ◦µA,A = iTrC(A) := TrC(iA) ◦ i = .

Recall that an algebra object A in a semisimple tensor category M is called
semisimple if its category of A-modules ModM(A) is semisimple. The following
is the main result of this subsection:

Theorem 5.1. Let C andM be rigid semisimple tensor categories. Let Φ : C →
M be a tensor functor, with right adjoint TrC. If A is a semisimple algebra
object in M, then TrC(A) is a semisimple algebra object in C.

Proof. Let us write B for TrC(A). We prove the theorem by finding an equiva-
lent, manifestly semisimple, description of the categoryModC(B) of B-modules.
Let N0 be the essential image of the functor C → ModM(A) : c 7→ A⊗Φ(c), and
let N be the idempotent completion of N0. The categoryN can equivalently be
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described as the full subcategory of ModM(A) generated by the simple objects
that occur as summands of A ⊗ Φ(c) for c ∈ C. The trace functor induces a
functor

Tr
Mod(A)
C : ModM(A)→ ModC(B),

which in turn restricts to a functor

N −֒−→ ModM(A)
Tr

Mod(A)
C−−−−−→ ModC(B).

We will prove that the latter is an equivalence of categories N ∼= ModC(B).
Since N is semisimple, this will immediately imply the theorem.

• The functor Tr
Mod(A)
C |N is fully faithful. It suffices to show that the resitric-

tion of Tr
Mod(A)
C to N0 is fully faithful. By definition, any object of N0 is of the

form A⊗ Φ(c) for some c ∈ C. We must prove that the map

Tr
Mod(A)
C : N0

(
A⊗ Φ(c), A⊗ Φ(d)

)
→ CB

(
TrC(A⊗ Φ(c)),TrC(A⊗ Φ(d))

)

given by

f
c d 7−→ TrC


 f

c d


 = f (20)

is an isomorphism.

We claim that its inverse is provided by

g

d

c

7−→

ε dg
c

g 7→ (mA ⊗ idΦ(d))◦(idA⊗[εA⊗Φ(d) ◦ Φ(g ◦ TrC(iA ⊗ idΦ(c)) ◦ ηc)])

(21)

We show that (20) and (21) compose both ways to the identity. One direction
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goes as follows:

(
(21) ◦ (20)

)
(f) = ε dfc

=
f

d
ε

c

=
f

c d

=
f

c d = f.

The second equality holds by the naturality of ε, the third equality is Equation
(12), and the fourth one follows from f being an A-module map.

For the other direction, it is convenient to precompose both sides of the equation
by the isomorphism

: B ⊗ c→ TrC(A⊗ Φ(c)) (22)
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provided by Lemma 4.11:

(
(20) ◦ (21)

)
(g) ◦ (22) =

g

ε

=

g

ε

=

g

ε

ηTrC(A⊗Φ(d))

=

g

=

g

=

g

= g ◦ (22).

Here, the second and third equations follows by the naturality of µ and η. The
fourth equality is the content of Equation (11), and the fifth one holds because
g is a B-module map.

• The functor Tr
Mod(A)
C |N is essentially surjective. Every B-module c ∈ C fits
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in a coequalizer diagram B ⊗B ⊗ c ⇒ B ⊗ c→ c:

c c c

Using the isomorphism (22), we see that B⊗B⊗c and B⊗c are in the essential
image of N . We are now finished by Lemma 5.2 below.

Lemma 5.2. Suppose N1,N2 are linear categories with N1 semisimple. Let
T : N1 → N2 be a fully faithful linear functor. Assume that every b ∈ N2 sits
in a coequalizer diagram T (a1) ⇒ T (a2) → b. Then T is essentially surjective
(and thus an equivalence of categories).

Proof. We may replace the coequalizer diagram by an exact sequence

T (a1)
f
−→ T (a2) −→ b −→ 0.

Let g : a1 → a2 be the map such that T (g) = f . Using semisimplicity, the map
g is isomorphic to one of the form

(
1 0
0 0

)
: a0 ⊕ a′1 → a0 ⊕ a′2.

The same holds after applying the functor T , since linear functors preserve
direct sums. But the cokernel of this map is clearly T (a′2), which is in the
image of T .

Corollary 5.3. Assume the hypotheses of Theorem 5.1. If A ∈ M is a
connected (i.e., dim C(1, A) = 1) semisimple Frobenius algebra, then TrC(A) is
as well.

Proof. Using that Φ(1C) = 1M, it is easy to check that TrC(A) is connected.
It is semisimple by Theorem 5.1. Define the counit by

ǫTrC(A) := ǫ ◦ TrC(ǫA) : TrC(A)→ 1C ,

where ǫ : TrC(1M)→ 1C is the left inverse of i. The pairing pTrC(A) := ǫTrC(A) ◦
mTrC(A) is nondegenerate by [Ost03, Prop. 3.1.ii], and so TrC(A) has a natural
Frobenius algebra structure by Proposition 2.9.
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Remark 5.4. More generally, we would like to construct a comultiplication

∆x,y =

yx

: TrC(x⊗ y)→ TrC(x)⊗ TrC(y)

which is compatible with the multiplication and all the other structures on
TrC . The graphical calculus suggests that there should be one, and Corollary
5.3 is a partial step in that direction. The main missing ingredient is the
non-degeneracy of the pairing

xx∗

= ǫ ◦ TrC(evx) ◦ µx∗,x

(compare with Proposition 2.9).

5.2 The algebra TrC(A⊗B)

We now assume that C and M are pivotal tensor categories and that ΦZ :
C → Z(M) is a tensor functor. As always, TrC is the right adjoint of Φ. In
the previous section, we saw that, under weaker hypotheses, if A ∈ M is an
algebra then so is TrC(A). With our current assumptions, the same holds true
for TrC(A⊗B):

Proposition 5.5. Let C and M be pivotal tensor categories, let ΦZ : C →
Z(M) be a pivotal functor, and let TrC be the right adjoint of Φ = F ◦ ΦZ. If
A and B are algebra objects in M, then TrC(A⊗B) is an algebra object in C.

Proof. The structure morphisms of TrC(A⊗B) are given by

mTrC(A⊗B) := TrC(mA ⊗mB) ◦ τ
−
B,A⊗A⊗B ◦ µB⊗A,A⊗B ◦ (τ

+
A,B ⊗ idTrC(A⊗B))

=
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and

iTrC(A⊗B) := TrC(iA ⊗ iB) ◦ i = .

We leave it as an exercise to check that these structure maps satisfy the neces-
sary associativity and unitality axioms (Lemma 4.19 gets used for associativ-
ity).

Similarly to Remark 4.20, the pictures for mTrC(A⊗B) and iTrC(A⊗B) become
more intuitive if we allow to draw strands on the back of the tubes. The
structure morphisms become:

mTrC(A⊗B) = and iTrC(A⊗B) = . (23)

We now prove our main theorem, about the semisimplicity of TrC(A⊗B). Recall
that for an algebra object in a semisimple category, separability is a somewhat
stronger condition than semisimplicity — see Section 2.4 for a discussion.

Theorem 5.6. Let C and M be as in Proposition 5.5, and let us assume that
they are both semisimple. Let A,B ∈ M be algebra objects such that the cat-
egory BimodM(A,B) of A-B-bimodules is semisimple. Then TrC(A ⊗ B) is
semisimple.

In particular, if A and B are separable algebras (see Proposition 2.5), then
TrC(A⊗B) is semisimple.

Proof. The proof follows the same outline as that of Theorem 5.1. Let N0

be the essential image of the functor C → BimodM(A,B) given by c 7→ A ⊗
Φ(c)⊗B, and let N be the idempotent completion of N0. Since BimodM(A,B)
is semisimple, N is the full subcategory of BimodM(A,B) generated by the
simple objects that occur as direct summands of A⊗ Φ(c)⊗B for c ∈ C. The
categorified trace induces a functor

Tr
Bimod(A,B)
C : BimodM(A,B)→ ModC(TrC(A⊗B)),

where the TrC(A ⊗ B)-module structure on TrC(z) for z ∈ BimodM(A,B) is
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given by

zA B

(
or by

zA

B
if one uses the pictures (23)

)
.

We will show that the composite

N −֒−→ BimodM(A,B)
Tr

Bimod(A,B)
C−−−−−−−→ ModC(TrC(A⊗B))

is an equivalence of categories. As N is semisimple, this will complete the
proof.

• The functor Tr
Bimod(A,B)
C |N is fully faithful. It is enough to show that the

restriction to N0 is fully faithful, so we must show that the map

N0

(
A⊗ Φ(c)⊗B,A⊗ Φ(d)⊗B

)
→ CTrC(A⊗B)

(
TrC(A⊗ Φ(c)⊗B),TrC(A⊗ Φ(d)⊗B)

)

fc
d

A

B

7−→ TrC


 fc

d
A

B


 = f

(24)

is an isomorphism. The inverse of (24) is given by

g

d

cA B

7−→

ε d

A

B

g
c (25)

One can check the equation (25)◦(24)= id directly as in the proof of Theo-
rem 5.1. On the other hand, the equation (24)◦(25)= id is best checked after
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precomposition by the isomorphism

cA B

: TrC(A⊗B)⊗ c→ TrC(A⊗ Φ(c)⊗B). (26)

Overall, the argument is very similar to the one used in the proof of Theo-
rem 5.1.

• The functor Tr
Bimod(A,B)
C |N is essentially surjective. Once again, the argu-

ment is completely parallel to the one in Theorem 5.1. Every TrC(A ⊗ B)-
module c fits in a coequalizer diagram

TrC(A⊗B)⊗ TrC(A⊗B)⊗ c ⇒ TrC(A⊗B)⊗ c→ c.

Using the isomorphism (26), we see that TrC(A ⊗ B) ⊗ TrC(A ⊗ B) ⊗ c and
TrC(A ⊗ B) ⊗ c are in the essential image of N . We are finished by Lemma
5.2.

Remark 5.7. At this time, we do not know whether the algebra Tr(A⊗B) is
separable under the hypotheses of Theorem 5.6. The issues are similar to the
ones encountered in Remark 5.4.

Remark 5.8. The proofs of 5.5 and 5.6 go through if we only assume C and
M to be rigid, as opposed to pivotal. When we encounter a traciator (as for
example in the definition of mTrC(A⊗B), or in that of the TrC(A ⊗ B)-algebra
structure on TrC(z) for z ∈ BimodM(A,B), or in the isomorphism (26)) we need
to insert a double dual at the appropriate place, as explained in Remark 4.15.
It so happens that every such double duals gets undone by an inverse traciator
later on.

Combining Theorem 5.6 with Remarks 2.7 and 5.8, we get the following

Corollary 5.9. Let C andM be fusion categories over a field of characteristic
zero, and let ΦZ : C → Z(M) be a tensor functor. If A,B ∈ M are semisimple
algebras, then so is TrC(A⊗B).

Example 5.10. Let C := SU(2)16, with simple objects 1, . . . ,17. As explained
in [Ost03] this tensor category has three indecomposable module categories,
denoted A17, D10, and E7. The first one, A17, is just C acting on itself. A17

and D10 are module tensor categories, whereas E7 is just a module category.
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The simple objects of A17, D10, and E7 correspond to the vertices of the Dynkin
diagrams

A17 :

D10 : E7 :

where the edges encode the action of 2 ∈ C.
Let HomC denote the C-valued internal hom, explained at the beginning of the
introduction. The simple algebra objects in C are all of the form EndC(m) :=
HomC(m,m), for some (not necessarily simple) object m in one of the above
module categories.
Let us write 1, . . . , 9, 9′ for the simple objects of D10. Triality is an action12 of
the symmetric group S3 on the subcategory of D10 spanned by 1, 3, 5, 7, 9, 9′

[MPS11, Thm. 4.3]. The objects 1, 5, 7 are fixed, whereas the objects 3, 9, 9′

are permuted:

(Triality)

The algebra EndD10
(2) = 1 ⊕ 3 yields, under triality, the interesting algebras

A := 1⊕9 and B := 1⊕9′. Let TrC : D10 → C be our categorified trace functor.
At the level of underlying objects, one easily computes

TrC(A) ∼= 1⊕ 9⊕ 17

TrC(A⊗A) ∼= 1⊕ 1⊕ 5⊕ 9⊕ 9⊕ 9⊕ 13⊕ 17⊕ 17

TrC(A⊗B) ∼= 1⊕ 3⊕ 7⊕ 9⊕ 9⊕ 11⊕ 15⊕ 17

By compiling a list of semisimple algebra objects in C, one notes that the above
objects have a unique such structure. They are given by:

TrC(A) ∼= EndC
( )

TrC(A⊗A) ∼= EndC
(
1⊕ 9

)

TrC(A⊗B) ∼= EndC
( )

.

The algebras TrC(A) and TrC(A ⊗ B) lie in the Morita equivalence class E7,
whereas the algebra TrC(A ⊗A) lies in the Morita equivalence class D10. Our
computation should be contrasted with the one performed in [FRS02, (5.51)],
where it was found that [E7]× [E7] = [D10] + [E7].

Given an algebra A and an object z in M, then z ⊗ A ⊗ z∗ has a canonical
algebra structure given by ‘protecting’ the multiplication and unit maps of A

12Here, an ‘action’ is a homomorphism to the group of isomorphism classes of tensor auto-
equivalences.
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by z-strands as in [MPS15, Proof of Prop. 5.4, p. 20]:

mz⊗A⊗z∗ = and iz⊗A⊗z∗ =

A straightforward calculation shows the following:

Proposition 5.11. Given two algebras A,B in M and an object z ∈ M, the
two algebras TrC((z ⊗ A ⊗ z∗) ⊗ B) and TrC(A ⊗ (z∗ ⊗ B ⊗ z)) agree up to
conjugation by the traciator.

The structure morphisms can be drawn as in (23), with the A-strand on the
front, the B-strand on the back, and the ‘protecting’ z-strands on the sides:

mTrC(z⊗A⊗z∗⊗B) = and iTrC(z⊗A⊗z∗⊗B) =

The reader may wonder whether the two algebras TrC(A⊗B) and TrC(B⊗A)
are related. We show that they are, under the assumption that C is braided
pivotal and ΦZ : C → Z(M) is a braided pivotal functor. Let us define the
opposite algebra of A = (A,m, i) to be the algebra Aop := (A,m ◦ β, i).

Proposition 5.12. The traciator τB,A : TrC(B ⊗ A) → TrC(A ⊗ B) induces
an algebra isomorphism TrC(B ⊗A) ∼= TrC(A⊗B)op.

Proof. We need to show that mTrC(B⊗A) = τ− ◦mTrC(A⊗B) ◦β ◦ (τ
+⊗ τ+). We

rewrite mTrC(A⊗B) as follows

mTrC(A⊗B) = = =

Documenta Mathematica 21 (2016) 1089–1149
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and compute:

τ−A,B◦mTrC(A⊗B)◦β◦(τ
+
B,A⊗τ

+
B,A) = = = mTrC(B⊗A).

The remaining statement iTrC(B⊗A) = τ− ◦ iTrC(A⊗B) is straightforward, and
left to the reader.

Remark 5.13. Unless C is symmetric, there are actually two opposite alge-
bras: (A,m ◦ β+, i) and (A,m ◦ β−, i), the (+)-opposite and the (−)-opposite
algebras. However, if C is balanced then the twist map θA : A → A provides
an isomorphism between (−)-opposite and the (+)-opposite algebras, so that
there is, in fact, only one opposite algebra.

A Appendix

A.1 Commutative algebras in braided tensor categories

In this appendix, we expand on and fill in the details of Example 3.12.
To begin with, we introduce a convenient graphical notation for tensor products
over algebra objects. Let a be an algebra object in a tensor category C, and let
x, y ∈ C be right and left a-modules. Denoting a by an orange strand and x, y
by green and blue strands, the tensor product over a is the coequalizer x⊗a y
of the two morphisms

, : x⊗ a⊗ y → x⊗ y.

(we assume that C has all the necessary colimits). It is convenient to denote
x⊗a y by an orange ribbon bordered by green and blue edges:

x⊗a y
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We draw the natural projection πx,y = : x ⊗ y → x ⊗a y. It makes the

equation

=

graphically motivated as the orange strand (which we might as well have rep-
resented by an orange ribbon) is allowed to slide along the orange edge of the
surface. As in usual algebra, there are canonical isomorphisms x⊗a a ∼= x and
a⊗a y ∼= y.
When C is a braided tensor category and a ∈ C is a commutative algebra object

= (Commutativity)

then it makes sense to tensor two left a-modules, and the result is again an
a-module. Specifically, if x, y are left a-modules, then x⊗a y is the coequalizer
of the two morphisms

, : x⊗ a⊗ y → x⊗ y

Instead of using a ribbon as above, it is preferable in this situation to represent
x⊗a y by a thick filled orange ‘rope’ with green and blue strands on its surface:

x⊗a y

Extrapolating the notation, we can also denote a single a-module x by

x

,
where the presence of the orange rope is just an indication that x is an a-
module.
Let us now assume that a is commutative and separable, also known as
étale [DMNO13, §3] (such an algebra is automatically Frobenius – combine
[DMNO13, Rem. 3.2.ii], [Ost03, Prop. 3.1.ii], and Proposition 2.9 for a proof).
The dual of an a-module x is then naturally also an a-module. The evaluation
evx : x∗⊗x→ 1 induces a corresponding evaluation morphism ēvx : x∗⊗ax→ a
in the category of a-modules, and the same holds for coevaluations [DMNO13,
§3.3]. We write

M := ModC(a)

for the category of a-modules in C. This is a rigid tensor category under the
operation x, y 7→ x⊗a y.
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Let Φ : C →M be the free module functor, given by Φ(x) := a⊗ x on objects
and Φ(f : x → y) = ida⊗f : a ⊗ x → a ⊗ y on morphisms. We then have
a functor ΦZ : C → Z(M) given by ΦZ(x) := (Φ(x), eΦ(x)), where the half-
braiding eΦ(x) is given by

eΦ(x),y : Φ(x) ⊗a y ∼= x⊗ y
βx,y
−−−−→ y ⊗ x ∼= y ⊗a Φ(x).

In diagrams, this is denoted

eΦ(x),y = (27)

The blue strand represents y ∈ M, and lies on the surface of the rope. The
green strand represents x ∈ C, and doesn’t touch the surface. The above map is
visibly invertible, and natural in y. The hexagon axiom (2) for the half-braiding
is the equation

= (28)

It holds as both sides of (28) fit into the same commutative diagram

y ⊗ z ⊗ x
πyz⊗1 // //

OO

(1⊗βx,z)(βx,y⊗1)=βx,y⊗z

y ⊗a z ⊗ x ∼= y ⊗a z ⊗a Φ(x)OO

(28)

x⊗ y ⊗ z
1⊗πyz // // x⊗ y ⊗a z ∼= Φ(x) ⊗a y ⊗a z

with surjective horizontal maps. The isomorphism (a⊗x)⊗a (a⊗y) ∼= a⊗x⊗y
endows ΦZ with the structure of a tensor functor. Indeed, the half braidings
eΦ(x)⊗aΦ(y) = (eΦ(x) ⊗a 1) ◦ (1⊗a eΦ(y)) and eΦ(x⊗y) are naturally isomorphic,
as required for ΦZ to be a tensor functor:

=
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Finally, the functor ΦZ is braided because the morphism is both the image
of βx,y under ΦZ , and a special case of (27).
Let us now furthermore assume that C is pivotal, and that θa = 1, where
the twist maps are given by (3). Then for any a-module x, the pivotal map
ϕx : x → x∗∗ is a map of a-modules [KO02, Thm. 1.17]13. This equips the
category ModC(a) of a-modules with the structure of a pivotal tensor category.
We wish to check that ΦZ : C → Z(M) is a pivotal functor, i.e., that the
equation δ∗x ◦ϕΦZ (x) = δx∗ ◦ΦZ(ϕx) holds. Let ω : a→ a∗ be the isomorphism
induced by the Frobenius pairing ǫ ◦µ : a⊗ a→ 1. The canonical isomorphism
δx : ΦZ(x∗)→ ΦZ(x)∗ is then given by

Φ(x∗) = a⊗ x∗
β−

a,x∗

−−−−→ x∗ ⊗ a
1⊗ω
−−−→ x∗ ⊗ a∗ ∼= (a⊗ x)∗ = Φ(x)∗.

We need to check that

ϕa⊗x

ω∗

=

ϕx

ω

holds. By the monoidal property of ϕ, this is equivalent to the equation ϕa =
(ω∗)−1 ◦ ω, which is itself a consequence of θa = 1 [KO02, Lem. 1.13]. This
finishes the proof that ΦZ is a pivotal functor.

A.2 Braided pivotal categories

In this second appendix, we provide an overview of some basic properties of
braided pivotal categories, since these have not received as much attention as
many related notions. Some of these results can be found in the literature
[Sel11, §4.6 and 4.7] [Yet92, Prop. 2.11] (see also [BK01, §2.2] and [DGNO10,
§2.8.2]). We provide them here along with short proofs for the convenience of
the reader.

Lemma A.1. Let C be balanced rigid category. Then there are two ways of
identifying each object with its double dual, each one making C into a pivotal
category.

Proof. For a ∈ C, define ϕ(1)
a : a→ a∗∗ by

ϕ(1)

a = (eva⊗ ida∗∗) ◦ (ida∗ ⊗β−
a∗∗,a) ◦ (coeva∗ ⊗ ida) ◦ θa =

θa

a

a∗∗

. (29)

13To match our conventions, one should replace all over-crossings by under-crossings in
[KO02].
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This is clearly invertible with inverse θ−1
a ◦ (ida⊗ eva∗) ◦ (βa∗∗,a ⊗ ida∗) ◦

(ida∗∗ ⊗ coeva). The naturality of ϕ(1)
a is left as an exercise, and it is straight-

forward to show ϕ(1)

a⊗b = ϕ(1)
a ⊗ ϕ(1)

b using that θa⊗b = βb,a ◦ βa,b ◦ (θa ⊗ θb).

The other pivotal structure is given by

ϕ(2)

a = (eva⊗ ida∗∗) ◦ (ida∗ ⊗β+
a∗∗,a) ◦ (coeva∗ ⊗ ida) ◦ θ

−1
a =

θ−1
a

a

a∗∗

.

The two pivotal structures are related by

ϕ(2)

a = (ϕ(1)
a )−1

a

a

a∗∗

a∗∗

= (ϕ(1)
a )−1

a

a

a∗∗

a∗∗

and ϕ(1)

a = (ϕ(2)
a )−1

a

a

a∗∗

a∗∗

= (ϕ(2)
a )−1

a

a

a∗∗

a∗∗

.

(30)

Lemma A.2. A braided pivotal category has two sets of twists, each one making
it a balanced category.

Proof. For a ∈ C, let ϕa : a→ a∗∗ be the natural isomorphism, and define

θ(1)

a = (ida⊗ eva∗) ◦ (βa∗∗,a ⊗ ida∗) ◦ (ida∗∗ ⊗ coeva) ◦ ϕa =
ϕa

a

a

a∗∗

. (31)

The other alternative is

θ(2)

a = ϕ−1
a ◦ (eva⊗ ida∗∗) ◦ (ida∗ ⊗βa∗∗,a) ◦ (coeva∗ ⊗ ida) =

ϕ−1
a

a

a

a∗∗
. (32)

The naturality of θ(1) and θ(2) follows from that of ϕ. Using the monoidal prop-
erty of ϕ, respectively ϕ−1, one verifies that the balance axiom holds between
these twist maps and the braiding.
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The two twists are related by

θ(2)

a = θ(1)

a∗ = θ(1)
∗a and θ(1)

a = θ(2)

a∗ = θ(2)
∗a . (33)

Lemmas A.1 and A.2 now combine to give the following corollary:

Corollary A.3. Let C be a braided rigid category. Then there are two ways14

of establishing a one-to-one correspondence between pivotal structures on C,
and twists making C into a balanced category (see Figure 2 in Section 2.3).

Proposition A.4. Let (C, β, ϕ(1)) be a braided pivotal category. Using ϕ(1), let
us define ϕ(2), θ(1), θ(2) by means of Equations (30), (31), (32), respectively.
Then the following three properties are equvalent

(1) θ(1) = θ(2)

(2) (C, β, θ(i)) is ribbon for either i = 1, 2

(3) ϕ(1) = ϕ(2)

and imply this fourth one:

(4) (C, β, ϕ(i)) is spherical for either i = 1, 2.

If moreover C is semisimple, then the fourth property is equivalent to the first
three.

Proof.
(1)⇔ (2): By definition, (C, β, θ(1)) is ribbon if and only if (θ(1)

a )∗ = θ(1)

a∗ holds

for every a ∈ C. By Equation (33), we have (θ(1)
a )∗ = θ(2)

a∗ . Therefore (C, β, θ(1))
is ribbon iff θ(1)

a∗ = θ(2)

a∗ holds ∀a iff θ(1)
a = θ(2)

a holds ∀a. The same argument
works with (C, β, θ(2)) in place of (C, β, θ(1)).
(2)⇔ (3): Letting θ := θ(1), then for every a ∈ C, we have

θ∗a

aa∗

= θa = θa = ϕ(1)
a

14In [Sel11, Rem. 4.22], it is incorrectly stated that there are Z many ways of estab-
lishing such a correspondence. In fact, the construction only produces Z/2Z many distinct
correspondences.
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1144 André Henriques, David Penneys, and James Tener

and

θa∗

aa∗

=

θa∗

=

(ϕ(2)

a∗ )−1

= ϕ(2)
a .

It follows that (θ(1)
a )∗ = θ(1)

a∗ holds if and only if ϕ(1)
a = ϕ(2)

a holds. Using
Equations (33), the former is also easily seen to be equivalent to (θ(2)

a )∗ = θ(2)

a∗ .
(3)⇒ (4): Assuming ϕ := ϕ(1) = ϕ(2), we show that (C, β, ϕ) is spherical:

trR(f) =

f

ϕ

= f ϕ−1 = f ϕ = fϕ =

f

ϕ−1

= trL(f).

We have used Equation (30) for the third equality above.
Let now C be semisimple.
(4)⇒ (2): We again write ϕ := ϕ(1), and assume that (C, β, ϕ) is spherical.
By naturality of the twist, it is enough to verify θ∗a = θa∗ on simple objects.
Let ϑ∗

a and ϑa∗ be the scalars defined by θ∗a = ϑ∗
a ida∗ and θa∗ = ϑa∗ ida∗ . By

Lemma A.5, the quantum dimension dim(a) := trL(1a) of a simple object is
always non-zero. So we have θ∗a = θa∗ if and only if trL(θ

∗
a) = dim(a∗)ϑ∗

a equals
trL(θa∗) = dim(a∗)ϑa∗ :

trL(θ
∗
a) =

θ

ϕ−1

=

θ

ϕ

=

θ

ϕ

= trR(θa∗) = trL(θa∗).

Lemma A.5. Let C be a rigid semisimple tensor category (linear over some field
k). Then for every simple object a and non-zero morphisms c : 1→ a⊗ a∗ and
e : a⊗ a∗ → 1, we have e ◦ c 6= 0.

Proof. By the adjunction C(1, a⊗a∗) ∼= C(a, a) ∼= k, any morphism 1→ a⊗a∗ is
a multiple of c. Decompose a⊗a∗ as u⊕x with u the image of c, and decompose
1 as 1′⊕1′′ with 1′ the coimage of c. We have C(1′, x) = C(1′′, x) = C(1′′, u) = 0,
C(1′, u) = k, and c restricts to an isomorphism 1′ → u.
By semisimplicity, we also have C(x, 1′) = C(x, 1′′) = C(u, 1′′) = 0, C(u, 1′) = k,
and e restricts to an isomorphism u → 1′. The composite e ◦ c is now visibly
non-zero.
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In Lemma A.2, we have discussed the two ways of equipping a braided pivotal
category with a balanced structure. We provide the corresponding result at
the level of functors:

Lemma A.6. Let C, D be braided pivotal categories, equipped with the balanced
structure (31). Then a braided pivotal functor F : C → D is automatically
balanced. The same result holds using the other balanced structure (32).

Proof. Recall from Section 2.1 that the isomorphism δa : F (a∗) → F (a)∗ is
defined by requiring that

F (eva) = i ◦ evF (a) ◦(δa ⊗ idF (a)) ◦ ν
−1
a∗,a.

It follows that evF (a) = i−1 ◦F (eva) ◦ νa∗,a ◦ (δ−1
a ⊗ idF (a)). The map coevF (a)

is characterised by the zig-zag equation (id⊗ evF (a))◦ (coevF (a)⊗ id) = idF (a).

As the morphism (idF (a)⊗δa) ◦ ν
−1
a,a∗ ◦ F (coeva) ◦ i satisfies that equation, it

must be equal to coevF (a). So we get that

F (coeva) = νa,a∗ ◦ (idF (a)⊗ δ−1
a ) ◦ coevF (a) ◦ i

−1.

We can now prove that F : (C, θ(1))→ (D, θ(1)) is a balanced functor:

F (θ(1)

a ) = F
(

ϕa

a

a

a∗∗
)
=

F (β)

F (ϕa)

F (coev)

F (ev)

id⊗ i

(ν⊗ id)◦(id⊗ν−1)

(id⊗ν)◦(ν−1⊗ id)

id⊗ i−1

=

δa∗

δ−1
a∗

δ∗a

ϕF (a)

δ−1
a

=

δa

δ−1
a

ϕF (a)

=
ϕF (a)

= θ(1)

F (a)

The proof that F : (C, θ(2))→ (D, θ(2)) is a balanced functor is similar.
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[Müg03b] , From subfactors to categories and topology. II. The
quantum double of tensor categories and subfactors, J. Pure
Appl. Algebra 180 (2003), no. 1-2, 159–219, MR1966525

DOI:10.1016/S0022-4049(02)00248-7 arXiv:math.CT/0111205.
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