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Abstract.

For an irreducible non-permutation matrix A, the triplet (OA,DA, ρA)
for the Cuntz-Krieger algebra OA, its canonical maximal abelian C∗-
subalgebra DA, and its gauge action ρA is called the Cuntz–Krieger
triplet. We introduce a notion of strong Morita equivalence in the
Cuntz–Krieger triplets, and prove that two Cuntz–Krieger triplets
(OA,DA, ρA) and (OB ,DB , ρB) are strong Morita equivalent if and
only if A and B are strong shift equivalent. We also show that the
generalized gauge actions on the stabilized Cuntz–Krieger algebras are
cocycle conjugate if the underlying matrices are strong shift equiva-
lent. By clarifying K-theoretic behavior of the cocycle conjugacy,
we investigate a relationship between cocycle conjugacy of the gauge
actions on the stabilized Cuntz–Krieger algebras and topological con-
jugacy of the underlying topological Markov shifts.
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1 Introduction and Preliminaries

Let A = [A(i, j)]Ni,j=1 be an irreducible matrix with entries in {0, 1} with
1 < N ∈ N. We assume that A is not any permutation matrix. In [7], J. Cuntz
and W. Krieger have introduced a C∗-algebra OA associated to the topological
Markov shift (XA, σA). The C∗-algebra is called the Cuntz–Krieger algebra,
which is a universal unique purely infinite simple C∗-algebra generated by par-
tial isometries S1, . . . , SN subject to the relations:

N∑
j=1

SjS
∗
j = 1, S∗i Si =

N∑
j=1

A(i, j)SjS
∗
j , i = 1, . . . , N. (1.1)

For t ∈ R/Z = T, the correspondence Si → e2π
√
−1tSi, i = 1, . . . , N gives

rise to an automorphism of OA denoted by ρAt . The automorphisms ρAt , t ∈ T
yield an action of T on OA called the gauge action. Cuntz and Krieger in [7]
have shown that the algebra OA has close relationships with the underlying
dynamical system called topological Markov shift. Let us denote by XA the
shift space

XA = {(xn)n∈N ∈ {1, . . . , N}N | A(xn, xn+1) = 1 for all n ∈ N}. (1.2)

Define the shift transformation σA on XA by σA((xn)n∈N) = (xn+1)n∈N, which
is a continuous surjection on XA. The topological dynamical system (XA, σA)
is called the one-sided topological Markov shift for matrix A. The two-sided
topological Markov shift (X̄A, σ̄A) is defined similarly with the shift space

X̄A = {(xn)n∈Z ∈ {1, . . . , N}Z | A(xn, xn+1) = 1 for all n ∈ Z} (1.3)

and the shift homeomorphism σ̄A((xn)n∈Z) = (xn+1)n∈Z on X̄A.
Let us denote by DA the C∗-subalgebra of OA generated by the projec-
tions of the form: Si1 · · ·SinS∗in · · ·S

∗
i1
, i1, . . . , in = 1, . . . , N . The subalge-

bra DA is canonically isomorphic to the commutative C∗-algebra C(XA) of
the complex valued continuous functions on XA by identifying the projection
Si1 · · ·SinS∗in · · ·S

∗
i1

with the characteristic function χUi1···in
∈ C(XA) of the

cylinder set Ui1···in for the word i1 · · · in. Let us denote by K the C∗-algebra
K(`2(N)) of compact operators on a separable infinite dimensional Hilbert space
`2(N) and by C its maximal abelian C∗-subalgebra of diagonal operators.
In [25], R. F. Williams proved that the topological Markov shifts (X̄A, σ̄A) and
(X̄B , σ̄B) are topologically conjugate if and only if the matrices A,B are strong
shift equivalent. Two nonnegative matrices A,B are said to be elementary
equivalent if there exist nonnegative rectangular matrices C,D such that A =
CD,B = DC. We write it as A ≈

C,D
B. If there exists a finite sequence

of nonnegative matrices A0, A1, . . . , An such that A = A0, B = An and Ai is
elementary equivalent to Ai+1 for i = 0, 1, 2, . . . , n−1, then A and B are said to
be strong shift equivalent. Hence elementary equivalence generates topological
conjugacy of two-sided topological Markov shifts.
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Let A be an irreducible non-permutation matrix. The triplet (OA,DA, ρA) for
the Cuntz-Krieger algebra OA, its canonical maximal abelian C∗-subalgebra
DA, and its gauge action ρA is called the Cuntz–Krieger triplet for the matrix A.
As pointed out in [11], two elementary equivalence matrices A = CD,B = DC
yield an OA − OB-imprimitivity bimodule via the Cuntz–Krieger algebra OZ
for the matrix Z defined by Z =

[
0 C
D 0

]
.

In the first part of the paper, We will introduce a notion of strong Morita
equivalence in the Cuntz–Krieger triplets, and prove the following theorem.

Theorem 1.1 (Corolary 2.19). The Cuntz–Krieger triplets (OA,DA, ρA) and
(OB ,DB , ρB) are strong Morita equivalent if and only if the matrices A and B
are strong shift equivalent.

It is well-known that two unital C∗-algebras A and B are strong Morita equiv-
alent if and only if their stabilizations A ⊗ K and B ⊗ K are isomorphic by
Brown–Green–Rieffel Theorem [3, Theorem 1.2] (cf. [2], [3], [4]). We will
next study relationships between stabilized Cuntz–Krieger algebras with their
gauge actions and strong shift equivalence for matrices. We must emphasize
that Cuntz and Krieger in [7, Theorem 3.8] and Cuntz in [6, Theorem 2.3]
have shown that the stabilized Cuntz–Krieger triplet (OA⊗K,DA⊗C, ρA⊗ id)
is invariant under topological conjugacy of the two-sided topological Markov
shifts (X̄A, σ̄A). We will investigate stabilizations of generalized gauge actions
from a view point of flow equivalence.
Let us denote by C(XA,Z) the set of Z-valued continuous functions on XA.
For f ∈ C(XA,Z), define a one-parameter unitary group Ut(f), t ∈ T = R/Z
in DA by

Ut(f) = exp(2π
√
−1tf), (1.4)

and an automorphism ρA,ft on OA for each t ∈ T by

ρA,ft (Si) = Ut(f)Si, i = 1, . . . , N. (1.5)

For f ≡ 1, the action ρA,1t is the gauge action denoted by ρAt . Suppose that
A = CD and B = DC for some nonnegative rectangular matrices C,D. Then
there exist homomorphisms ϕ : C(XA,Z) → C(XB ,Z) and ψ : C(XB ,Z) →
C(XA,Z) such that

(ψ ◦ ϕ)(f) = f ◦ σA, (ϕ ◦ ψ)(g) = g ◦ σB (1.6)

for f ∈ C(XA,Z) and g ∈ C(XB ,Z). Let us denote by (HA, HA
+ ) the ordered

cohomology groups for the one-sided topological Markov shift (XA, σA) which
has appeared in [17] by setting

HA = C(XA,Z)/{η − η ◦ σA | η ∈ C(XA,Z)}

and its positive cone

HA
+ = {[η] ∈ HA | η(x) ≥ 0 for all x ∈ XA}.
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The ordered cohomology group (H̄A, H̄A
+ ) for (X̄A, σ̄A) has been considered by

Y. T. Poon in [19]. The latter ordered group (H̄A, H̄A
+ ) has been proved to be

a complete invariant of flow equivalence of the two-sided topological Markov
shift (X̄A, σ̄A) by M. Boyle and D. Handelman in [1]. The two ordered groups
(H̄A, H̄A

+ ) and (HA, HA
+ ) are actually isomorphic ([17, Lemma 3.1]).

In [15], the following result has been proved.

Theorem 1.2 ([15, Corollary 4.4]). Suppose that A and B are strong shift
equivalent. Then there exist an isomorphism Φ : OA ⊗K → OB ⊗K satisfying
Φ(DA ⊗ C) = DB ⊗ C and a homomorphism ϕ : C(XA,Z) → C(XB ,Z) of or-
dered groups which induces an isomorphism between (HA, HA

+ ) and (HB , HB
+ )

of ordered groups such that for each function f ∈ C(XA,Z) there exists a uni-

tary one-cocycle vft ∈ U(M(OA ⊗K)) relative to ρA,f ⊗ id satisfying

Φ ◦Ad(vft ) ◦ (ρA,ft ⊗ id) = (ρ
B,ϕ(f)
t ⊗ id) ◦ Φ for t ∈ T.

In the second part of the present paper, we will study K-theoretic behavior
of the above isomorphism Φ : OA ⊗ K → OB ⊗ K. Let us denote by εA :
K0(OA) → ZN/(id−At)ZN the isomorphism defined in [6, Proposition 3.1]
satisfying εA([1A]) = [(1, 1, . . . , 1)], where 1A is the unit of OA. We will prove
the following theorem.

Theorem 1.3 (Proposition 3.10 and Theorem 4.6). Let A and B be elementary
equivalent matrices, and choose matrices C and D satisfying A = CD and
B = DC. Then there exist an isomorphism Φ : OA ⊗ K → OB ⊗ K satisfying
Φ(DA ⊗ C) = DB ⊗ C and a unitary representation t ∈ T → uft ∈ M(DA ⊗ C)
for each f ∈ C(XA,Z) such that

Φ ◦Ad(uft ) ◦ (ρA,ft ⊗ id) = (ρ
B,ϕ(f)
t ⊗ id) ◦ Φ for f ∈ C(XA,Z), t ∈ T

and the diagram

K0(OA)
Φ∗−−−−→ K0(OB)

εA

y yεB
ZN/(id−At)ZN

ΦCt−−−−→ ZM/(id−Bt)ZM

is commutative, where ΦCt is the isomorphism induced by multiplying by the
matrix Ct.

In the third part of the paper, we will study the converse of the above theorem
for the gauge actions. We will introduce an invariant KSSE

0 (OA) which is
a non-empty subset of K0(OA). The invariant KSSE

0 (OA) is realized as the
subset of ZN/(id − At)ZN consisting of the classes [v] of vectors v ∈ ZN such
that v = Dt

1 · · ·Dt
n−1D

t
n[1, 1, . . . , 1]t for some strong shift equivalences A ≈

C1,D1

· · · ≈
Cn,Dn

DnCn (Proposition 5.7). We will then prove the following theorem.
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Theorem 1.4 (Theorem 5.8). Let A,B be irreducible and non-permutation
matrices. The following two assertions are equivalent.

(i) Two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologi-
cally conjugate.

(ii) There exist an isomorphism Φ : OA ⊗K → OB ⊗K and a unitary repre-
sentation t ∈ T→ vAt ∈M(DA ⊗ C) such that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦Ad(vAt ) ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ for t ∈ T,
Φ∗(K

SSE
0 (OA)) = KSSE

0 (OB).

The set KSSE
0 (OA) is always a non-empty subset of K0(OA). If in particular

the condition KSSE
0 (OA) = K0(OA) holds, the matrix A is said to have full

units. In this case, we have the following corollary.

Corollary 1.5 (Corollary 5.12). Suppose that the matrices A and B have full
units. Then the two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are
topologically conjugate if and only if there exist an isomorphism Φ : OA⊗K →
OB ⊗K of C∗-algebras and a unitary representation t ∈ T→ vAt ∈M(DA⊗C)
such that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦Ad(vAt ) ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ.

Throughout the paper, we denote by N the set of positive integers and by
Z+ the set of nonnegative integers, respectively. For the one-sided topological
Markov shift (XA, σA), a word µ = (µ1, . . . , µk) for µi ∈ {1, . . . , N} is said to
be admissible for XA if (µ1, . . . , µk) = (x1, . . . , xk) for some element (xn)n∈N ∈
XA. The length of µ is denoted by |µ| = k. We denote by Bk(XA) the set
of all admissible words of length k. We similarly denote by Bk(X̄A) the set
of admissible words of length k, so that Bk(X̄A) = Bk(XA). The cylinder set
{(xn)n∈N ∈ XA | x1 = µ1, . . . , xk = µk} for µ = (µ1, . . . , µk) ∈ Bk(XA) is
denoted by Uµ.

This paper is a revised version of arXiv:1604.02763v1, in which the given proofs
of the main results were incorrect.

2 Strong Morita equivalence for Cuntz–Krieger triplets

There is a standard method to associate a Cuntz–Krieger algebra from a square
matrix with entries in nonnegative integers as described in [7, Remark 2.16] (see
also [23, Section 4]). Now we suppose that A = [A(i, j)]Ni,j=1 is an N×N matrix
with entries in nonnegative integers. Then the associated graph GA = (VA, EA)
consists of the vertex set VA = {vA1 , . . . , vAN} of N vertices and the edge set
EA = {a1, . . . , aNA

}, where there are A(i, j) edges from vAi to vAj . Hence the

total number of edges is
∑N
i,j=1A(i, j) denoted by NA. For ai ∈ EA, denote by

Documenta Mathematica 22 (2017) 873–915



878 Kengo Matsumoto

t(ai), s(ai) the terminal vertex of ai, the source vertex of ai, respectively. The
graph GA has the NA × NA transition matrix AG = [AG(i, j)]NA

i,j=1 of edges
defined by

AG(i, j) =

{
1 if t(ai) = s(aj),

0 otherwise.
(2.1)

The Cuntz–Krieger algebra OA for the matrix A with entries in nonnegative
integers is defined as the Cuntz–Krieger algebra OAG for the matrix AG which
is the universal C∗-algebra generated by partial isometries Sai indexed by edges
ai, i = 1, . . . , NA subject to the relations:

NA∑
j=1

SajS
∗
aj = 1, S∗aiSai =

NA∑
j=1

AG(i, j)SajS
∗
aj for i = 1, . . . , NA. (2.2)

For a word µ = (µ1, . . . , µk), µi ∈ EA, we denote by Sµ the partial isometry
Sµ1
· · ·Sµk

.
As in the standard text books [9], [10] of symbolic dynamics, the two-sided
topological Markov shift defined by a square matrix with entries in {0, 1} is
naturally topologically conjugate to a topological Markov shift of the edge shift
defined by the underlying directed graph. In what follows, we consider edge
shifts and hence square matrices with entries in nonnegative integers (cf. [9],
[10], [25], etc.). Such a matrix is simply called a nonnegative square matrix.
For a nonnegative square matrix A, the two-sided shift space X̄A is defined by
the two-sided shift space X̄AG for the matrix AG which consists of the two-sided
bi-infinite sequences of concatenated edges of the directed graph GA.
Let A and B be elementary equivalent matrices, and choose matrices C and
D satisfying A = CD and B = DC. The sizes of the matrices A and B are
denoted by N and M respectively, so that C is an N ×M matrix and D is an

M × N matrix, respectively. We set Z =

[
0 C
D 0

]
as a block matrix, and we

see

Z2 =

[
CD 0

0 DC

]
=

[
A 0
0 B

]
.

For the rectangular matrices C and D, the vertex sets VC and VD are defined
by the disjoint union VA t VB , and C(i, j) directed edges are defined from the
vertex vAi to vBj , and D(j, i) directed edges are defined from the vertex vBj to

vAi , respectively. The former forms a directed graph written GC = (VC , EC),
and the latter forms a directed graph written GD = (VD, ED), Hene we have
five directed graphs GA = (VA, EA), GB = (VB , EB), GC = (VC , EC), GD =
(VD, ED) andGZ = (VZ , EZ) associated to the nonnegative matrices A,B,C,D
and Z, respectively. In the identity

A(i, j) =

NB∑
k=1

C(i, k)D(k, j) for i, j = 1, . . . , NA,
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the left hand side expresses the number of edges in EA starting with vAi and
ending with vAj , whereas the right hand side expresses the number of pairs of

edges EC and ED starting with vAi through some vertex vBk and ending with
vAj . Hence we may take a bijection, which is denoted by ϕA,CD, from EA to a
subset of EC × ED. The other identity B = DC similarly admits us to take
a bijection, which is denoted by ϕB,DC , from EB to a subset of ED × EC .
Let Sc, Sd, c ∈ EC , d ∈ ED be the generating partial isometries of the Cuntz–
Krieger algebra OZ for the matrix Z, so that

∑
c∈EC

ScS
∗
c +

∑
d∈ED

SdS
∗
d = 1

and

S∗cSc =
∑
d∈ED

Z(c, d)SdS
∗
d , S∗dSd =

∑
c∈EC

Z(d, c)ScS
∗
c

for c ∈ EC , d ∈ ED. Since ScSd 6= 0 (resp. SdSc 6= 0) if and only if ϕA,CD(a) =
cd (resp. ϕB,DC(b) = dc) for a unique edge a ∈ EA (resp. b ∈ EB), we may
identify cd (resp. dc) with a (resp. b) through the map ϕA,CD (resp. ϕB,DC).
We may then write Scd = Sa (resp. Sdc = Sb) where Scd denotes ScSd (resp.
Sdc denotes SdSc). We define two particular projections PC and PD in DZ by
PC =

∑
c∈EC

ScS
∗
c and PD =

∑
d∈ED

SdS
∗
d so that PC + PD = 1. It has been

shown in [11] (cf. [15]) that

PCOZPC = OA, PDOZPD = OB , DZPC = DA, DZPD = DB . (2.3)

As in [11, Lemma 3.10], both PC and PD are full projections so that PCOZPD
has a natural structure of OA–OB imprimitivity bimodule that makes OA and
OB strong Morita equivalent (cf. [16], [21], [22]).
Let ρZ , ρA, ρB be the gauge actions of T on OZ ,OA,OB , respectively. Since
ScSd (resp. SdSc) in OZ is identified with Sa in OA (resp. Sb in OB) if
ϕA,CD(a) = cd (resp. ϕB,DC(b) = dc, we have

ρZt |PCOZPC
= ρA2t on OA, ρZt |PDOZPD

= ρB2t on OB . (2.4)

Let A be an irreducible non-permutation matrix. The triplet (OA,DA, ρA) for
the Cuntz-Krieger algebra OA, its canonical maximal abelian C∗-subalgebra
DA, and its gauge action ρA is called the Cuntz–Krieger triplet for the matrix
A. In this section we will define the notion of strong Morita equivalence in
Cuntz–Krieger triplets. We will then prove that the Cuntz–Krieger triplets
(OA,DA, ρA) and (OB ,DB , ρB) are strong Morita equivalent if and only if the
matrices A and B are strong shift equivalent. Let A,B be irreducible non-
permutation matrices.

Definition 2.1. The Cuntz–Krieger triplets (OA,DA, ρA) and (OB ,DB , ρB)
are said to be strong Morita equivalent in 1-step if there exist a Cuntz–Krieger
triplet (OZ ,DZ , ρZ) for some nonnegative matrix Z and projections PA, PB ∈
DZ having the following properties:

(1) PA + PB = 1,
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(2) OZ contains both OA and OB as subalgebras, and

PAOZPA = OA and PBOZPB = OB ,

(3) DZPA = DA and DZPB = DB ,

(4) ρZt |PAOZPA
= ρA2t on OA and ρZt |PBOZPB

= ρB2t on OB for t ∈ T.

In this case, we say that (OA,DA, ρA) and (OB ,DB , ρB) are strong Morita
equivalent in 1-step via (OZ ,DZ , ρZ). If two Cuntz–Krieger triplets
(OA,DA, ρA) and (OB ,DB , ρB) are connected through n-chains of strong
Morita equivalences in 1-step, (OA,DA, ρA) and (OB ,DB , ρB) are said to be
strong Morita equivalent in n-step, or simply, strong Morita equivalent.
The one-sided topological Markov shifts (XA, σA) and (XB , σB) are said to
be eventually conjugate if there exist a homeomorphism h : XA → XB and a
nonnegative integer K such that

σKB (h(σA(x))) =σKB (h(x)), x ∈ XA,

σKA (h−1(σB(y))) =σKA (h−1(y)), y ∈ XB .

It has been shown that there exists an isomorphism Φ : OA −→ OB satis-
fying Φ(DA) = DB and Φ ◦ ρAt = ρBt ◦ Φ, t ∈ T if and only if the one-sided
topological Markov shifts (XA, σA) and (XB , σB) are eventually conjugate ([15,
Corollary 3.5]). The latter condition implies that their two-sided topological
Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologically conjugate by [14, The-
orem 5.5] (cf. [14, Theorem 6.7]). Hence an isomorphic Cuntz–Krieger triplets
(OA,DA, ρA) and (OB ,DB , ρB) yields a strong shift equivalence between the
underlying matrices A and B.

Proposition 2.2. If A and B are elementary equivalent, then their Cuntz–
Krieger triplets (OA,DA, ρA) and (OB ,DB , ρB) are strong Morita equivalent
in 1-steps,

Proof. Let A and B be elementary equivalent matrices, and choose matrices C

and D satisfying A = CD,B = DC. Let Z be the square matrix Z =

[
0 C
D 0

]
.

By the above discussions, there exist projections PC , PD in DZ satisfying PC +
PD = 1 and (2.3) (2.4).

The main purpose of this section is to study the converse implication of Propo-
sition 2.2.
We henceforth assume that (OA,DA, ρA) and (OB ,DB , ρB) are strong Morita
equivalent in 1-step via (OZ ,DZ , ρZ) for some matrix Z. We may take two
projections PA, PB in DZ having the properties (1), (2), (3) and (4) in Definition
2.1. Let us denote by GZ = (VZ , EZ) the directed graph for the matrix Z. The
Cuntz–Krieger algebra OZ is then generated by partial isometries Sγ , γ ∈ EZ
satisfying the relations:∑

η∈EZ

SηS
∗
η = 1, S∗γSγ =

∑
η∈EZ

ZG(γ, η)SηS
∗
η for γ ∈ EZ (2.5)

Documenta Mathematica 22 (2017) 873–915



Markov Shifts and Cuntz–Krieger Algebras 881

where ZG(γ, η) = 1 if t(γ) = s(η), and 0 otherwise. We have the following
lemmas.

Lemma 2.3. Let Sγ , γ ∈ EZ be the generating partial isometries of OZ satisfy-
ing (2.5). Then we have

(i) PASγPA = PBSγPB = 0.

(ii) Sγ = PASγPB + PBSγPA.

(iii) PASγ = SγPB and PBSγ = SγPA.

Proof. By the equality PA + PB = 1, we have

Sγ = PASγPA + PASγPB + PBSγPA + PBSγPB .

Since PASγPA belongs to PAOZPA which is identified with OA, the condition
(4) of Definition 2.1 gives rise to the equality

ρZt (PASγPA) = ρA2t(PASγPA). (2.6)

As ρZt |DZ
= id and PA, PB ∈ DZ , the left hand side for t = 1

2 of (2.6) equals

PAρ
Z
1
2
(Sγ)PA = −PASγPA.

As ρA1 = id, the right hand side for t = 1
2 equals PASγPA. Hence we have

PASγPA = 0 and similarly PBSγPB = 0. Therefore we know (i) and hence (ii).
The assertion (iii) follows from (ii) since PA and PB are mutually orthogonal
projections.

Lemma 2.4. ∑
γ∈EZ

SγPAS
∗
γ = PB ,

∑
γ∈EZ

SγPBS
∗
γ = PA. (2.7)

Proof. By Lemma 2.3, we know SγPA = PBSγ so that∑
γ∈EZ

SγPAS
∗
γ =

∑
γ∈EZ

PBSγS
∗
γ = PB . (2.8)

Similarly we see that
∑
γ∈EZ

SγPBS
∗
γ = PA.

We notice the identities in the following lemma which immediately come from
Lemma 2.3 (iii).

Lemma 2.5. For γ1, γ2 ∈ EZ , we have the following identities.

(i) Sγ1Sγ2PA = PASγ1Sγ2 ∈ OA and Sγ1Sγ2PB = PBSγ1Sγ2 ∈ OB .

(ii) Sγ1PBSγ2 = PASγ1PBSγ2PA ∈ OA and Sγ1PASγ2 = PBSγ1PASγ2PB ∈
OB .
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Lemma 2.6. Let γ1, γ2 ∈ EZ . Then PASγ1 6= 0, PBSγ2 6= 0 and ZG(γ1, γ2) = 1
if and only if PASγ1Sγ2 6= 0.

Proof. Since the identity

PASγ1Sγ2 = PASγ1PBSγ2 = Sγ1Sγ2PA = Z(γ1, γ2)Sγ1Sγ2PA (2.9)

holds, the if part is obvious. It suffices to show the only if part. By the identity
(2.9), we have

(PASγ1Sγ2)∗(PASγ1Sγ2) = (Sγ1Sγ2PA)∗Sγ1Sγ2PA

= PAS
∗
γ2S
∗
γ1Sγ1Sγ2PA

=
∑
η1∈EZ

ZG(γ1, η1)PAS
∗
γ2Sη1S

∗
η1Sγ2PA

= ZG(γ1, γ2)PAS
∗
γ2Sγ2PA

= ZG(γ1, γ2)(PBSγ2)∗(PBSγ2).

The above equalities ensure the only if part.

Lemma 2.7. Let γ1, γ2, η1, η2 ∈ EZ . Then Sγ1Sγ2 6= 0, Sγ2Sη1 6= 0, PASη1Sη2 6=
0 if and only if PASγ1Sγ2Sη1Sη2 6= 0.

Proof. Since PASγ1Sγ2Sη1Sη2 = Sγ1Sγ2PASη1Sη2 , the if part is obvious. It
suffices to show the only if part. We have

(PASγ1Sγ2Sη1Sη2)∗(PASγ1Sγ2Sη1Sη2)

=PAS
∗
η2S
∗
η1S
∗
γ2S
∗
γ1Sγ1Sγ2Sη1Sη2PA

=
∑
ζ1∈EZ

ZG(γ1, ζ1)PAS
∗
η2S
∗
η1S
∗
γ2Sζ1S

∗
ζ1Sγ2Sη1Sη2PA

=ZG(γ1, γ2)
∑
ζ2∈EZ

ZG(γ2, ζ2)PAS
∗
η2S
∗
η1Sζ2S

∗
ζ2Sη1Sη2PA

=ZG(γ1, γ2)ZG(γ2, η1)
∑
ζ3∈EZ

ZG(η1, ζ3)PAS
∗
η2Sζ3S

∗
ζ3Sη2PA

=ZG(γ1, γ2)ZG(γ2, η1)ZG(η1, η2)PAS
∗
η2Sη2PA.

The above equalities ensure the only if part.

Now we are assuming that the Cuntz–Krieger triplets (OA,DA, ρA) and
(OB ,DB , ρB) are strong Morita equivalent in 1-step via (OZ ,DZ , ρZ). Recall
that Bk(XA) denotes the set of admissible words γ1 · · · γk of XZ with length
k. For k = 2, we see

B2(XA) = {γ1γ2 | ZG(γ1, γ2) = 1}.

Let us note that for γ1, γ2 ∈ EZ , the word γ1γ2 belongs to B2(XA) if and only
if Sγ1Sγ2 6= 0.
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We introduce several directed graphs in this situation. Define edge sets
EÃ, EB̃ , EC̃ , ED̃ by setting

EÃ = {(A, γ1γ2) ∈ {A} ×B2(XZ) | PASγ1Sγ2 6= 0},
EB̃ = {(B, γ1γ2) ∈ {B} ×B2(XZ) | PBSγ1Sγ2 6= 0},
EC̃ = {(A, γ1) ∈ {A} × EZ | PASγ1 6= 0},
ED̃ = {(B, γ1) ∈ {B} × EZ | PBSγ1 6= 0}

and vertex sets VÃs, VÃt, VB̃s, VB̃t, VC̃s, VC̃t, VD̃s, VD̃t by setting

VÃs = {(A, s(γ1)) ∈ {A} × VZ | (A, γ1γ2) ∈ EÃ},
VÃt = {(A, t(γ2)) ∈ {A} × VZ | (A, γ1γ2) ∈ EÃ},
VB̃s = {(B, s(γ1)) ∈ {B} × VZ | (B, γ1γ2) ∈ EB̃},
VB̃t = {(B, t(γ2)) ∈ {B} × VZ | (B, γ1γ2) ∈ EB̃},
VC̃s = {(A, s(γ1)) ∈ {A} × VZ | (A, γ1) ∈ EC̃},
VC̃t = {(B, t(γ1)) ∈ {A} × VZ | (A, γ1) ∈ EC̃},
VD̃s = {(B, s(γ1)) ∈ {B} × VZ | (B, γ1) ∈ ED̃},
VD̃t = {(A, t(γ1)) ∈ {B} × VZ | (B, γ1) ∈ ED̃}.

Lemma 2.8. Keep the above notation. We have

(i) VÃs = VÃt = VC̃s = VD̃t.

(ii) VB̃s = VB̃t = VD̃s = VC̃t.

Proof. (i) We will first show the equality VÃs = VÃt. Take an arbitrary vertex
(A, s(γ1)) ∈ VÃs and γ2 ∈ EZ with PASγ1Sγ2 6= 0, so that t(γ1) = s(γ2). We
may find η1, η2 ∈ EZ such that Sη1Sη2 6= 0 and t(η2) = s(γ1). By Lemma 2.7,
we have Sη1Sη2Sγ1Sγ2PA 6= 0. Since Sη1Sη2Sγ1Sγ2PA = PASη1Sη2Sγ1Sγ2 , we
have PASη1Sη2 6= 0 so that (A, t(η2)) ∈ VÃt and hence (A, s(γ1) ∈ VÃt. This
shows that the inclusion relation VÃs ⊂ VÃt holds. Similarly we obtain that
VÃt ⊂ VÃs so that VÃs = VÃt.
We will second show the equality VC̃s = VD̃t. Take an arbitrary vertex
(A, s(γ1)) ∈ VC̃s. We see that PASγ1 6= 0 and hence Sγ1PB 6= 0. Now both
matrices A and B are assumed to be irreducible and not any permutations, so
that Z and hence ZG are irreducible and not any permutations. This implies
that

∑
γ′∈EZ

S∗γ′Sγ′ ≥ 1. Hence we may find γ2 ∈ EZ such that Sγ2Sγ1PB 6= 0
so that t(γ2) = s(γ1). Since Sγ2Sγ1PB = PBSγ2Sγ1 , we have PBSγ2 6= 0. This
implies that (B, γ2) ∈ ED̃ and (A, t(γ2)) ∈ VD̃t. As t(γ2) = s(γ1), we obtain
that (A, s(γ1)) ∈ VD̃t so that VC̃s ⊂ VD̃t. We see VD̃t ⊂ VC̃s similarly so that
VC̃s = VD̃t.
We will finally show that VÃs = VC̃s. Since the condition PASγ1Sγ2 6= 0
implies PASγ1 6= 0, we have VÃs ⊂ VC̃s. Conversely, for (A, s(γ1)) ∈ VC̃s, we
have PASγ1 6= 0 so that Sγ1PB 6= 0. Since PB =

∑
γ′∈EZ

Sγ′PAS
∗
γ′ , we may

find γ2 ∈ EZ such that Sγ1Sγ2PA 6= 0. Hence we see that PASγ1Sγ2 6= 0 so that
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(A, s(γ1)) ∈ VÃs. This shows that VÃs = VC̃s. Therefore (i) has been shown.
(ii) is shown similarly.

Let us denote by VÃ and by VB̃ the first four vertex sets and the second four
vertex sets in Lemma 2.8, respectively. Namely we put

VÃ := VÃs = VÃt = VC̃s = VD̃t,

VB̃ := VB̃s = VB̃t = VD̃s = VC̃t.

For an edge (A, γ1γ2) ∈ EÃ, define its source and terminal vertices by

s(A, γ1γ2) = (A, s(γ1)) ∈ VÃs, t(A, γ1γ2) = (A, t(γ2)) ∈ VÃt.

We then have a directed graph (VÃ, EÃ) denoted by GÃ. We have a directed
graph GB̃ = (VB̃ , EB̃) similarly. From an edge (A, γ1) ∈ EC̃ , define its source
and terminal vertices by

s(A, γ1) = (A, s(γ1)) ∈ VC̃s, t(A, γ1) = (A, t(γ1)) ∈ VC̃t.

We have a directed graph GC̃ = (VÃ
EC̃−→ VB̃) and similarly GD̃ = (VB̃

ED̃−→ VÃ).

Let Ã be the vertex transition matrix Ã : VÃ×VÃ −→ Z+ of the directed graph
GÃ which is defined by

Ã((A, u), (A, v)) = |{(A, γ1γ2) ∈ EÃ | s(γ1) = u, t(γ2) = v}|

for (A, u), (A, v) ∈ VÃ. The edge transition matrix ÃG : EÃ ×EÃ −→ {0, 1} of
GÃ is defined by

ÃG(γ1γ2, η1η2) =

{
1 if t(A, γ1γ2) = s(A, η1η2),

0 otherwise

for (A, γ1γ2), (A, η1η2) ∈ EÃ. We similarly have the vertex transition matrices

B̃, C̃, D̃ and the edge transition matrices B̃G, C̃G, D̃G of the directed graphs
GB̃ , GC̃ , GD̃, respectively.

Proposition 2.9. The matrices Ã and B̃ are elementary equivalent such that

Ã = C̃D̃ and B̃ = D̃C̃.

Hence the two-sided topological Markov shifts (X̄Ã, σ̄Ã) and (X̄B̃ , σ̄B̃) are topo-
logically conjugate.

Proof. For (A, γ1γ2) with γ1, γ2 ∈ EZ , Lemma 2.6 ensures that (A, γ1) ∈
EC̃ , (B, γ2) ∈ ED̃, Z

G(γ1, γ2) = 1 if and only if (A, γ1γ2) ∈ EÃ. Since

t(A, γ1) = s(B, γ2) if and only if ZG(γ1, γ2) = 1, we know that Ã = C̃D̃,
and B̃ = D̃C̃ similarly.
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A directed graph G = (V,E) with vertex set V and edge set E is said to be
bipartite if V and E may be decomposed into disjoint unions V = V1 t V2 and
E = E12 t E21 such that

V1 ={s(γ) ∈ V | γ ∈ E12} = {t(γ) ∈ V | γ ∈ E21},
V2 ={s(γ) ∈ V | γ ∈ E21} = {t(γ) ∈ V | γ ∈ E12}.

Let EZ̃ = EC̃∪ED̃ and VZ̃ = VÃ∪VB̃ . It is now obvious that the directed graph

GZ̃ = (VZ̃ , EZ̃) is bipartite. Let us denote by Z̃ and Z̃G the vertex transition
matrix and the edge transition matrix of the directed graph GZ̃ , respectively.
Since GZ̃ is bipartite, by the above proposition, we have

Z̃ =

[
0 C̃

D̃ 0

]
, Z̃2 =

[
Ã 0

0 B̃

]
.

We will study the relationship between the two matrices Z̃ and Z. For γ ∈ EZ ,
denote by S(A,γ), S(B,γ) the partial isometries PASγ , PBSγ , respectively, so that
Sγ = S(A,γ) + S(B,γ).

Lemma 2.10. Let γ1, γ2 ∈ EZ satisfy ZG(γ1, γ2) = 1.

(i) S(B,γ2) 6= 0 implies S(A,γ1) 6= 0.

(ii) S(A,γ2) 6= 0 implies S(B,γ1) 6= 0.

Proof. (i) Since S(A,γ1)S(B,γ2) = PASγ1PBSγ2 = Sγ1Sγ2PA, we have

(S(A,γ1)S(B,γ2))
∗(S(A,γ1)S(B,γ2)) = PAS

∗
γ2S
∗
γ1Sγ1Sγ2PA

=
∑
η1∈EZ

ZG(γ1, η1)PAS
∗
γ2Sη1S

∗
η1Sγ2PA

= ZG(γ1, γ2)S∗(B,γ2)S(B,γ2).

The above equality ensures the assertion. (ii) is shown similarly.

Lemma 2.11. Either of the following two situations occurs:

(1) Both S(A,γ) and S(B,γ) are not zeros for all γ ∈ EZ . In this case we have

C̃G = D̃G = ZG so that Ã = B̃ and Z̃ =

[
0 Z
Z 0

]
(2) For each γ ∈ EZ , either S(A,γ) = 0, S(B,γ) 6= 0 or S(A,γ) 6= 0, S(B,γ) = 0

holds. In this case we have Z̃ = Z.

Proof. Suppose that there exists γ0 ∈ EZ such that both conditions S(A,γ0) 6= 0
and S(B,γ0) 6= 0 hold. Since the directed graph GZ = (VZ , EZ) is irreducible,
for any edge γ ∈ EZ , there exists a finite sequence of edges γ1, . . . , γn in EZ
such that

ZG(γ, γ1) = ZG(γ1, γ2) = · · · = ZG(γn, γ0) = 1.

Documenta Mathematica 22 (2017) 873–915



886 Kengo Matsumoto

By the preceding lemma, any edge η ∈ EZ satisfying ZG(η, γ0) = 1 forces that
S(A,η) 6= 0 and S(B,η) 6= 0. By using this argument repeatedly, we see that
S(A,γ) 6= 0 and S(B,γ) 6= 0. Hence either of the following two cases occurs:

(1) Both S(A,γ) and S(B,γ) are not zeros for all γ ∈ EZ .

(2) For each γ ∈ EZ , either S(A,γ) = 0 or S(B,γ) = 0.

Case (1): We have the following equalities.

S∗γSγ =(S∗(A,γ) + S∗(B,γ))(S(A,γ) + S(B,γ))

=S∗(A,γ)S(A,γ) + S∗(B,γ)S(B,γ)

=
∑

(B,η)∈ED̃

C̃G((A, γ), (B, η))S(B,η)S
∗
(B,η)

+
∑

(A,η)∈EC̃

D̃G((B, γ), (A, η))S(A,η)S
∗
(A,η).

On the other hand, we have

S∗γSγ =
∑
η∈EZ

ZG(γ, η)SηS
∗
η

=
∑
η∈EZ

ZG(γ, η)(PBSηS
∗
ηPB + PASηS

∗
ηPA)

=
∑
η∈EZ

ZG(γ, η)S(B,η)S
∗
(B,η) +

∑
η∈EZ

ZG(γ, η)S(A,η)S
∗
(A,η).

Since both S(A,γ) 6= 0 and S(B,γ) 6= 0 for all γ ∈ EZ , we have

C̃G((A, γ), (B, η)) = ZG(γ, η), D̃G((B, γ), (A, η)) = ZG(γ, η)

for all γ, η ∈ EZ . Hence we have C̃G = D̃G = ZG so that ÃG = B̃G and hence

Ã = B̃. As Z̃ =

[
0 C̃

D̃ 0

]
, we have Z̃G =

[
0 ZG

ZG 0

]
and hence Z̃ =

[
0 Z
Z 0

]
.

Case (2): Suppose that for each γ ∈ EZ , either S(A,γ) 6= 0 or S(B,γ) 6= 0 occurs.
Since the identity

S∗γSγ = S∗(A,γ)S(A,γ) + S∗(B,γ)S(B,γ)

always holds, the situation S(A,γ) 6= 0 or S(B,γ) 6= 0 occurs. Hence in this
case we see that for each γ ∈ EZ , either S(A,γ) = 0, S(B,γ) 6= 0 or S(A,γ) 6=
0, S(B,γ) = 0 occurs. This implies that the edge set EZ is a disjoint union
EZ = EC̃ t ED̃. As S(A,γ1)S(A,γ2) = 0, S(B,γ1)S(B,γ2) = 0 for all γ1, γ2 ∈ EZ ,

we have Z =

[
0 C̃

D̃ 0

]
so that Z̃ = Z.

We thus see the following lemma and proposition.
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Lemma 2.12. We have a natural identification between the Cuntz–Krieger

triplets (OZ̃ ,DZ̃ , ρZ̃) and (OZ ,DZ , ρZ).

Proof. For γ ∈ EZ , we have that Sγ = PASγ + PBSγ . If PASγ 6= 0,
then (A, γ) ∈ EC̃ . If PBSγ 6= 0, then (B, γ) ∈ ED̃. Hence Sγ belongs to
the C∗-algebra C∗(S(A,γ), S(B,γ′) | (A, γ) ∈ EC̃ , (B, γ′) ∈ ED̃) generated by
S(A,γ), S(B,γ′) with (A, γ) ∈ EC̃ , (B, γ′) ∈ ED̃. Hence we have

C∗(S(A,γ), S(B,γ′) | (A, γ) ∈ EC̃ , (B, γ′) ∈ ED̃) = OZ .

Since EZ̃ = EC̃ ∪ ED̃ and VZ̃ = VC̃ ∪ VD̃, the algebra C∗(S(A,γ), S(B,γ′) |
(A, γ) ∈ EC̃ , (B, γ′) ∈ ED̃) is nothing but OZ̃ , so that OZ̃ is identified with
OZ through the correspondence between S(A,γ) + S(B,γ) ∈ OZ̃ and Sγ ∈ OZ .
We then have

SγS
∗
γ =(S(A,γ) + S(B,γ))(S(A,γ) + S(B,γ))

∗

=(PASγ + PBSγ)(PASγ + PBSγ)∗

=PASγS
∗
γPA + PBSγS

∗
γPA + PASγS

∗
γPB + PBSγS

∗
γPB

=PASγS
∗
γPA + PBSγS

∗
γPB .

Similarly, by a routine calculation, we have the equalities

Sγ1Sγ2 · · ·SγnS∗γn · · ·S
∗
γ2S
∗
γ1 =PASγ1PBSγ2 · · ·SγnS∗γn · · ·S

∗
γ2PBS

∗
γ1PA

+PBSγ1PASγ2 · · ·SγnS∗γn · · ·S
∗
γ2PAS

∗
γ1PB

and

PASγ1Sγ2 · · ·SγnS∗γn · · ·S
∗
γ2S
∗
γ1PA =PASγ1PBSγ2 · · ·SγnS∗γn · · ·S

∗
γ2PBS

∗
γ1PA,

PBSγ1Sγ2 · · ·SγnS∗γn · · ·S
∗
γ2S
∗
γ1PB =PBSγ1PASγ2 · · ·SγnS∗γn · · ·S

∗
γ2PAS

∗
γ1PB .

These equalities give us a natural identification between DZ̃ and DZ .
For t ∈ T, we have

ρZt (Sγ) =ρZt (PASγ + PBSγ)

=PAρ
Z
t (Sγ) + PBρ

Z
t (Sγ)

=exp(2π
√
−1t)PASγ + exp(2π

√
−1t)PBSγ

=ρZ̃t (S(A,γ)) + ρZ̃t (S(B,γ))

=ρZ̃t (S(A,γ) + S(B,γ)).

Therefore the Cuntz–Krieger triplets (OZ̃ ,DZ̃ , ρZ̃) and (OZ ,DZ , ρZ) are nat-
urally identified with each other.

Proposition 2.13. Z̃ = Z.
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Proof. By Lemma 2.11, we know that the either of the following two cases
occurs:

(1) Z̃ =

[
0 Z
Z 0

]
, (2) Z̃ = Z.

We assume the first case Z̃ =

[
0 Z
Z 0

]
. Let IZ denote the identity matrix

whose size is the same as that of Z. By the unitary U = 1√
2

[
IZ IZ
IZ −IZ

]
,

we have UZ̃U∗ =

[
Z 0
0 −Z

]
, so that Sp×(Z̃) = Sp×(Z) ∪ (−Sp×(Z)), where

Sp×(Z) denotes the set of non zero spectra of Z. By Lemma 2.12, the Cuntz–

Krieger triplets (OZ̃ ,DZ̃ , ρZ̃) and (OZ ,DZ , ρZ) are isomorphic. Hence, as
we noted in the paragraph before Proposition 2.2, the two-sided topological
Markov shifts (X̄Z̃ , σ̄Z̃) and (X̄Z , σ̄Z) become topologically conjugate, so that

Sp×(Z̃) = Sp×(Z) by a general theory of symbolic dynamics (cf. [10]). This is
a contradiction, and the case (1) does not occur.

We will next study the bipartite graph GÃ from the C∗-algebraic view point.
For (A, γ1γ2) ∈ EÃ, define the partial isometry

S(A,γ1γ2) = PASγ1Sγ2 .

Lemma 2.14. The C∗-subalgebra C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) of OZ is iso-

morphic to the Cuntz–Krieger algebra OÃ for the matrix Ã.

Proof. We first notice the identity∑
(A,γ1γ2)∈EÃ

S(A,γ1γ2)S
∗
(A,γ1γ2) =

∑
γ1,γ2∈EZ

PASγ1Sγ2S
∗
γ2S
∗
γ1PA = PA

holds. We also have

S∗(A,γ1γ2)S(A,γ1γ2)

=PAS
∗
γ2S
∗
γ1Sγ1Sγ2PA

=
∑
ζ1∈EZ

ZG(γ1, ζ1)PAS
∗
γ2Sζ1S

∗
ζ1Sγ2PA

=
∑
η1∈EZ

ZG(γ1, γ2)ZG(γ2, η1)PASη1S
∗
η1PA

=
∑

η1,η2∈EZ

ZG(γ1, γ2)ZG(γ2, η1)ZG(η1, η2)PASη1Sη2S
∗
η2S
∗
η1PA.

For (A, γ1γ2), (A, η1η2) ∈ EÃ, the condition t(A, γ1γ2) = s(A, η1η2) holds if
and only if ZG(γ2, η1) = 1. Hence we know

ZG(γ1, γ2)ZG(γ2, η1)ZG(η1, η2) = ÃG(γ1γ2, η1η2).
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By the above equalities, we have

S∗(A,γ1γ2)S(A,γ1γ2) =
∑

(A,η1η2)∈EÃ

ÃG(γ1γ2, η1η2)S(A,η1η2)S
∗
(A,η1η2),

thus proving that the C∗-subalgebra C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) of OZ is

isomorphic to the Cuntz–Krieger algebra OÃ for the matrix Ã.

Lemma 2.15. The C∗-subalgebra C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) of OZ is noth-
ing but PAOZPA. Hence the Cuntz–Krieger algebra OÃ is isomorphic to OA.

Proof. Since S(A,γ1γ2) = PASγ1Sγ2PA for (A, γ1γ2) ∈ EÃ, we have
C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) ⊂ PAOZPA. We will show the converse inclusion
relation. Take an arbitrary fixed X ∈ OZ with PAXPA 6= 0. Let PZ be the
dense ∗-subalgebra of OZ algebraically generated by Sγ , γ ∈ EZ . We may find
Xn ∈ PZ such that ‖X−Xn‖ → 0. Since ‖PAXPA−PAXnPA‖ ≤ ‖X−Xn‖ →
0, it suffices to show that PAXnPA belongs to C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ).
By [7, Lemma 2.2], any element of the subalgebra PZ is a finite linear
combination of elements of the form SµSiS

∗
i S
∗
ν for some admissible words

µ = (µ1, . . . , µm), ν = (ν1, . . . , νn) in XZ . Assume that PASµSiS
∗
i S
∗
νPA 6= 0.

Since PASj = SjPB , we have

PASµ = PASµ1 · · ·Sµm =

{
Sµ1
· · ·Sµm

PA if m is even,

Sµ1
· · ·Sµm

PB if m is odd.
(2.10)

The assumption PASµSiS
∗
i S
∗
νPA 6= 0 forces the numbers m,n to be both even,

or both odd.

Case 1: m,n are both even.

We have

PASµSiS
∗
i S
∗
νPA

=PASµ1Sµ2PASµ3Sµ4PA · · ·PASµm−1SµmPASiS
∗
i PA

· S∗νnS
∗
νn−1

PA · · ·S∗ν4S
∗
ν3PAS

∗
ν2S
∗
ν1PA

=S(A,µ1µ2)S(A,µ3µ4) · · ·S(A,µm−1µm)PASiS
∗
i PAS

∗
(A,νn−1νn) · · ·S

∗
(A,ν3ν4)S

∗
(A,ν1ν2).

Now we have

PASiS
∗
i PA =

∑
j∈EZ

PASiSjS
∗
j S
∗
i PA =

∑
j∈EZ

S(A,ij)S
∗
(A,ij)

so that PASµSiS
∗
i S
∗
νPA is a finite linear combination of products of the

elements S(A,γ1γ2), S
∗
(A,γ1γ2) for (A, γ1γ2) ∈ EÃ and hence it belongs to

C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ).

Case 2: m,n are both odd.
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Similarly to Case 1, we have

PASµSiS
∗
i S
∗
νPA

=S(A,µ1µ2) · · ·S(A,µm−2µm−1)S(A,µmi)S
∗
(A,νni)

S∗(A,νn−2νn−1) · · ·S
∗
(A,ν1ν2)

so that PASµSiS
∗
i S
∗
νPA belongs to C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ).

Proposition 2.16. The Cuntz–Krieger triplet (OÃ,DÃ, ρÃ) for the matrix Ã
is isomorphic to (OA,DA, ρA).

Proof. By Lemma 2.14 and Lemma 2.15, we know that

OÃ = C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) = PAOZPA = OA. (2.11)

Under the identification between C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) and PAOZPA
in Lemma 2.15, the C∗-subalgebra

C∗(S(A,γ1γ2) · · ·S(A,γn−1γn)S
∗
(A,γn−1γn) · · ·S

∗
(A,γ1γ2);

(A, γ1γ2), . . . , (A, γn−1γn) ∈ EÃ)

of C∗(S(A,γ1γ2); (A, γ1γ2) ∈ EÃ) generated by the projections

S(A,γ1γ2) · · ·S(A,γn−1γn)S
∗
(A,γn−1γn) · · ·S

∗
(A,γ1γ2)

for (A, γ1γ2), . . . , (A, γn−1γn) ∈ EÃ is naturally identified with the C∗-
subalgebra PADZPA of DZ , so that DÃ = DA. By regarding the generating
partial isometry S(A,γ1γ2) for (A, γ1γ2) ∈ EÃ as an element of PAOZPA = OA,
we have

ρÃ2t(S(A,γ1γ2)) =e2π
√
−12tS(A,γ1γ2)

=PAe
2π
√
−1tSγ1e

2π
√
−1tSγ2

=PAρ
Z
t (Sγ1)ρZt (Sγ2)

=ρZt (PASγ1Sγ2).

Since PASγ1Sγ2 ∈ PAOZPA = OA and ρZt |PAOZPA
= ρA2t on OA, we have

ρZt (PASγ1Sγ2) = ρA2t(PASγ1Sγ2) = ρA2t(S(A,γ1γ2))

so that ρÃ2t = ρA2t for all t ∈ T and hence ρÃ = ρA.

We thus have

Proposition 2.17. Suppose that the Cuntz–Krieger triplets (OA,DA, ρA) and
(OB ,DB , ρB) are strong Morita equivalent in 1-step. Then the two-sided topo-
logical Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologically conjugate.
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Proof. Assume that the Cuntz–Krieger triplets (OA,DA, ρA) and (OB ,DB , ρB)
are strong Morita equivalent in 1-step. By Proposition 2.9, the matrices Ã, B̃
are elementary equivalent so that their two-sided topological Markov shifts
(X̄Ã, σ̄Ã) and (X̄B̃ , σ̄B̃) are topologically conjugate. Proposition 2.16 with [15,
Corollary 3.5] ensures that the ons-sided topological Markov shifts (XÃ, σÃ)
and (XA, σA) are eventually conjugate and hence strongly continuous orbit
equivalent in the sense of [15]. Since the latter property yields topological con-
jugacy of their two-sided topological Markov shifts, the two-sided topological
Markov shifts (X̄Ã, σ̄Ã) and (X̄A, σ̄A) are topologically conjugate. Similarly we
know that the two-sided topological Markov shifts (X̄B̃ , σ̄B̃) and (X̄A, σ̄B) are
topologically conjugate. Therefore we get the assertion.

Now we reach one of the main results of the paper.

Theorem 2.18. Let A,B be irreducible non-permutation matrices. The Cuntz–
Krieger triplets (OA,DA, ρA) and (OB ,DB , ρB) are strong Morita equivalent if
and only if their two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are
topologically conjugate.

Proof. The if part comes from Proposition 2.2. The only if part follows from
Proposition 2.17.

By the Williams’s fundamental theorem on topological Markov shifts which
states that two irreducible matrices A and B are strong shift equivalent if and
only if their two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are
topologically conjugate ([25]), we obtain the following corollary.

Corollary 2.19. Let A,B be irreducible non-permutation matrices. The
Cuntz–Krieger triplets (OA,DA, ρA) and (OB ,DB , ρB) are strong Morita equiv-
alent if and only if the matrices A and B are strong shift equivalent.

3 Strong shift equivalence and circle actions on OA

It is well-known that two unital C∗-algebras A and B are strong Morita equiv-
alent if and only if their stabilizations A ⊗ K and B ⊗ K are isomorphic by
Brown–Green–Rieffel Theorem [3, Theorem 1.2] (cf. [2], [3], [4], [20]). We will
next study relationships between stabilized Cuntz–Krieger algebras with their
gauge actions and strong shift equivalence matrices. We will investigate stabi-
lizations of generalized gauge actions from a view point of flow equivalence.
Recall that for a function f ∈ C(XA,Z) and t ∈ T, an automorphism

ρA,ft ∈ Aut(OA) is defined by ρA,ft (Si) = Ut(f)Si, i = 1, . . . , N, t ∈ T for
the unitary Ut(f) = exp(2π

√
−1tf) ∈ DA as in (1.5). It is easy to see that the

automorphisms ρA,ft , t ∈ T yield an action of T to OA such that ρA,ft (a) = a
for all a ∈ DA. For f ∈ C(XA,Z) and n ∈ Z+, let us denote by fn the function

fn(x) =
∑n−1
i=0 f(σiA(x)), x ∈ XA. We know that the identity

ρA,ft (Sµ) = Ut(f
n)Sµ (3.1)
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for f ∈ C(XA,Z), µ = (µ1, . . . , µn) ∈ Bn(XA), t ∈ T holds (cf. [15, Lemma
3.1]).

For a C∗-algebra A without unit, let M(A) stand for its multiplier C∗-algebra
defined by

M(A) = {a ∈ A∗∗ | aA ⊂ A, Aa ⊂ A}

where A∗∗ denotes the second dual (A∗)∗ of the C∗-algebra A. An action α
of T to A extends to M(A) and is still denoted by α. For an action α of T
to A, a unitary one-cocycle ut, t ∈ T relative to α is a strongly continuous
map t ∈ T→ ut ∈ U(M(A)) to the unitary group U(M(A)) satisfying ut+s =
usαs(ut), s, t ∈ T. The following proposition has been proved in [15].

Proposition 3.1 ([15, Proposition 4.3]). Let A and B be elementary equivalent
matrices, and choose matrices C and D satisfying A = CD and B = DC. Then
there exist an isomorphism Φ : OA ⊗ K → OB ⊗ K satisfying Φ(DA ⊗ C) =
DB ⊗ C and a homomorphism ϕ : C(XA,Z) → C(XB ,Z) of ordered groups
such that for each function f ∈ C(XA,Z) there exists a unitary one-cocycle

uft ∈ U(M(OA ⊗K)) relative to ρA,f ⊗ id such that

Φ ◦Ad(uft ) ◦ (ρA,ft ⊗ id) = (ρ
B,ϕ(f)
t ⊗ id) ◦ Φ for t ∈ T. (3.2)

In this section, we will first review the proof in [15] of the above proposition to
investigate the K-theoretic behavior of the above isomorphism Φ : OA ⊗ K →
OB ⊗ K. The proof of the above proposition is based on the the proof of [11,
Proposition 4.1], in which Morita equivalence of C∗-algebras has been used (cf.
[2], [3], [4], [5], [8], [12], [16], [18], [24]).
Let A and B be elementary equivalent matrices, and choose matrices C and
D satisfying A = CD and B = DC. As in the previous section, the
equality A(i, j) =

∑NB

k=1 C(i, k)D(k, j) for i, j = 1, . . . , NA forces that the
cardinal numbers of the two sets {a ∈ EA | s(a) = vAi , t(a) = vAj } and

{(c, d) ∈ EC × ED | s(c) = vAi , t(c) = s(d), t(d) = vAj } coincide. Hence
we may take a bijection from EA to the above subset of EC × ED. We fix it
and write it as ϕA,CD. By the other equality B = DC, one may take a bijection

written ϕB,DC from EB to a subset of ED×EC similarly. We set Z =

[
0 C
D 0

]
as a block matrix, and use the same notation as in the previous sections.
For an arbitrary fixed function f ∈ C(XA,Z), we may regard it as an element
of DA and hence of DZ by identifying it with f ⊕ 0 in DA ⊕DB = DZ . As

exp(2π
√
−1t(f ⊕ 0)) = exp(2π

√
−1tf)⊕ PD ∈ U(DZ),

the automorphism ρZ,f⊕0
t of OZ for t ∈ T defined by (1.5) satisfies

ρZ,f⊕0
t (Sc) = exp(2π

√
−1tf)Sc for c ∈ EC , (3.3)

ρZ,f⊕0
t (Sd) = Sd for d ∈ ED. (3.4)
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Fix c ∈ EC and d ∈ ED such that t(c) = s(d), and let a ∈ EA be the unique
edge satisfying ϕA,CD(a) = cd. Let b ∈ EB be the unique edge in EB satisfying
ϕB,DC(b) = dc, in a similar way. The equalities (3.3), (3.4) imply

ρZ,f⊕0
t (ScSd) = exp(2π

√
−1tf)ScSd = ρA,ft (Sa),

ρZ,f⊕0
t (SdSc) = Sdexp(2π

√
−1tf)Sc = Sdexp(2π

√
−1tf)S∗dSb.

We set ϕ(f) =
∑
d∈ED

SdfS
∗
d ∈ DZ . As PDϕ(f)PD = ϕ(f), we see that

ϕ(f) ∈ DB and hence ϕ(f) ∈ C(XB ,Z) satisfies∑
d∈ED

Sdexp(2π
√
−1tf)S∗d = exp(2π

√
−1tϕ(f)) ∈ U(DB).

We similarly set ψ(g) =
∑
c∈EC

ScgS
∗
c ∈ C(XA,Z) for g ∈ C(XB ,Z). We thus

see the following lemma.

Lemma 3.2 ([15, Lemma 4.1]). For f ∈ C(XA,Z), g ∈ C(XB ,Z) and t ∈ T,
we have

ρZ,f⊕0
t (ScSd) = ρA,ft (Sa), ρZ,f⊕0

t (SdSc) = ρ
B,ϕ(f)
t (Sb), (3.5)

ρZ,0⊕gt (SdSc) = ρB,gt (Sb), ρZ,0⊕gt (ScSd) = ρ
A,ψ(g)
t (Sa) (3.6)

where a ∈ EA, b ∈ EB and c ∈ EC , d ∈ ED satisfy ϕA,CD(a) = cd and
ϕB,DC(b) = dc, respectively.

We note that the homomorphisms ϕ : C(XA,Z) → C(XB ,Z) and ψ :
C(XB ,Z)→ C(XA,Z) satisfy the equalities

(ψ ◦ ϕ)(f) = f ◦ σA, (ϕ ◦ ψ)(g) = g ◦ σB

for f ∈ C(XA,Z) and g ∈ C(XB ,Z) ([15, Lemma 4.2]).
By [11, Proposition 4.1], one may find partial isometries vA, vB ∈M(OZ ⊗K)
such that

v∗AvA = v∗BvB = 1⊗ 1, vAv
∗
A = PC ⊗ 1, vBv

∗
B = PD ⊗ 1. (3.7)

Since

Ad(v∗A) : OA ⊗K → OZ ⊗K and Ad(v∗B) : OB ⊗K → OZ ⊗K (3.8)

are isomorphisms satisfying

Ad(v∗A)(DA ⊗ C) = DZ ⊗ C and Ad(v∗B)(DB ⊗ C) = DZ ⊗ C.

By putting

w = vBv
∗
A ∈M(OZ ⊗K), (3.9)

Φ = Ad(w) : OA ⊗K → OB ⊗K, (3.10)

uA,ft = w∗(ρZ,f⊕0
t ⊗ id)(w) for f ∈ C(XA,Z), (3.11)

uB,gt = w(ρZ,0⊕gt ⊗ id)(w∗) for g ∈ C(XB ,Z), (3.12)
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they satisfy Φ(DA ⊗ C) = DB ⊗ C and the equalities

Φ ◦Ad(uA,ft ) ◦ (ρA,ft ⊗ id) = (ρ
B,ϕ(f)
t ⊗ id) ◦ Φ for f ∈ C(XA,Z),

Φ ◦ (ρ
A,ψ(g)
t ⊗ id) = Ad(uB,gt ) ◦ (ρB,gt ⊗ id) ◦ Φ for g ∈ C(XB ,Z).

The above discussion is a sketch of the proof of Proposition 3.1 given in [15].
In what follows, we will reconstruct partial isometries vA, vB satisfying (3.7)
to investigate the K-theoretic behavior of the map Φ : OA ⊗ K → OB ⊗ K in
the following section. The idea of the reconstruction is due to the proof of [2,
Lemma 2.5] (cf. [11, Proposition 4.1]).
We are assuming that A = CD,B = DC. Keep the notation as in the preceding
section. Put EC = {c1, . . . , cNC

} and ED = {d1, . . . , dND
} for the matrices C

and D respectively. For k = 1, . . . , ND, take c(k) ∈ EC such that c(k)dk ∈
B2(XZ) so that we have

S∗c(k)Sc(k) ≥ SdkS∗dk .

Similarly for l = 1, . . . , NC , take d(l) ∈ ED such that d(l)cl ∈ B2(XZ) so that
we have

S∗d(l)Sd(l) ≥ SclS∗cl .

Put

U0 = PC , Uk = Sc(k)SdkS
∗
dk

for k = 1, . . . , ND, (3.13)

T0 = PD, Tl = Sd(l)SclS
∗
cl

for l = 1, . . . , NC . (3.14)

We then have

ND∑
k=1

U∗kUk =

ND∑
k=1

SdkS
∗
dk
S∗c(k)Sc(k)SdkS

∗
dk

=

ND∑
k=1

SdkS
∗
dk

= PD,

NC∑
k=1

T ∗l Tl =

NC∑
l=1

SclS
∗
cl
S∗d(l)Sd(l)SclS

∗
cl

=

NC∑
l=1

SclS
∗
cl

= PC .

We decompose the set N of natural numbers into disjoint infinite subsets N =
∪∞j=1Nj , and decompose Nj for each j once again into disjoint infinite sets Nj =
∪∞k=0Njk . Let {ei,j}i,j∈N be a set of matrix units which generate the algebra
K = K(`2(N)). Put the projections fj =

∑
i∈Nj

ei,i and fjk =
∑
i∈Njk

ei,i, both

of which converge in the strong operator topology on `2(N). Take a partial
isometry sjk,j such that s∗jk,jsjk,j = fj , sjk,js

∗
jk,j

= fjk and put sj,jk = s∗jk,j .
We set for n = 1, 2, . . . ,

un =

ND∑
k=1

Uk ⊗ snk,n, wn = PC ⊗ sn0,n + un,

tn =

NC∑
l=1

Tl ⊗ snl,n, zn = PD ⊗ sn0,n + tn.
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Lemma 3.3. Keep the above notations.

(i) w∗nwn = 1⊗ fn and wnw
∗
n ≤ PC ⊗ fn.

(ii) z∗nzn = 1⊗ fn and znz
∗
n ≤ PD ⊗ fn.

Proof. (i) Since u∗nun = PD ⊗ fn, we have

w∗nwn = PC ⊗ fn + u∗nun = PC ⊗ fn + PD ⊗ fn = 1⊗ fn.

On the other hand, we know that un(PC ⊗ sn,n0
) = (PC ⊗ sn,n0

)u∗n = 0 so that
we have

wnw
∗
n = PC ⊗ fn0

+ unu
∗
n = PC ⊗ fn0

+

ND∑
k=1

Sc(k)SdkS
∗
dk
S∗c(k) ⊗ fnk

.

As fn0
, fnk

≤ fn, we have

wnw
∗
n ≤ PC ⊗ fn.

(ii) is shown similarly.

We will reconstruct and study the isometry vA in (3.7). Let fn,m be a partial
isometry satisfying f∗n,mfn,m = fm, fn,mf

∗
n,m = fn. We put

v1 = w1 = PC ⊗ s10,1 + u1,

v2n = (PC ⊗ fn − v2n−1v
∗
2n−1)(PC ⊗ fn,n+1) for 1 ≤ n ∈ N,

v2n−1 = wn(1⊗ fn − v∗2n−2v2n−2) for 2 ≤ n ∈ N.

Lemma 3.4. Keep the above notation.

(i) v∗2n−2v2n−2 + v∗2n−1v2n−1 = 1⊗ fn.

(ii) v2n−1v
∗
2n−1 + v2nv

∗
2n = PC ⊗ fn.

Proof. (i) As w∗nwn = 1⊗ fn, we have

v∗2n−2v2n−2 + v∗2n−1v2n−1

=v∗2n−2v2n−2 + (1⊗ fn − v∗2n−2v2n−2)w∗nwn(1⊗ fn − v∗2n−2v2n−2)

=v∗2n−2v2n−2 + 1⊗ fn − v∗2n−2v2n−2

=1⊗ fn.

(ii) We have

v2n−1v
∗
2n−1 + v2nv

∗
2n

=v2n−1v
∗
2n−1 + (PC ⊗ fn − v2n−1v

∗
2n−1)(PC ⊗ fn)(PC ⊗ fn − v2n−1v

∗
2n−1)

=v2n−1v
∗
2n−1 + PC ⊗ fn − v2n−1v

∗
2n−1

=PC ⊗ fn.
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By the above lemma, one may see that the summations
∑∞
n=1 v2n−2 and∑∞

n=1 v2n−1 converge in M(OZ ⊗ K) to certain partial isometries written vev
and vod respectively in the strict topology of the multiplier algebra of OZ ⊗K.
Similarly we obtain a partial isometry vA =

∑∞
n=1 vn in M(OZ ⊗ K) in the

strict topology. Therefore we have the next lemma.

Lemma 3.5. The partial isometries vev, vod and vA defined above satisfy the
following relations:

(i) vA = vod + vev.

(ii) v∗odvod + v∗evvev = 1⊗ 1.

(iii) vodv
∗
od + vevv

∗
ev = PC ⊗ 1.

(iv) v∗AvA = 1⊗ 1 and vAv
∗
A = PC ⊗ 1.

We put

qCod =

∞∑
n=1

v2n−1(PC ⊗ 1)v∗2n−1, qDod =

∞∑
n=1

v2n−1(PD ⊗ 1)v∗2n−1

so that

qCod + qDod = vodv
∗
od and hence qCod + qDod + vevv

∗
ev = PC ⊗ 1.

We will show the following lemma.

Lemma 3.6. vA(ρZ,f⊕0
t ⊗ id)(v∗A) = qCod + (Ut(−f)⊗ 1)qDod + vevv

∗
ev.

Proof. We notice that ρZ,f⊕0
t (Sc) = Ut(f)Sc for c ∈ EC and ρZ,f⊕0

t (Sd) = Sd
for d ∈ ED. As v2n−1v

∗
2n−1 ∈ DZ ⊗ C, we have (ρZ,f⊕0

t ⊗ id)(v2n−1v
∗
2n−1) =

v2n−1v
∗
2n−1 and hence (ρZ,f⊕0

t ⊗ id)(vev) = vev. We then have

vA(ρZ,f⊕0
t ⊗ id)(v∗A) = vod(ρ

Z,f⊕0
t ⊗ id)(v∗od) + vev(ρ

Z,f⊕0
t ⊗ id)(v∗ev)

=

∞∑
n=1

v2n−1(ρZ,f⊕0
t ⊗ id)(v∗2n−1) + vevv

∗
ev.

Since

v1(PC ⊗ 1) = PC ⊗ s10,1 and v1(PD ⊗ 1) =

ND∑
k=1

Sc(k)SdkS
∗
dk
⊗ s1k,1,
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we have

(ρZ,f⊕0
t ⊗ id)(v∗1) = (PC ⊗ 1)v∗1 + (ρZ,f⊕0

t ⊗ id)((PD ⊗ 1)v∗1)

= (PC ⊗ 1)v∗1 +

ND∑
k=1

SdkS
∗
dk
ρZ,f⊕0
t (S∗c(k))⊗ s

∗
1k,1

= (PC ⊗ 1)v∗1 +

ND∑
k=1

SdkS
∗
dk
S∗c(k)Ut(−f)⊗ s∗1k,1

= (PC ⊗ 1)v∗1 + (PD ⊗ 1)v∗1(Ut(−f)⊗ 1),

so that

v1(ρZ,f⊕0
t ⊗ id)(v∗1) = v1(PC ⊗ 1)v∗1 + v1(PD ⊗ 1)v∗1(Ut(−f)⊗ 1)

= v1(PC ⊗ 1)v∗1 + (Ut(−f)⊗ 1)v1(PD ⊗ 1)v∗1 .

For 2 ≤ n ∈ N, we have

v2n−1(PC ⊗ 1) = (PC ⊗ sn0,n)(1⊗ fn − v∗2n−2v2n−2),

v2n−1(PD ⊗ 1) =

ND∑
k=1

(Sc(k)SdkS
∗
dk
⊗ snk,n)(1⊗ fn − v∗2n−2v2n−2),

and hence

(ρZ,f⊕0
t ⊗ id)((PD ⊗ 1)v∗2n−1)

=(1⊗ fn − v∗2n−2v2n−2)

ND∑
k=1

SdkS
∗
dk
ρZ,f⊕0
t (S∗c(k))⊗ s

∗
nk,n

=(1⊗ fn − v∗2n−2v2n−2)

ND∑
k=1

SdkS
∗
dk
S∗c(k)Ut(−f)⊗ s∗nk,n

=(PD ⊗ 1)v∗2n−1(Ut(−f)⊗ 1)

so that

v2n−1(ρZ,f⊕0
t ⊗ id)(v∗2n−1)

=v2n−1(PC ⊗ 1)v∗2n−1 + v2n−1(PD ⊗ 1)v∗2n−1(Ut(−f)⊗ 1)

=v2n−1(PC ⊗ 1)v∗2n−1 + (Ut(−f)⊗ 1)v2n−1(PD ⊗ 1)v∗2n−1.

Therefore we have

vod(ρ
Z,f⊕0
t ⊗ id)(v∗od) = qCod + (Ut(−f)⊗ 1)qDod

and hence

vA(ρZ,f⊕0
t ⊗ id)(v∗A) = qCod + (Ut(−f)⊗ 1)qDod + vevv

∗
ev.

Documenta Mathematica 22 (2017) 873–915



898 Kengo Matsumoto

By using tn, zn instead of un, wn respectively, we similarly obtain a partial
isometry vB in M(OZ ⊗K) in the strict topology. We then have the following
lemmas.

Lemma 3.7.

(i) The partial isometry vA(ρZ,f⊕0
t ⊗ id)(v∗A) for f ∈ C(XA,Z), t ∈ T belongs

to M(DA ⊗ C) and satisfies

vA(ρ
Z,(f1+f2)⊕0
t ⊗ id)(v∗A) = vA(ρZ,f1⊕0

t ⊗ id)(v∗A)vA(ρZ,f2⊕0
t ⊗ id)(v∗A)

for f1, f2 ∈ C(XA,Z), t ∈ T.

(ii) The partial isometry vB(ρZ,0⊕gt ⊗ id)(v∗B) for g ∈ C(XB ,Z), t ∈ T belongs
to M(DB ⊗ C) and satisfies

vB(ρ
Z,0⊕(g1+g2)
t ⊗ id)(v∗B) = vB(ρZ,0⊕g1t ⊗ id)(v∗B)vB(ρZ,0⊕g2t ⊗ id)(v∗B)

for g1, g2 ∈ C(XB ,Z), t ∈ T.

Proof. (i) Since the projections qCod, q
D
od, vevv

∗
ev all belong to the multiplier alge-

bra M(DA⊗C) of DA⊗C, the preceding lemma ensures that the partial isometry
vA(ρZ,f⊕0⊗ id)(v∗A) belongs to M(DA⊗C). As Ut(f1 +f2) = Ut(f1)Ut(f2), the
desired equality follows.
(ii) is shown similarly.

Lemma 3.8.

(i) (ρZ,0⊕gt ⊗ id)(vA) = vA for g ∈ C(XB ,Z), t ∈ T.

(ii) (ρZ,f⊕0
t ⊗ id)(vB) = vB for f ∈ C(XA,Z), t ∈ T.

Proof. (i) Since ρZ,0⊕gt (Sc) = Sc, ρ
Z,0⊕g
t (Sd) = e2π

√
−1tgSd, we have

ρZ,0⊕gt (Uk) =ρZ,0⊕gt (Sc(k)SdkS
∗
dk

)

=Sc(k)e
2π
√
−1tgSdkS

∗
dk
e−2π

√
−1tg

=Sc(k)SdkS
∗
dk

= Uk.

Hence (ρZ,0⊕gt ⊗ id)(un) = un so that (ρZ,0⊕gt ⊗ id)(wn) = wn. We then have

(ρZ,0⊕gt ⊗ id)(v1) = (ρZ,0⊕gt ⊗ id)(PC ⊗ s10,1 + u1) = PC ⊗ s10,1 + u1 = v1.

Since v2n−1v
∗
2n−1, v

∗
2n−2v2n−2 ∈ DZ ⊗ C and the restriction of ρZ,0⊕gt ⊗ id to

DZ ⊗ C is the identity, we easily know that

(ρZ,0⊕gt ⊗ id)(v2n) = v2n, (ρZ,0⊕gt ⊗ id)(v2n−1) = v2n−1 for n ∈ N.

We thus have (ρZ,0⊕gt ⊗id)(vn) = vn for all n ∈ N and hence (ρZ,0⊕gt ⊗id)(vA) =
vA.
(ii) is shown similarly.
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We put

w = vBv
∗
A ∈M(OZ ⊗K),

uA,ft = w∗(ρZ,f⊕0
t ⊗ id)(w) for f ∈ C(XA,Z),

uB,gt = w(ρZ,0⊕gt ⊗ id)(w∗) for g ∈ C(XB ,Z).

By Lemma 3.8, we have

uA,ft = vAv
∗
B(ρZ,f⊕0

t ⊗ id)(vB)(ρZ,f⊕0
t ⊗ id)(v∗A) = vA(ρZ,f⊕0

t ⊗ id)(v∗A) (3.15)

and similarly uB,gt = vB(ρZ,0⊕gt ⊗ id)(v∗B).

Lemma 3.9.

(i) For each f ∈ C(XA,Z), the unitaries uA,ft , t ∈ T give rise to a unitary

representation of T in M(DA ⊗ C) which satisfies uA,f1+f2
t = uA,f1t uA,f2t

for f1, f2 ∈ C(XA,Z).

(ii) For each g ∈ C(XB ,Z), the unitaries uB,gt , t ∈ T give rise to a unitary

representation of T in M(DB ⊗ C) which satisfies uB,g1+g2
t = uB,g1t uB,g2t

for g1, g2 ∈ C(XB ,Z).

Proof. (i) By Lemma 3.6 and (3.15), we have

uA,ft uA,fs =vA(ρZ,f⊕0
t ⊗ id)(v∗A)vA(ρZ,f⊕0

s ⊗ id)(v∗A)

=(qCod + (Ut(−f)⊗ 1)qDod + vevv
∗
ev)(q

C
od + (Us(−f)⊗ 1)qDod + vevv

∗
ev)

=qCod + (Ut+s(−f)⊗ 1)qDod + vevv
∗
ev = uA,ft+s.

The equality uA,f1+f2
t = uA,f1t uA,f2t immediately follows from Lemma 3.7. (ii)

is shown similarly.

We thus have

Proposition 3.10. Let A,B be nonnegative irreducible and non-permutation
matrices. Suppose that they are elementary equivalent, and choose matrices
C and D satisfying A = CD, B = DC. Then there exist an isomorphism Φ :
OA⊗K → OB⊗K satisfying Φ(DA⊗C) = DB⊗C, and unitary representations

t ∈ T → uA,ft ∈ M(DA ⊗ C) for each f ∈ C(XA,Z) and t ∈ T → uB,gt ∈
M(DB ⊗ C) for each g ∈ C(XB ,Z) such that

Φ ◦Ad(uA,ft ) ◦ (ρA,ft ⊗ id) = (ρ
B,ϕ(f)
t ⊗ id) ◦ Φ for f ∈ C(XA,Z),

Φ ◦ (ρ
A,ψ(g)
t ⊗ id) = Ad(uB,gt ) ◦ (ρB,gt ⊗ id) ◦ Φ for g ∈ C(XB ,Z).

Proof. As in the proof of [15, Proposition 4.3], the map Φ = Ad(w) where
w = vBv

∗
A gives rise to an isomorphism Φ : OA ⊗ K → OB ⊗ K such that

Φ(DA ⊗ C) = DB ⊗ C and

Φ ◦Ad(uA,ft ) ◦ (ρA,ft ⊗ id) = (ρ
B,ϕ(f)
t ⊗ id) ◦ Φ.

The other equality is shown similarly.
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Since both homomorphisms ϕ : C(XA,Z) → C(XB ,Z) and ψ : C(XB ,Z) →
C(XA,Z) satisfy ϕ(1) = 1, ψ(1) = 1, we have the following corollary.

Corollary 3.11 (cf. [7, Theorem 3.8], [6, Theorem 2.3]). Let A,B be ir-
reducible non-permutation matrices. Suppose that the two-sided topological
Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologically conjugate. Then there
exist an isomorphism Φ : OA ⊗ K → OB ⊗ K of C∗-algebras satisfying
Φ(DA ⊗ C) = DB ⊗ C, and unitary representations t ∈ T → vAt ∈ M(DA ⊗ C)
and t ∈ T→ vBt ∈M(DB ⊗ C) such that

Φ ◦Ad(vAt ) ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ,
Φ ◦ (ρAt ⊗ id) = Ad(vBt ) ◦ (ρBt ⊗ id) ◦ Φ

where ρAt and ρBt are the gauge actions on OA and OB, respectively.

Remark 3.12. We must emphasize that Cuntz–Krieger in [7, Theorem 3.8]
and Cuntz in [6, Theorem 2.3] have shown that the stabilized Cuntz–Krieger
triplet (OA ⊗ K,DA ⊗ C, ρA ⊗ id) is invariant under topological conjugacy of
the two-sided topological Markov shifts (X̄A, σ̄A). Hence the above corollary
is weaker than their result.

Before ending this section, we will introduce a notion of strong Morita equiva-
lence in the stabilized Cuntz–Krieger triplets. The triplet (OA⊗K,DA⊗C, ρA⊗
id) is called the stabilized Cuntz–Krieger triplet. Two stabilized Cuntz–Krieger
triplets (OA ⊗ K,DA ⊗ C, ρA ⊗ id) and (OB ⊗ K,DB ⊗ C, ρB ⊗ id) are said to
be strong Morita equivalent in 1-step if there exist a stabilized Cuntz–Krieger
triplet (OZ ⊗K,DZ ⊗ C, ρZ ⊗ id) and isomorphisms of C∗-algebras

ΦA : OZ ⊗K −→ OA ⊗K, ΦB : OZ ⊗K −→ OB ⊗K

satisfying

ΦA(DZ⊗C) = DA ⊗ C, ΦB(DZ ⊗ C) = DB ⊗ C,
ρZt ⊗ id =(Φ−1

B ◦ ρ
B
t ⊗ id ◦ ΦB) ◦ (Φ−1

A ◦ ρ
A
t ⊗ id ◦ ΦA)

=(Φ−1
A ◦ ρ

A
t ⊗ id ◦ ΦA) ◦ (Φ−1

B ◦ ρ
B
t ⊗ id ◦ ΦB).

If two stabilized Cuntz–Krieger triplets (OA ⊗K,DA ⊗ C, ρA ⊗ id) and (OB ⊗
K,DB ⊗C, ρB ⊗ id) are connected by n-chains of strong Morita equivalences in
1-step, they are said to be strong Morita equivalent in n-step, or simply strong
Morita equivalent.

Proposition 3.13. Let A and B be irreducible and not any permutation matri-
ces. Suppose that A,B are elementary equivalent. Then the stabilized Cuntz–
Krieger triplets (OA ⊗K,DA ⊗ C, ρA ⊗ id) and (OB ⊗K,DB ⊗ C, ρB ⊗ id) are
strong Morita equivalent in 1-step.
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Proof. Let Z =

[
0 C
D 0

]
. Take isometries vA, vB ∈M(OZ⊗K) satisfying (3.7).

By Lemma 3.8, the following identities hold

(ρZ,0⊕1
t ⊗ id)(vA) = vA, (ρZ,1⊕0

t ⊗ id)(vB) = vB .

Define ΦA = Ad(vA),ΦB = Ad(vB). As in (3.8), they give rise to isomorphisms

ΦA : OZ ⊗K −→ OA ⊗K, ΦB : OZ ⊗K −→ OB ⊗K

satisfying

ΦA(DZ ⊗ C) = DA ⊗ C, ΦB(DZ ⊗ C) = DB ⊗ C.

Since we see

ρZ,0⊕1
t (Sc) = Sc, ρZ,0⊕1

t (Sd) = e2π
√
−1tSd,

ρZ,1⊕0
t (Sc) = e2π

√
−1tSc, ρZ,1⊕0

t (Sd) = Sd

for c ∈ C, d ∈ D, we have for x⊗K ∈ OZ ⊗K

((ρAt ⊗ id) ◦ ΦA)(x⊗K) =(ρZ,0⊕1
t ⊗ id)(vA(x⊗K)v∗A)

=vA(ρZ,0⊕1
t ⊗ id)(x⊗K)v∗A

=ΦA ◦ (ρZ,0⊕1
t ⊗ id)(x⊗K).

Hence we have (ρAt ⊗ id)◦ΦA = ΦA◦(ρZ,0⊕1
t ⊗ id) and similarly (ρBt ⊗ id)◦ΦB =

ΦB ◦ (ρZ,1⊕0
t ⊗ id). Since

ρZt ⊗ id = (ρZ,1⊕0
t ⊗ id) ◦ (ρZ,0⊕1

t ⊗ id) = (ρZ,0⊕1
t ⊗ id) ◦ (ρZ,1⊕0

t ⊗ id),

we know the assertion.

Therefore we have the following corollary.

Corollary 3.14. If A,B are strong shift equivalent, then the stabilized Cuntz–
Krieger triplets (OA ⊗K,DA ⊗ C, ρA ⊗ id) and (OB ⊗K,DB ⊗ C, ρB ⊗ id) are
strong Morita equivalent.

4 Behavior on K-theory

In this section we will study the behavior of the isomorphism Φ : OA ⊗ K →
OB ⊗K in Proposition 3.10 on their K-groups Φ∗ : K0(OA)→ K0(OB) under
the condition A = CD,B = DC.
Recall that A = [A(i, j)]Ni,j=1 is an N ×N matrix with entries in nonnegative
integers. Then the associated graph GA = (VA, EA) consists of the vertex set
VA = {vA1 , . . . , vAN} of N vertices and edge set EA = {a1, . . . , aNA

}, where
there are A(i, j) edges from vAi to vAj . Denote by t(ai), s(ai) the terminal
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vertex of ai, the source vertex of ai, respectively. The graph GA has the
NA×NA transition matrix AG = [AG(i, j)]NA

i,j=1 of edges defined by (2.1). The
Cuntz–Krieger algebra OA is defined as the Cuntz–Krieger algebra OAG for the
matrix AG which is the universal C∗-algebra generated by partial isometries
Sai , i = 1, . . . , NA subject to the relations (2.2). We similarly consider the
NB ×NB matrix BG with entries in {0, 1} for the graph GB = (VB , EB) of the
matrix B with vertex set VB = {vB1 , . . . , vBM} and edge set EB = {b1, . . . , bNB

},
so that we have the other Cuntz–Krieger algebra OBG for the matrix BG which
is denoted by OB .
Now we are assuming that A = CD and B = DC for some nonnegative rectan-
gular matrices C and D. Both A and B are also assumed to be irreducible and
not any permutations. Since A = CD, the edge set EA is regarded as a subset
of the product EC ×ED of those of EC and ED. As in Section 2, we may take
a bijection ϕA,CD from EA to a subset of EC × ED. For any ai ∈ EA, there
uniquely exist c(ai) ∈ EC and d(ai) ∈ ED such that ϕA,CD(ai) = c(ai)d(ai).
We write it simply as ai = c(ai)d(ai). Similarly, for any edge bl ∈ EB , there
uniquely exist d(bl) ∈ ED and c(bl) ∈ EC such that ϕB,DC(bl) = d(bl)c(bl), sim-

ply written bl = d(bl)c(bl). We define the NA×NB matrix D̂ = [D̂(i, l)]l=1,...,NB

i=1,...,NA

by

D̂(i, l) =

{
1 if d(ai) = d(bl),

0 otherwise.
(4.1)

Lemma 4.1. The matrix D̂t : ZNA → ZNB induces a homomorphism from

ZNA/(id− (AG)
t
)ZNA to ZNB/(id− (BG)

t
)ZNB as abelian groups.

Proof. For i = 1, . . . , NA and l = 1, . . . , NB , we know that both

[AGD̂](i, l) =

NA∑
j=1

AG(i, j)D̂(j, l) and [D̂BG](i, l) =

NB∑
k=1

D̂(i, k)BG(k, l)

are the cardinal number of the set {c ∈ EC | d(ai)cd(bl) ∈ B3(XZ)}. Hence we
have AGD̂ = D̂BG. We then have that D̂t(id− (AG)t)ZNA ⊂ (id− (BG)t)ZNB

so that D̂t induces a desired homomorphism.

We denote by ΦD̂t the above homomorphism from ZNA/(id− (AG)
t
)ZNA to

ZNB/(id− (BG)
t
)ZNB induced by D̂t.

Let us denote by [eNA
i ] the class of the vector eNA

i = (0, . . . , 0,
i
1, 0, . . . , 0) ∈

ZNA in ZNA/(id− (AG)
t
)ZNA . It was shown in [6] that the correspondence

εAG : K0(OAG) → ZNA/(id− (AG)
t
)ZNA defined by εAG([SaiS

∗
ai ]) = [eNA

i ]
yields an isomorphism of abelian groups. We then have

Proposition 4.2. Suppose that A = CD,B = DC. Let Φ : OA⊗K → OB⊗K
be the isomorphism constructed in the proof of Proposition 3.10 such that Φ =
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Ad(w) with w = vBv
∗
A for the isometry vA as well as vB defined before Lemma

3.5. Then the diagram

K0(OAG)
Φ∗−−−−→ K0(OBG)

εAG

y yεBG

ZNA/(id− (AG)
t
)ZNA

ΦD̂t−−−−→ ZNB/(id− (BG)
t
)ZNB

is commutative.

Proof. We note that K = K(`2(N)) has a countable basis and N is decomposed
such as N = ∪∞j=1Nj where Nj is also a disjoint infinite set such as Nj =
∪∞k=0Njk with disjoint infinite sets Njk for every k = 0, 1, 2, . . . . We write Njk
as Njk = {jk(0), jk(1), jk(2), . . . }. In particular for j = 1, k = 0, we denote by
n̄ = 10(n) for n = 0, 1, 2, . . . so that N10 = {0̄, 1̄, 2̄, . . . }. Let pn̄, n = 0, 1, 2, . . .
be the sequence of projections of rank one in K such that

∑∞
n=0 pn̄ = f10

. By
[6, Proposition 3.1], the group K0(OAG) is generated by the projections of the
form

SaiS
∗
ai ⊗ p0̄, i = 1, . . . , NA.

Denote by 1A the unit ofOAG so that [1A] =
∑NA

i=1[SaiS
∗
ai⊗p0̄] inK0(OAG). Let

Φ = Ad(w) : OAG⊗K → OBG⊗K be the isomorphism constructed in the proof
of Proposition 3.10. Hence Φ∗ : K0(OAG) → K0(OBG) satisfies Φ∗([SaiS

∗
ai ⊗

p0̄]) = [w(SaiS
∗
ai⊗p0̄)∗w∗]. To complete the proof of the proposition, we provide

the following two lemmas.

Let l(i) be the number l = 1, . . . , NC satisfying cl = c(ai) so that d(l(i)) ∈ ED
satisfies Tl(i) = Sd(l(i))Sc(ai)S

∗
c(ai)

in (3.14). We put s1l(i),10 = s1l(i),1s1,10 and
s10,1l(i)

= s∗1l(i),10
.

Lemma 4.3. Keep the above notation.

(i) w(SaiS
∗
ai ⊗ p0̄)w∗ = vB(SaiS

∗
ai ⊗ s1,10p0̄s10,1)v∗B .

(ii) vB(SaiS
∗
ai ⊗ s1,10

p0̄s10,1)v∗B = Sd(l(i))Sc(ai)Sd(ai)S
∗
d(ai)

S∗c(ai)S
∗
d(l(i)) ⊗

s1l(i),10
p0̄s10,1l(i)

.

Proof. (i) The unitary w is given by w = vBv
∗
A. We know vA =

∑∞
n=1 vn and

v1 = PC ⊗ s10,1 +
∑ND

k=1 Uk ⊗ s1k,1. As p0̄s1k,1 = 0 for k = 1, . . . , ND, we have

v∗A(SaiS
∗
ai ⊗ p0̄)vA = v∗1(SaiS

∗
ai ⊗ p0̄)v1

= (PC ⊗ s10,1)∗(SaiS
∗
ai ⊗ p0̄)(PC ⊗ s10,1)

= SaiS
∗
ai ⊗ s1,10

p0̄s10,1.
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(ii) For cl ∈ EC = {c1, . . . , cNC
} and ai ∈ EA, we note that S∗clSai =

S∗clSc(ai)Sd(ai) if cl = c(ai), otherwise zero. Hence we have

vB(SaiS
∗
ai ⊗ s1,10

p0̄s10,1)v∗B

=

(
NC∑
l=1

Tl ⊗ s1l,1

)(
SaiS

∗
ai ⊗ s1,10

p0̄s10,1

)(NC∑
l′=1

Tl′ ⊗ s1l′ ,1

)∗

=

NC∑
l=1

Sd(l)SclS
∗
cl
SaiS

∗
aiSclS

∗
cl
S∗d(l) ⊗ s1l,1s1,10

p0̄s10,1s
∗
1l,1

=Sd(l(i))Sc(ai)Sd(ai)S
∗
d(ai)

S∗c(ai)S
∗
d(l(i)) ⊗ s1l(i),10

p0̄s10,1l(i)
.

Lemma 4.4. Sd(ai)S
∗
d(ai)

=
∑NB

l=1 D̂(i, l)SblS
∗
bl
.

Proof. In the algebra OBG , we have
∑NB

l=1 SblS
∗
bl

= 1. As bl = d(bl)c(bl), it im-

plies that
∑NB

l=1 Sd(bl)Sc(bl)S
∗
c(bl)

S∗d(bl)
= PD in OZ . By multiplying Sd(ai)S

∗
d(ai)

to the equality we have

NB∑
l=1

Sd(ai)S
∗
d(ai)

Sd(bl)Sc(bl)S
∗
c(bl)

S∗d(bl)
Sd(ai)S

∗
d(ai)

= Sd(ai)S
∗
d(ai)

.

Since
Sd(ai)S

∗
d(ai)

Sd(bl) = D̂(i, l)Sd(bl),

we have
NB∑
l=1

D̂(i, l)Sd(bl)Sc(bl)S
∗
c(bl)

S∗d(bl)
= Sd(ai)S

∗
d(ai)

.

As Sbl = Sd(bl)Sc(bl), we get the desired equality.

Proof of Proposition 4.2:
By using Lemma 4.3, we have the equalities in K0(OBG):

Φ∗([SaiS
∗
ai ⊗ p0̄]) = [Sd(l(i))Sc(ai)Sd(ai)S

∗
d(ai)

S∗c(ai)S
∗
d(l(i)) ⊗ s1l(i),10

p0̄s10,1l(i)
].

Since

[Sd(l(i))Sc(ai)Sd(ai)S
∗
d(ai)

S∗c(ai)S
∗
d(l(i)) ⊗ s1l(i),10

p0̄s10,1l(i)
]

=[Sd(ai)S
∗
d(ai)

⊗ f10
p0̄f10

] in K0(OBG),

and f10
p0̄f10

= p0̄, we have

Φ∗([SaiS
∗
ai ⊗ p0̄]) = [Sd(ai)S

∗
d(ai)

⊗ p0̄].

As εAG([SaiS
∗
ai⊗p0̄]) = [eNA

i ] and εBG([SblS
∗
bl
⊗p0̄]) = [eNB

l ], By using Lemma
4.4, we complete the proof of Proposition 4.2.
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Let SA and RA be the NA ×N matrix and N ×NA matrix defined by

SA(i, j) =

{
1 if t(ai) = vAj ,

0 otherwise,
RA(j, i) =

{
1 if vAj = s(ai),

0 otherwise,

for i = 1, . . . , NA and j = 1, . . . , N, respectively. We then have A = RASA and
AG = SARA. We similarly have the matrices SB , RB for the other matrix B
such that B = RBSB and BG = SBRB . The matrix StA : ZNA → ZN induces

a homomorphism ZNA/(id− (AG)
t
)ZNA → ZN/(id−At)ZN of abelian groups

which is actually an isomorphism since its inverse is given by a homomorphism
induced by RtA. The above isomorphism is denoted by ΦSt

A
. We have an

isomorphism ΦSt
B

: ZNB/(id− (BG)
t
)ZNB → ZM/(id−Bt)ZM in a similar

way.
Now we are assuming that A = CD,B = DC so that AC = CB and hence
CtAt = BtCt. The matrix Ct : ZN → ZM induces a homomorphism from
ZN/(id−At)ZN to ZM/(id−Bt)ZM as abelian groups, which is denoted by
ΦCt . It is actually an isomorphism with ΦDt as its inverse. We notice the
following lemma. The second assertion (ii) is pointed out by Hiroki Matui.
The author thanks him for his advice.

Lemma 4.5. (i) The diagram

ZNA/(id− (AG)
t
)ZNA

ΦD̂t−−−−→ ZNB/(id− (BG)
t
)ZNB

ΦSt
A

y yΦSt
B

ZN/(id−At)ZN
ΦCt−−−−→ ZM/(id−Bt)ZM

is commutative.

(ii) ΦSt
A

([(1, 1, . . . , 1)]) = [(1, 1, . . . , 1)].

Proof. (i) Since ΦD̂ is induced by the matrix D̂t, it suffices to prove the equality

D̂SB = SAC. Let (i, j) be i = 1, . . . , NA and j = 1, . . . ,M so that ai ∈ EA
and vBj ∈ VB . Let k be such that t(ai) = vAk . Hence we have

[SAC](i, j) =

N∑
n=1

SA(i, n)C(n, j) = C(k, j)

which is the number of edges of EC leaving vAk and terminating at vBj . On the
other hand,

[D̂SB ](i, j) =

MB∑
l=1

D̂(i, l)SB(l, j).

It is easy to see that the above number is also C(k, j).
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(ii) Since A = RASA, for each k = 1, . . . , NA with ak ∈ EA there exists a

unique i = 1, . . . , N such that s(ak) = vAi . Hence
∑N
i=1RA(i, k) = 1 so that

we have for each j = 1, . . . , N

N∑
i=1

At(j, i) =

N∑
i=1

NA∑
k=1

RA(i, k)SA(k, j)

=

NA∑
k=1

(
N∑
i=1

RA(i, k)

)
SA(k, j)

=

NA∑
k=1

StA(j, k).

We then see

ΦSt
A

([(1, 1, . . . , 1)]) = [(

NA∑
k=1

SA(k, 1),

NA∑
k=1

SA(k, 2), . . . ,

NA∑
k=1

SA(k,N))]

= [(

N∑
i=1

At(1, i),

N∑
i=1

At(2, i), . . . ,

N∑
i=1

At(N, i))]

= [(1, 1, . . . , 1)] in ZN/(id−At)ZN .

Put

εA = ΦSt
A
◦ εAG : K0(OA)→ ZN/(id−At)ZN , (4.2)

which is an isomorphism of groups such that εA([1A]) = [(1, 1, . . . , 1)]. We thus
reach the following theorem:

Theorem 4.6. Suppose that two nonnegative irreducible matrices A,B satisfy
A = CD,B = DC for some nonnegative rectangular matrices C,D. Let Φ :
OA ⊗K → OB ⊗K be the isomorphism constructed in the proof of Proposition
3.10 such that Φ = Ad(w) with w = vBv

∗
A for the isometry vA as well as vB

defined before Lemma 3.5. Then the diagram

K0(OA)
Φ∗−−−−→ K0(OB)

εA

y yεB
ZN/(id−At)ZN

ΦCt−−−−→ ZM/(id−Bt)ZM

is commutative, where all maps are isomorphisms of abelian groups.

We write A ≈
C,D

B if A = CD, B = DC. Recall that A,B are said to be strong

shift equivalent in n-step if there exist a finite sequence of square matrices
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A1, . . . , An−1 and two finite sequences of rectangular matrices C1, . . . , Cn and
D1, . . . , Dn such that

A = A0 ≈
C1,D1

A1, A1 ≈
C2,D2

A2, . . . , An−1 ≈
Cn,Dn

An = B.

This situation is written
A ≈
C1,D1

· · · ≈
Cn,Dn

B. (4.3)

R. F. Williams proved that two-sided topological Markov shifts (X̄A, σ̄A) and
(X̄B , σ̄B) are topologically conjugate if and only if A and B are strong shift
equivalent in n-step for some n ([25]). Hence we have the following corollary.

Corollary 4.7. Suppose that two matrices A,B are strong shift equiva-
lent in n-step for some two sequences of rectangular matrices C1, . . . , Cn and
D1, . . . , Dn as in (4.3). Then there exist an isomorphism Φ : OA⊗K → OB⊗K
of C∗-algebras and a unitary representation t ∈ T → vAt ∈ M(DA ⊗ C) such
that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦Ad(vAt ) ◦ (ρAt ⊗ id) = (ρBt ⊗ id) ◦ Φ,

and the following diagram is commutative

K0(OA)
Φ∗−−−−→ K0(OB)

εA

y yεB
ZN/(id−At)ZN

Φ(C1C2···Cn)t−−−−−−−−−→ ZM/(id−Bt)ZM .

We note that the inverse of
Φ(C1C2···Cn)t : ZN/(id−At)ZN → ZM/(id−Bt)ZM is given by

Φ(Dn···D2D1)t : ZM/(id−Bt)ZM → ZN/(id−At)ZN .

5 Converse and Invariant

In this section, we will study the converse of Corollary 3.11 by using Corollary
4.7. We fix a projection p1 of rank one in K.

Proposition 5.1. The following assertions are equivalent.

(i) There exist an isomorphism Φ : OA ⊗K → OB ⊗K of C∗-algebras and a
unitary one-cocycle ut ∈M(OB ⊗K), t ∈ T relative to ρBt ⊗ id such that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦ (ρAt ⊗ id) = Ad(ut) ◦ (ρBt ⊗ id) ◦ Φ, (5.1)

Φ∗([1A ⊗ p1]) = [1B ⊗ p1] in K0(OB). (5.2)

(ii) There exist an isomorphism ϕ : OA → OB and a unitary one-cocycle
vt ∈ U(OB), t ∈ T relative to ρBt on OB such that

ϕ(DA) = DB and ϕ ◦ ρAt = Ad(vt) ◦ ρBt ◦ ϕ, t ∈ T. (5.3)
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Proof. The implication (ii) =⇒ (i) is obvious by putting Φ = ϕ ⊗ id and
ut = vt ⊗ 1. We will show the implication (i) =⇒ (ii) in the following way.
By [13, Proposition 3.13], the condition Φ∗([1A ⊗ p1]) = [1B ⊗ p1] in K0(OB)
ensures that there exists a partial isometry V ∈ OB⊗K satisfying the following
conditions:

V (DB ⊗ C)V ∗ ⊂ DB ⊗ C, V ∗(DB ⊗ C)V ⊂ DB ⊗ C,
V V ∗ = 1B ⊗ p1, V ∗V = Φ(1A ⊗ p1).

Put Ψ = Ad(V ) ◦ Φ : OA ⊗K → OB ⊗K. It is straightforward to see that

Ψ(OA ⊗ Cp1) = OB ⊗ Cp1, Ψ(DA ⊗ Cp1) = DB ⊗ Cp1,

Ψ(1A ⊗ p1) = 1B ⊗ p1.

It is clear that Ψ∗ = Φ∗ : K0(OA)→ K0(OB). We identify OB⊗Cp1 with OB .
Put the partial isometry vt = V ut(ρ

B
t ⊗ id)(V ∗) ∈ OB ⊗ K. Since vt = (1B ⊗

p1)vt(1B ⊗ p1), by this identification, vt belongs to OB . Define ϕ : OA → OB
by setting ϕ(a) = Ψ(a⊗ p1) for a ∈ OA. It then follows that

ϕ(ρAt (a))⊗ p1 =V Φ(ρAt (a)⊗ p1)V ∗

=V (Ad(ut) ◦ (ρBt ⊗ id) ◦ Φ)(a⊗ p1)V ∗

=V ut(ρ
B
t ⊗ id)(V ∗)(ρBt ⊗ id)Φ(V (a⊗ p1)V ∗)(ρBt ⊗ id)(V )u∗tV

∗

=vt((ρ
B
t ⊗ id) ◦Ψ)(a⊗ p1)v∗t

=(Ad(vt) ◦ (ρBt ◦ ϕ)(a))⊗ p1

so that we have ϕ(ρAt (a)) = (Ad(vt) ◦ ρBt ◦ ϕ)(a). Since we have

(ρBt ⊗ id)(Φ(1A ⊗ p1)) =(Ad(u∗t ) ◦ Φ ◦ (ρAt ⊗ id))(1A ⊗ p1)

=u∗tΦ(1A ⊗ p1)ut = u∗tV
∗V ut,

we have

vtρ
B
t (vs) =V ut(ρ

B
t ⊗ id)(V ∗)(ρBt ⊗ id)(V us(ρ

B
s ⊗ id)(V ∗))

=V ut(ρ
B
t ⊗ id)(V ∗V )(ρBt ⊗ id)(us)(ρ

B
t ◦ ρBs ⊗ id)(V ∗)

=V ut(ρ
B
t ⊗ id)(Φ(1A ⊗ p1))(ρBt ⊗ id)(us)(ρ

B
t+s ⊗ id)(V ∗)

=V utu
∗
tV
∗V ut(ρ

B
t ⊗ id)(us)(ρ

B
t+s ⊗ id)(V ∗)

=V ut(ρ
B
t ⊗ id)(us)(ρ

B
t+s ⊗ id)(V ∗)

=V ut+s(ρ
B
t+s ⊗ id)(V ∗)

=vt+s.

Hence vt, t ∈ T is a unitary one-cocycle relative to ρB .
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Remark 5.2. Let vt in OB be a unitary one-cocycle relative to ρBt satisfying
(5.3). For a ∈ DA, we see that ϕ(ρAt (a)) = Ad(vt)(ρ

B
t (ϕ(a))). As ρAt (a) = a

and ϕ(a) belongs to DB so that we have ϕ(a) = Ad(vt)(ϕ(a)). Hence vt
commutes with any element of DB . This implies that vt belongs to DB and
hence it is fixed by the action ρB . Therefore a unitary one-cocycle vt in OB
relative to ρBt satisfying (5.3) automatically belongs to DB and yields a unitary
representation t ∈ T → vt ∈ DB . Since the unitary ut in (5.1) is given by
ut = vt⊗1 from the unitary vt satisfying (5.3), the unitary one-cocycle ut in the
statement (i) of the above proposition can be taken as a unitary representation
t ∈ T→ ut ∈M(DB ⊗ C) which is fixed by the action ρBt ⊗ id.

Corollary 5.3. If there exist an isomorphism Φ : OA ⊗ K → OB ⊗ K of
C∗-algebras and a unitary one-cocycle ut in M(OB ⊗ K) relative to ρBt ⊗ id
such that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦ (ρAt ⊗ id) = Ad(ut) ◦ (ρBt ⊗ id) ◦ Φ,
Φ∗([1A ⊗ p1]) = [1B ⊗ p1] in K0(OB),

then two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologi-
cally conjugate.

Proof. Suppose that there exist an isomorphism Φ : OA ⊗K → OB ⊗K and a
unitary one-cocycle ut in M(OB ⊗ K) relative to ρBt ⊗ id satisfying the above
equalities. Proposition 5.1 tells us that there exist an isomorphism ϕ : OA →
OB and a unitary one-cocycle vt ∈ U(OB), t ∈ T relative to ρBt onOB satisfying
(5.3). Hence the one-sided topological Markov shifts (XA, σA) and (XB , σB)
are strongly continuous orbit equivalent by [14, Theorem 6.7]. It also implies
topological conjugacy of their two-sided topological Markov shifts (X̄A, σ̄A) and
(X̄B , σ̄B) by [14, Theorem 5.5].

Definition 5.4. An isomorphism ξ : OB ⊗ K → OA ⊗ K of C∗-algebras is
said to be induced from strong shift equivalence if there exist a strong shift
equivalence A ≈

C1,D1

· · · ≈
Cn,Dn

B and a unitary one-cocycle ut in M(OA ⊗ K)

relative to ρAt ⊗ id such that

ξ(DB ⊗ C) = DA ⊗ C, ξ ◦ (ρBt ⊗ id) = Ad(ut) ◦ (ρAt ⊗ id) ◦ ξ,
ξ∗ = ε−1

A ◦ Φ(Dn···D2D1)t ◦ εB : K0(OB)→ K0(OA).

In this case, we say that ξ : OB ⊗ K → OA ⊗ K is induced from strong shift
equivalence A ≈

C1,D1

· · · ≈
Cn,Dn

B.

We will define the strong shift equivalence invariant subset KSSE
0 (OA) of

K0(OA) as follows.

Definition 5.5.

KSSE
0 (OA) = {[p] ∈ K0(OA) | there exist a square matrix B and

an isomorphism ξ : OB ⊗K → OA ⊗K induced from

strong shift equivalence such that ξ∗([1B ]) = [p] in K0(OA)}.
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We note that the class [1A] in K0(OA) of the unit 1A of OA always belongs to
the set KSSE

0 (OA), because we may take B = A and ξ = id.

Proposition 5.6. Suppose that there exists a topological conjugacy be-
tween (X̄A, σ̄A) and (X̄B , σ̄B). Then there exists an isomorphism η :
K0(OA) → K0(OB) satisfying η(KSSE

0 (OA)) = KSSE
0 (OB). Hence the pair

(K0(OA),KSSE
0 (OA)) is an invariant under topological conjugacy of two-sided

topological Markov shifts.

Proof. Suppose that (X̄A, σ̄A) and (X̄B , σ̄B) are topologically conjugate so
that A ≈

C1,D1

· · · ≈
Cn,Dn

B for some nonnegative rectangular matrices

C1, D1, . . . , Cn, Dn. By Corollary 4.7, the strong shift equivalence induces
an isomorphism ξBA : OA ⊗ K → OB ⊗ K and a unitary one-cocycle ut in
M(OB ⊗K) relative to ρBt ⊗ id such that

ξBA(DA ⊗ C) = DB ⊗ C, ξBA ◦ (ρAt ⊗ id) = Ad(ut) ◦ (ρBt ⊗ id) ◦ ξBA,
ξBA∗ = Φ(C1···Cn)t : K0(OA)→ K0(OB).

Put η = ξBA∗ : K0(OA) → K0(OB). Take an element [p] ∈ KSSE
0 (OA). There

exist a square nonnegative matrix A′ and an isomorphism ξAA′ : OA′ ⊗ K →
OA⊗K of C∗-algebras induced from strong shift equivalence A′ ≈

C′1,D
′
1

· · · ≈
C′

n′ ,D
′
n′

A such that ξAA′∗([1A′ ]) = [p] in K0(OA). Then the isomorphism ξBA ◦ ξAA′ :
OA′ ⊗K → OB ⊗K is induced from strong shift equivalence

A′ ≈
C′1,D

′
1

· · · ≈
C′

n′ ,D
′
n′

A ≈
C1,D1

· · · ≈
Cn,Dn

B

such that η([p]) = (ξBA ◦ ξAA′)∗([1A′ ]) in K0(OB) so that η([p]) ∈ KSSE
0 (OB).

Suppose that two matrices A,B are strong shift equivalent in n-step such as
(4.3). The matrix B in (4.3) is given by B = DnCn so that (4.3) is written as

A ≈
C1,D1

· · · ≈
Cn,Dn

DnCn. (5.4)

We set the following sequence SSEn(A), n = 1, 2, . . . of subsets of the group
ZN

SSEn(A)

={v ∈ ZN | v = Dt
1 · · ·Dt

n−1D
t
n[1, 1, . . . , 1]t, A ≈

C1,D1

· · · ≈
Cn,Dn

DnCn},

where [1, 1, . . . , 1]t denotes (the row size of Dn) × 1 matrix whose entries are
all 1’s. We define the sequence KSSE

alg,n(A), n = 1, 2, . . . of subsets of the group

ZN/(id−At)ZN by

KSSE
alg,n(A) = {[v] ∈ ZN/(id−At)ZN | v ∈ SSEn(A)}, n = 1, 2, . . . .
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We then define the subset KSSE
alg (A) of ZN/(id−At)ZN by

KSSE
alg (A) = ∪∞n=1 KSSE

alg,n(A).

By Corollary 4.7, we have the following proposition

Proposition 5.7. Let εA : K0(OA) → ZN/(id − At)ZN be the isomorphism
defined in (4.2). Then we have

εA(KSSE
0 (OA)) = KSSE

alg (A).

Proof. For [p] ∈ KSSE
0 (OA), there exist a nonnegative square matrix B with a

strong shift equivalence A ≈
C1,D1

· · · ≈
Cn,Dn

B, an isomorphism ξ : OB ⊗ K →

OA ⊗ K of C∗-algebras and a unitary one-cocycle ut, t ∈ T relative to ρA ⊗ id
such that

ξ(DB ⊗ C) = DA ⊗ C, ξ ◦ (ρBt ⊗ id) = Ad(ut) ◦ (ρAt ⊗ id) ◦ ξ, (5.5)

ξ∗ = ε−1
A ◦ Φ(Dn···D2D1)t ◦ εB : K0(OB)→ K0(OA) and ξ∗([1B ]) = [p].

(5.6)

Since εB([1B ]) = [[1, 1, . . . , 1]t] in ZM/(id−Bt)ZM , we have

εA([p]) =εA ◦ ξ∗([1B ]) (5.7)

=Φ(Dn···D2D1)t ◦ εB([1B ]) = Φ(Dn···D2D1)t([1, 1, . . . , 1]t) (5.8)

so that εA([p]) ∈ KSSE
alg (A) and hence εA(KSSE

0 (OA)) ⊂ KSSE
alg (A).

Conversely, take an arbitrary element [v] ∈ KSSE
alg (A). We may find a strong shift

equivalence A ≈
C1,D1

· · · ≈
Cn,Dn

DnCn such that v = (Dn · · ·D2D1)
t
[1, 1, . . . , 1]t.

Put B = DnCn. By Corollary 4.7, there exist an isomorphism ξ : OB ⊗ K →
OA ⊗ K of C∗-algebras and a unitary one-cocycle ut, t ∈ T relative to ρA ⊗ id
satisfying (5.5) and ξ∗ = ε−1

A ◦ Φ(Dn···D2D1)t ◦ εB : K0(OB) → K0(OA). Put

[p] = ξ∗([1B ]) which belongs to KSSE
0 (OA). By the same equalities as (5.7),

(5.8), we get εA([p]) = Φ(Dn···D2D1)t([1, 1, . . . , 1]t) which is the class of [v].

This shows that εA(KSSE
0 (OA)) ⊃ KSSE

alg (A).

Theorem 5.8. Let A,B be nonnegative irreducible and non-permutation ma-
trices. The following two assertions are equivalent.

(i) Two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologi-
cally conjugate.

(ii) There exist an isomorphism Φ : OA ⊗K → OB ⊗K of C∗-algebras and a
unitary one-cocycle ut in M(OB ⊗K) relative to ρBt ⊗ id such that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦ (ρAt ⊗ id) = Ad(ut) ◦ (ρBt ⊗ id) ◦ Φ,
Φ∗(K

SSE
0 (OA)) = KSSE

0 (OB) in K0(OB).
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Proof. (i) =⇒ (ii): The assertion follows from Corollary 3.11 and Proposition
5.6.
(ii) =⇒ (i): Suppose that there exist an isomorphism Φ : OA ⊗ K → OB ⊗ K
of C∗-algebras and a unitary one-cocycle ut in M(OB ⊗ K) relative to ρBt ⊗
id satisfying the conditions of (ii). Take a projection p1 of rank one in K.
Put the projection p = Φ(1A ⊗ p1) ∈ OB ⊗ K. As [1A] ∈ KSSE

0 (OA) and
Φ∗(K

SSE
0 (OA)) = KSSE

0 (OB), the class [p] = Φ∗([1A]) of p inK0(OB) belongs to
KSSE

0 (OB). One may take a nonnegative square matrix B′ and an isomorphism
γ : OB⊗K → OB′⊗K with a unitary one-cocycle u′t in M(OB′⊗K) relative to
ρB
′

t ⊗ id induced from strong shift equivalence B ≈
C1,D1

· · · ≈
Cn,Dn

B′ satisfying

γ(DB ⊗ C) = DB′ ⊗ C, γ ◦ (ρBt ⊗ id) = Ad(u′t) ◦ (ρB
′

t ⊗ id) ◦ γ,
γ∗([p]) = [1B′ ] in K0(OB′).

Then the isomorphism γ ◦ Φ : OA ⊗K → OB′ ⊗K satisfies the conditions

(γ ◦ Φ)(DA ⊗ C) = DB′ ⊗ C,

(γ ◦ Φ) ◦ (ρAt ⊗ id) = Ad(γ(ut)u
′
t) ◦ (ρB

′

t ⊗ id) ◦ (γ ◦ Φ),

(γ ◦ Φ)∗([1A]) = [1B′ ] in K0(OB′).

By Corollary 5.3, the two-sided topological Markov shifts (X̄A, σ̄A) and
(X̄B′ , σ̄B′) are topologically conjugate. Since (X̄B , σ̄B) and (X̄B′ , σ̄B′) are
topologically conjugate, so are (X̄A, σ̄A) and (X̄B , σ̄B).

Remark 5.9. The unitary one-cocycle ut in M(OB ⊗ K) in (ii) of the above
theorem can be taken as a unitary representation t ∈ T → ut ∈ M(OB ⊗ K)
by Corollary 3.11.

Definition 5.10. A nonnegative square matrix A = [A(i, j)]Ni,j=1 is said to

have full strong shift equivalent units in K0-group if KSSE
alg (A) = ZN/(id −

At)ZN . We simply call it that A has full units.

By Proposition 5.7, A has full units if and only if KSSE
0 (OA) = K0(OA). Since

the subset KSSE
0 (OA) ⊂ K0(OA) is invariant under topological conjugacy of

two-sided topological Markov shifts by Proposition 5.6, we have

Proposition 5.11. Suppose that two-sided topological Markov shifts (X̄A, σ̄A)
and (X̄B , σ̄B) are topologically conjugate. Then A has full units if and only if
B has full units.

As a consequence of Theorem 5.8, we have the following corollary.

Corollary 5.12. Suppose that both A and B have full units. Then the fol-
lowing two assertions are equivalent.

(i) Two-sided topological Markov shifts (X̄A, σ̄A) and (X̄B , σ̄B) are topologi-
cally conjugate.
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(ii) There exist an isomorphism Φ : OA⊗K → OB ⊗K of C∗-algebras and a
unitary one-cocycle ut in M(OB ⊗K) relative to ρBt ⊗ id such that

Φ(DA ⊗ C) = DB ⊗ C, Φ ◦ (ρAt ⊗ id) = Ad(ut) ◦ (ρBt ⊗ id) ◦ Φ.

Example 5.13.
1. If K0(OA) = 0, then A has full units.
2. Let A be the 1 × 1 matrix [N ] whose entry is N with 1 < N ∈ N. Then
the matrix A has full units. For any 0 ≤ k ≤ N − 1, let C be the 1 × (k + 1)
matrix [1, . . . , 1, N−k] and D the (k+1)×1matrix (1, 1, . . . , 1)t. Then A = CD
and Dt[1, . . . , 1]t = k + 1. Hence [k + 1] ∈ Z/(1 − N)Z so that KSSE

alg (A) =
Z/(1−N)Z = K0(OA).

There is no known example of irreducible, non permutation matrix A such that
A does not have full units.
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Remark 5.14. After submitting the paper, there were several progress in the
following papers related to this paper:
1. T. M. Carlsen and J. Rout, Diagonal-preserving gauge invariant isomor-
phisms of graph C∗-algebras, preprint, arXiv: 1610.00692 [mathOA].
2. K. Matsumoto, State splitting, strong shift equivalence and stable isomor-
phism of Cuntz–Krieger algebras, preprint, arXiv: 1611.06627 [mathOA].
In the paper 1, the converse implication of [7, Theorem 3.8] was proved, In the
paper 2, strong shift equivalence class of the matrix A was described in terms
of (OA,DA, ρA) and (OAt ,DAt , ρA

t

).
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