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Abstract. We study a natural generalization of the notion of cores
for l-partitions attached with a multicharge s ∈ Z

l: the (e, s)-cores.
We rely them both to the combinatorics and the notion of weight
defined by Fayers. Next we study applications in the context of the
block theory for Ariki-Koike algebras.
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1 Introduction

Let F be a field of characteristic p ≥ 0. Let l and n be positive integers and
s := (s1, . . . , sl) ∈ Z

l. Fix η ∈ F
∗. The Ariki-Koike algebra FHs

n(η) associated
with this datum is the unital associative F-algebra with a presentation by:

• generators: T0, T1,..., Tn−1,

• relations:

T0T1T0T1 = T1T0T1T0,

TiTi+1Ti = Ti+1TiTi+1 (i = 1, ..., n− 2),

TiTj = TjTi (|j − i| > 1),

(T0 − ηs1)(T0 − ηs2)...(T0 − ηsl) = 0,

(Ti − η)(Ti + 1) = 0 (i = 1, ..., n− 1).

Let e ≥ 2 be minimal such that 1 + η + . . . + ηe−1 = 0 in F so that e ∈
{2, 3, . . .} ∪ {∞}. If p = 0, e is the order of η as a root of unity. If p > 0, we
have e = p if and only if η = 1.
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The Ariki-Koike algebra, also called Hecke algebra of the complex reflection
group G(l, 1, n), has been intensively studied during the last past decades. It
is in relation with various important objects (e.g. rational Cherednik algebras,
quantum groups, finite reductive groups etc.) and has a deep representation
theory. Recently, the interest on these algebras have even grew up thanks to
the introduction of the quiver Hecke algebras which has strengthened their
relations with the theory of quantum groups and has allowed the study of their
graded representation theory.

When l = 1, the Ariki-Koike algebra is nothing but the Hecke algebra of the
symmetric group (when η = 1, it is isomorphic to the group algebra of the
symmetric group over F). In the case where e is a prime number, the rep-
resentation theory of this algebra presents strong analogies with the modular
representation theory of the symmetric groups (in characteristic e): both struc-
tures admit a class of remarkable finite dimensional modules indexed by the set
of partitions of n: the Specht modules. The simple modules are indexed by the
set of e-regular partitions and the decomposition matrices, which control their
representation theories, can be connected using an adjustment matrix. Using
these decomposition matrices, one can obtain a natural partition of the set of
Specht modules into smaller subsets called blocks. To each block, one can also
associate another notion: the weight. Roughly speaking, this positive integer
measures how “complicated” this block is. Remarkably, one can describe the
blocks and the weights quite easily using well known combinatorial notions.
In particular, the most “simple” blocks, the blocks with weight 0, can be de-
scribed explicitly: they are singletons consisting of a unique Specht module
labeled by an e-core partition. Moreover, any block with a given weight w may
be obtained from a simple block by adding w times e-hooks to its associated
e-core partition. Importantly, all these properties still make sense when e is
an arbitrary positive integer (strictly greater than 1) on the side of the Hecke
algebra.

When l > 1, one can also define analogues of Specht modules. They are now
indexed by the set of l-partitions of n. The simple modules are then naturally
indexed by certains generalizations of e-regular partitions which depend on s:
the Uglov l-partitions. A notion of weight has also been provided by Fayers
in [1] which generalizes the case l = 1. Thanks to this definition, many prop-
erties known in the case l = 1 have been extended to the general case l ∈ N.
In particular in [10], Lyle and Mathas have given a necessary and sufficient
condition for two Specht modules for being in the same block. However, the
generalization of e-core partitions and a generalization of the above process of
adding e-hooks were missing in this picture (even if, as explained in §4.1, a non
explicit definition of core multipartitions has been given by Fayers in [4]).

The aim of this paper is to study in details the (e, s)-core l-partitions, as intro-
duced in a recent paper by the authors [6]. We show that this notion gives the
right generalization of the e-core partitions: they correspond to the elements
with weight 0 (with respect to Fayers definition of weight), and all l-partitions
with a given weight may be obtained from them by adding analogues of e-
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hooks. As a consequence, we obtain a direct and simple generalization of what
happen in the case l = 1. The only difference with this latter case is that,
in our definition, the core of an l-partition associated with a multicharge is
also a multipartition associated with a multicharge but, this last multicharge
may be different from the initial one. To do this, the strategy is to show that
essentially all the theory can be derived from the case l = 1 by introducing a
weight-preserving map, defined by Uglov, from the set of (e, s)-core l-partitions
to the set of e-core partitions.
The paper will be organized as follows. We first recall the definition of our
main object of study: the (e, s)-cores and provide some of their combinatorial
properties. The third part studies the weights of the l-partitions as defined
by Fayers. We show how this notion can be interpreted in the theory of Fock
spaces and computed via a combinatorial procedure detailed in our last section.
This section will also explore some consequences of our results and will explain
how our approach can simplify the block theory for Ariki-Koike algebras.
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01 and ANR project AHA ANR-18-CE40-0001. The authors thanks the referee
for helpful comments and suggestions.

2 Generalized cores and abaci

In this section, after recalling certain classical combinatorial definitions regard-
ing the partitions, we introduce the notion of (e, s)-core multipartition. Then
we use abaci to associate to each (e, s)-core a certain core partition. This
section will be purely combinatorial.

2.1 Partitions and multipartitions

A partition is a nonincreasing sequence λ = (λ1, · · · , λm) of nonnegative inte-
gers. One can assume this sequence is infinite by adding parts equal to zero.
The rank of the partition is by definition the number |λ| =

∑
1≤i≤m λi. We say

that λ is a partition of n, where n = |λ|. By convention, the unique partition
of 0 is the empty partition ∅.
More generally, for l ∈ Z>0, an l-partition λ of n is a sequence of l partitions
(λ1, . . . , λl) such that the sum of the ranks of the λj is n. The number n is
then called the rank of λ and it is denoted by |λ|. The set of l-partitions is
denoted by Πl. The nodes of λ are by definition the elements of the Young

diagram of λ:

[λ] := {(a, b, c) | a ≥ 1, c ∈ {1, . . . , l}, 1 ≤ b ≤ λc
a} ⊂ Z>0 × Z>0 × {1, . . . , l}.

(in the case of partition, the third coordinate which is always equal to 1 will be
sometimes omitted.) Each l-partition will be identified with its Young diagram.

Documenta Mathematica 26 (2021) 103–124



106 N. Jacon, C. Lecouvey

We say that a node of λ is removable when one can remove it from the Young
diagram of λ and still get the Young diagram of an l-partition µ. In this case,
this node is called an addable node for µ.

Example 2.1. For l = 2, the 2-partition ((4), (2, 1)) of 7 is identified with its
Young diagram: (

,

)

Now let us come back to the case l = 1 (we refer to [11] for details). Let
e ∈ N>1. A rim e-hook (or simply an e-hook) of a partition λ is a connected
subset of the rim of λ with exactly e nodes and which can be removed from λ
to obtain another partition µ as in the following example.

Example 2.2. Let λ := (5, 4, 2, 1, 1) and e = 3. The Young diagram of λ is:

× ×
× × ×

× ×
×
×

Starting from above, we can successively remove three rim 3-hooks (indicated
with the symbol × above).

By definition an e-core is a partition which does not admit any rim e-hook. The
set of e-core partitions is denoted by C(e). If λ is an arbitrary partition, the
e-weight ωe(λ) of λ is the number of consecutive e-hooks which can be removed
from λ before obtaining an e-core, which is then denoted by Coree(λ). These
notions are well-defined since both ωe(λ) and Coree(λ) do not depend on the
order in which the rim e-hooks are removed from λ.

Example 2.3. Keeping the above example, we obtain ω3(λ) = 3 and
Core3(λ) = (3, 1).

Let s = (s1, . . . , sl) ∈ Z
l. This is called a multicharge (a charge if l = 1). For

an l-partition λ = (λ1, . . . , λl), one can associate to each node (a, b, c) of the
Young diagram its residue b− a+ sc + eZ ∈ Z/eZ. The set of residues will be
identified with {0, . . . , e − 1}. If i ∈ Z/eZ, we denote by ce,si (λ) the number
of nodes with residue i in the l-partition. We moreover denote Ce,s(λ) :=
(ce,s0 (λ), . . . , ce,se−1(λ)).

Example 2.4. For l = 2, s = (0, 1) and e = 3 the residues of the nodes of the
2-partition ((4), (2, 1)) of 7 are given as follows:

(
0 1 2 0 ,

1 2
0

)

Here we have Ce,s((4), (2, 1)) = (3, 2, 2).

Documenta Mathematica 26 (2021) 103–124



Cores of Ariki-Koike Algebras 107

2.2 Abaci

The notion of abacus is convenient for reading the weight of a partition and
obtaining its e-core. It has been first defined by James in [8]. Let s ∈ Z. An
abacus is a subset A of Z such that −i ∈ A and i /∈ A for all i large enough.
In a less formal way, each i ∈ A corresponds to the position of a black bead on
the horizontal abacus which is full of black beads on the left and empty on the
right. One can associate to λ and s ∈ Z an abacus Ls(λ) such that k ∈ A if
and only if there exists j ∈ N such that k = λj − j+ s (Note that λ is assumed
to have an infinite number of zero parts). Given an abacus L, one can easily
find the unique partition λ and the integer s ∈ Z such that Ls(λ) = L. Indeed,
each part corresponds to a black bead of the abacus with length given by the
number of empty positions at its left, the integer s is equal to x + 1 where x
is the position of the rightmost black bead in the abacus obtained after sliding
all the black beads as much as possible at the right in L.

Example 2.5. Let us take the partition λ := (5, 4, 2, 1, 1) and s = 0. The
associated abacus L0(λ) may be represented as follows, where the positions at
the right of the dashed vertical line are labelled by the non negative integers:

Remark 2.6. Given the abacus Ls(λ), if we switch all the black beads at the
left as much as possible, we obtain the abacus of the empty partition. The
number s is then the number x + 1 where x is the position of the rightmost
black bead.

To Ls(λ), one can associate an e-tuple of abacus Le
s(λ) := (L0, . . . , Le−1).

This is done as follows: for each black bead in position k in Ls(λ), we write
k = q.e + r where q ∈ Z and r ∈ {0, . . . , e − 1} and we set a black bead in
position q of the abacus Lr. To picture this, write first the abacus L0, then
immediately above the abacus L1 and so on, so that all the beads associated
with the entry 0 of each abacus appear in the same vertical line.

Example 2.7. For the partition (5.4.2.1.1) and e = 3, we get the following:

For each runner, sliding one black bead from right to left is equivalent to remove
an e-rim hook in the associated partition. As a consequence, after performing
this procedure as much as possible, we obtain an e-abacus which can be trans-
formed (by reversing the previous procedure) into an abacus representing the
e-core of λ. The number of moves of the black beads gives the e-weight of λ.

Example 2.8. If we do the above procedure for our example, we obtain:
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The associated abacus is

whose associated partition is (3, 1) and we have ω3(λ) = 3 as in Example 2.3.

Last, we will need an additional notation. For two abaci L and L′, we write
L ⊂ L′ if we have the following property: for each black bead in position i of
the abacus L, there is a black bead in position i in L′.
Let now consider s ∈ Z

l and an l-tuple of abaci (Ls1 , . . . , Lsl). This l-abacus is,
as above, conveniently pictured as follows: take first the abacus Ls1 and then
just above the abacus Ls2 and so on, so that all the beads in position 0 of each
abacus appear in the same vertical line.

Example 2.9. Let s = (0, 3) and e = 4. We consider the 2-partition
((4, 1, 1), (1, 1)). Its associated (e, s)-abacus (L0(4.1.1), L1(1.1)) can be rep-
resented as follows:

Definition 2.10. Under the above notations, we say that the l-tuple of abaci
(Ls1 , . . . , Lsl) is (e, s)-complete if:

1. l = 1 and Ls1(λ
1) ⊂ Ls1+e(λ

1),

2. or l > 1 and

Ls1(λ
1) ⊂ Ls2(λ

2) ⊂ . . . ⊂ Lsl(λ
l) ⊂ Ls1+e(λ

1).

To a multicharge s ∈ Z
l and an l-partition λ, is associated its l-abacus defined

as the l-tuple (Ls1(λ
1), . . . , Lsl(λ

l)). It can be pictured exactly as above and
will be called the (e, s)-abacus of λ. In fact, it does not depend on e but we
have chosen here a notation similar to the notion of (e, s)-core below. One can
easily see that if λ is a (e, s)-core, each component λj is an e-core.

Remark 2.11. Assume that s ∈ A
l

e and there exists i ∈ {1, . . . , l− 1} such that
si = si+1. Then if λ is a reduced (e, s)-core we must have λi = λi+1.

Example 2.12. Let s = (0, 3) and e = 4. We consider the 2-partition
((4, 1, 1), (1, 1)) of the previous example, we can see that the associated l-abacus
is (e, s)-complete.
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2.3 The notion of (e, s)-cores

The notion of (e, s)-core has been introduced in [6, Def. 5.7] (the definition
below is slightly different but it is an easy exercice to show the equivalence).
This is a generalization of the notion of e-core partitions in the context of l-
partitions associated with a multicharge. First let us introduce the notion of
reduced (e, s)-core:

Definition 2.13. Assume that s ∈ Z
l then we say that the l-partition λ is a

reduced (e, s)-core if its (e, s)-abacus (Ls1(λ
1), . . . , Lsl(λ

l)) is (e, s)-complete.

To give a first study of this notion, let us introduce the following two sets:

A
l

e := {(s1, . . . , sl) ∈ Z
l | ∀(i, j) ∈ {1, . . . , l}, i < j, 0 ≤ sj − si ≤ e},

Al
e := {(s1, . . . , sl) ∈ Z

l | ∀(i, j) ∈ {1, . . . , l}, i < j, 0 ≤ sj − si < e}.

Proposition 2.14. Assume that s ∈ Z
l then if λ is a reduced (e, s)-core, we

have s ∈ A
l

e.

Proof. Assume that (Ls1(λ
1), . . . , Lsl(λ

l)) is (e, s)-complete then for each i =
1, . . . , l − 2, we have Ls

i
(λi) ⊂ Lsi+1(λ

i+1) which implies that si+1 ≥ si (see
Remark 2.6). We also have Lsl ⊂ Ls1+e and this implies that sl ≤ s1 + e. This
concludes the proof.

We now give the definition of our main object of interest. Let s ∈ Z
l and

e ∈ N>0, denote by s̃ := (s′1, . . . , s
′
l) ∈ {0, . . . , e− 1}l the multicharge such that

s′i ≡ si(mod e). Then we define σs ∈ Sl to be the unique permutation such
that

s′σs(1)
≤ s′σs(2)

≤ . . . ≤ s′σs(l)

with the additional property that if sσs(i) = sσs(i+1) for i ∈ {1, . . . , l− 1} then
σs(i) < σs(i+ 1). We set:

s̃
σs := (s′σs(1)

, s′σs(2)
, . . . , s′σs(l)

). (1)

We then clearly have s̃
σs ∈ Al

e.

Definition 2.15. Let s ∈ Z
l, we say that the l-partition λ is a (e, s)-core if

the l-partition λσs := (λσs(1), . . . , λσs(l)) is a reduced (e, s̃σs)-core. We denote
by C

l(e, s) the set of all (e, s)-cores.

As already noted in the previous paragraph, for l = 1, the (e, s)-core are exactly
the e-cores. Thus, the set C

1(e, s) does not depend on s ∈ Z and is exactly
given by the set of e-cores C(e).

Proposition 2.16. Assume that s ∈ A
l

e, then the (e, s)-cores are exactly the

reduced (e, s)-cores.
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Proof. We need to check that the reduced (e, s)-cores are always (e, s)-cores.

This is clear if s ∈ Al
e but not if s ∈ A

l

e \ Al
e. So let us assume that s ∈

A
l

e but s /∈ Al
e and let λ be a reduced (e, s)-core, this implies that there

exists j ∈ {2, . . . , l} such that sj = sj+1 = . . . = sl = s1 + e. Then the
abacus (Lsj−e(λ

l), . . . , Lsl−e(λ
l), Ls1(λ

1), . . . , Lsj−1(λ
l−1)) is (e, (sj−e, . . . , sl−

e, s1, . . . , sj−1))-complete. By the above remark, we thus obtain λj = . . . =
λl = λ1. This concludes the proof

Remark 2.17. The above definition can be formulated in terms of β-numbers
and symbols (see [6, §5.1]), which gives an equivalent definition of the set of
(e, s)-cores. We get that λ is a (e, s)-core if and only if

• for all c = 1, . . . , l − 1 and j ∈ Z>0, there exists i ∈ Z>0 such that

λ
σs(c)
j − j + s′σs(c)

= λ
σs(c+1)
i − i+ s′σs(c+1),

• for all j ∈ Z>0, there exists i ∈ Z>0 such that

λ
σs(l)
j − j + s′σs(l)

= λ
σs(1)
i − i+ s′σs(1)

+ e.

Remark 2.18. As already noticed, the irreducible representations of the Ariki-
Koike algebras associated with the datum (e, s) are naturally labeled by a
distinguished set of l-partitions called Uglov l-partitions. In the particular case
where s ∈ Al

e, these l-partitions are called FLOTW l-partitions and it is easy
to check that any (e, s)-core is then a FLOTW l-partition in the sense of [5,
Th. 5.8.5]. Now for an arbitrary choice of s, there is an explicit bijection
between the set of FLOTW partitions associated with (e, s̃σs) and the set of
Uglov l-partitions associated with (e, s) (this bijection is described in [7]). It
is easy to see that this bijection restricted to the set of (e, s)-cores sends λ to

λσ−1
s . This implies that (e, s)-cores are always Uglov l-partitions. This fact

has a representation theoretic meaning as we will see in the following.

Example 2.19. Let l = 2, e = 3 and s = (0, 1). Consider the 2-partition
((1, 1), (3, 1, 1)). With the above notation, we have σ = Id and s

′ = s = s
σs .

The associated 2-abacus is

and we see that we here have a (e, s)-core. As a consequence, taking s = (10, 0),
we have that the 2-partition ((3, 1, 1), (1, 1)) is a (e, s)-core.

Documenta Mathematica 26 (2021) 103–124



Cores of Ariki-Koike Algebras 111

2.4 Uglov map

Let s ∈ A
l

e. We now show how to associate to a reduced (e, s)-core λ a certain
e-core partition that we denote by τe,s(λ) and conversely. This construction
uses a map defined by Uglov [12, §4.1] (see also [13, §3.1] ) which associates a
partition to any charged l-partition. We will be interested in the restriction of
this map to the set of reduced (e, s)-cores.
Let λ be an l-partition. We consider the l-abacus (Ls1(λ

1), . . . , Lsl(λ
l)). Then

we construct an associated 1-abacus as follows. For each c = 1, . . . , l and for
each black bead in position k of the abacus Lsc , we write

k = q.e+ r

with q ∈ Z and r ∈ {0, . . . , e − 1}. Then we set a black bead in our new
abacus in position (l− c)e+ qel+ r. We then define τe,s(λ) to be the partition
associated with this resulting abacus. We obtain a map

τe,s : Π
l → Π1

which will be called the Uglov map. Let us illustrate the computation of the
Uglov map by two following examples.

Example 2.20. We resume Example 2.9. The above procedure gives the fol-
lowing abacus:

We thus get τe,s(λ) = (5, 2, 2, 1, 1, 1).

Example 2.21. Let s = (0, 1, 2) and e = 4. We consider the 3-partition
((2), (1), (1, 1)), the associated 3-abacus (L0(2), L1(1), L2(1, 1)) can be written
as:

The above procedure gives the following abacus:

We thus get τe,s(λ) = (7, 4, 2, 2).

The map τe,s is not surjective in general but it is clearly injective.

Proposition 2.22. Let s ∈ A
l

e, then τe,s(∅) is an e-core.

Proof. This is clear by the characterization of e-cores with abaci in the last
section.
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Proposition 2.23. The map

τ le : {(λ, s) | s ∈ A
l

e, λ ∈ C
l(e, s)} → {(λ, s) | s ∈ Z, λ ∈ C

1(e)}
(λ, s) 7→ (τe,s(λ),

∑
1≤i≤l si)

is bijective.

Proof. First, the map is well defined. Indeed, assume that λ ∈ C
l(e, s) with

s ∈ A
l

e. Then λ satisfies the property in Definition 2.10 (2) but this implies
that the partition τe,s(λ) satisfies (1) of Definition 2.10. We deduce that it is
an e-core as desired. Now let us prove that the map is bijective. Let s ∈ Z

and λ ∈ C
1(e). Then we have an associated (e, s)-abacus associated with this

datum and by construction, there exists a unique λ ∈ Πl and s ∈ A
l

e such that
τe,s(λ) = λ and

∑
1≤i≤l si = s. It thus suffices to prove that λ ∈ C

l(e, s). But
it follows from the fact that its (e, s)-abacus is complete because λ is a e-core.

Remark 2.24. If we consider s /∈ A
l

e and a (e, s)-core λ then we have τe,s(λ) /∈
C
1(e) in general.

Remark 2.25. Uglov’s map is a useful tool in the representation theory of Fock
spaces (which is of course related to our problem). In his work [12], Uglov
associates to any l-partition associated to a multicharge in Z

l a certain e-
partition associated to a multicharge in Z

e. It is easy to see that for s ∈ Al
e

an l-partition is a reduced (e, s)-core if and only if the associated e-partition is
the empty e-partition.

We now give two important results showing remarkable links between λ and
τe,s(λ). The first one compare the number of nodes in the two Young diagrams
with a given residue.

Proposition 2.26. Let λ ∈ Πl and s ∈ A
l

e. Set s =
∑

1≤i≤l si. For all

i = 0, 1, . . . , e− 1, we have:

c
(e,s)
i (τe,s(λ))− c

(e,s)
i (τe,s(∅)) = ce,si (λ) + (l − 1).ce,s0 (λ)

Proof. We will argue by induction on the rank of λ. If this rank is 0 then λ

is the empty l-partition and the result is trivial. Assume now that λ is an l-
partition of rank n > 0. Let µ be an l-partition of rank n−1 which is obtained
from λ by removing a removable i-node for some i ∈ Z/eZ. Assume first that
i 6= 0(mod e). Then it is easy to see that τe,s(µ) is obtained from τe,s(λ)

by removing a removable i-node. As a consequence, we have c
(e,s)
j (τe,s(λ)) =

c
(e,s)
j (τe,s(µ)) and ce,sj (λ) = ce,sj (µ) if j is different from i modulo eZ. Thus, we

get c
(e,s)
i (τe,s(λ)) = c

(e,s)
i (τe,s(µ))+1 and ce,si (λ) = ce,si (µ)+1. So the formula

is still true by induction.
Assume now that i = 0(mod e). In this case, we still have ce,sj (λ) = ce,sj (µ) if

j 6= 0 and ce,s0 (λ) = ce,s0 (µ) + 1. Now, we need to see how τe,s(λ) is obtained
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from τe,s(µ). The node that we add to µ to obtain λ corresponds to a black
bead in the abacus of τe,s(λ) and to another in the abacus of τe,s(µ). Let
us denote by m the number of black beads between theses two positions (not
including these two) in the abacus (the number is the same in both abaci).
Then τe,s(λ) is obtained by removing a part of length x > 0 ending by a node
with residue e− 1, adding one node to the m parts above and adding one part
of length x+(l−1).e−m+1 which ends with a node with residue 0. This thus
consists in (l − 1).e + 1 consecutive nodes. More precisely, to obtain τe,s(λ)
from τe,s(µ) we add l nodes with residue 0, and l− 1 nodes of residue j for all
j 6= 0. Thus we obtain

c
(e,s)
i (τe,s(λ)) = c

(e,s)
i (τe,s(µ)) + l − 1

if i 6= 0 and

c
(e,s)
0 (τe,s(λ)) = c

(e,s)
0 (τe,s(µ)) + l.

Now we have by induction for all i ∈ {0, . . . , e− 1}:

c
(e,s)
i (τe,s(µ))− c

(e,s)
i (τe,s(∅)) = ce,si (µ) + (l − 1).ce,s0 (µ)

which permits to conclude.

Recall the notation Ce,s(λ) introduced in Subsection 2.1 for the multiset of
residues of a multipartition.

Corollary 2.27. Let λ ∈ Πl, µ ∈ Πl and s ∈ A
l

e. We have

Ce,s(τe,s(λ)) = Ce,s(τe,s(µ)) ⇐⇒ Ce,s(λ) = Ce,s(µ).

Proof. This directly follows from the previous proposition.

Last, we will need a useful property which permits to compare the number
of removable and addable i-nodes of λ and τe,s(λ). To do this, we denote by
M s

i (λ) the number of addable i-nodes of λ minus the number of removable
i-nodes of λ.

Proposition 2.28. For all λ ∈ Πl, s ∈ A
l

e and i ∈ Z/eZ, we have:

M s

i (λ) =

{
M s

i (τe,s(λ)) if i 6= 0,
M s

i (τe,s(λ)) + l − 1 if i = 0.

Proof. First, consider a partition λ and a charge s and write its associated
1-abacus. Let i ∈ Z/eZ. Let x ∈ Z be such that x ≡ i(mod e). Note that
each black bead in the abacus corresponds to a part λi of the partition λ (the
position of this bead being given by λi − i+ s).

• If we have a black bead in position x and a black bead in position x− 1,
this does not correspond to any removable nor addable i-node.
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• If we have a black bead in position x and no black bead in position x− 1,
this does correspond to one removable i-node.

• If we have no black bead in position x and a black bead in position x− 1,
this does correspond to one addable i-node.

Of course no black bead in position x and no black bead in position x−1 means
that we have no associated addable or removable i-node.
Let us fix r << 0 and let us now consider all the black beads in position greater
(or equal) than r.e in the abacus, for each i ∈ Z/eZ, write Br

i (λ, s) the number
of such black beads in position x in the abacus with x ≡ i(mod e). This number
is finite by assumption. The above discussion shows that:

M s
i (λ) =

{
Br

i−1(λ, s)−Br
i (λ, s) if i 6= 0

Br
i−1(λ, s)−Br

i (λ, s) + 1 if i = 0

(the last equality comes from the fact that we have a black bead in position
r.e− 1).
Now let (λ, s) ∈ Πl × Z

l. We fix again r << 0, by the discussion above, for
each c ∈ {1, . . . , l} and i ∈ Z/eZ, we have:

M sc

i (λsc) =

{
Br

i−1(λ
sc , sc)−Br

i (λ
sc , sc) if i 6= 0

Br
i−1(λ

sc , sc)− Br
i (λ

sc , sc) + 1 if i = 0

By construction, we obtain for all i ∈ Z/eZ

Blr
i (τe,s(λ), s) =

∑

c=1,...,l

Br
i (λ

sc ).

As in addition, we also have:

M s

i (λ) =
∑

c=1,...,l

M sc
i (λsc ),

we can conclude.

Example 2.29. Let us illustrate the proof with the 2-partition ((4, 1, 1), (1, 1))
and the multicharge (0, 3) of Example 2.20 (here e = 4). The Young diagram
with its residues is: 


0 1 2 3
3
2

,
3
2




We have seen that τe,s((4, 1, 1), (1, 1)) = (5, 2, 2, 1, 1, 1) with s = 0 + 3 = 3.
Thus the associated Young diagram with residues is:

3 0 1 2 3
2 3
1 2
0
3
2

Documenta Mathematica 26 (2021) 103–124



Cores of Ariki-Koike Algebras 115

On the one hand, we have M
(0,3)
0 ((4, 1, 1), (1, 1)) = 3 and M3

0 (5, 2, 2, 1, 1, 1) = 2.

On the other hand, we get M
(0,3)
1 ((4, 1, 1), (1, 1)) = M3

1 (5, 2, 2, 1, 1, 1) = 2,

M
(0,3)
2 ((4, 1, 1), (1, 1)) = M3

2 (5, 2, 2, 1, 1, 1) = −2 and M
(0,3)
3 ((4, 1, 1), (1, 1)) =

M3
3 (5, 2, 2, 1, 1, 1) = −1.

3 Cores and weights for Ariki-Koike algebras

In this section, we review the notion of weight for Ariki-Koike algebras as
introduced by Fayers in [1]. To avoid a possible confusion with the notion
of weight for the type A affine Kac-Moody algebra, Fayers weights will be
refereed as core-weights in the sequel. We will notably interpret them in the
representation theory of the type A affine Kac-Moody algebra.

3.1 Block weights for Ariki-Koike algebras and relations with
Fock spaces

The block weight of an l-partition for a given multicharge is defined in [1] as
follows.

Definition 3.1. Let s ∈ Z
l, e ∈ Z>0 and λ ∈ Πl, then the block (e, s)-weight

(or simply block weight) of λ is

p(e,s)(λ) =
∑

1≤i≤l

ce,ssi (λ)−
1

2

∑

i∈Z/eZ

(ce,si (λ)− ce,si−1(λ))
2.

Remark 3.2. From this definition, it is immediate to see that, under the nota-
tion of (1), we have for all λ ∈ Πl,

p(e,s)(λ) = p(e,̃sσs )(λ
σs)

We can thus again restrict ourselves to the case s ∈ Al
e.

The above proposition comes from [2, Lemma 1.3] and it will be a crucial
ingredient in the proof of one of our main results in the next section.

Proposition 3.3 (Fayers). Let s ∈ Z
l and λ ∈ Πl. Assume that µ ∈ Πl is

such that one can add an addable i-node to µ to obtain λ. Then we have

p(e,s)(λ)− p(e,s)(µ) = M s

i (µ)− 1.

3.2 Computation of weights

We here want to prove the following theorem. It mainly asserts that the block
weight for an l-partition associated with a multicharge can always been com-
puted in terms of the usual block weight for a partition. This result uses the

map τe,s defined in the previous section only for the multicharge in A
l

e (see
Proposition 2.23).
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Theorem 3.4. Let s ∈ A
l

e and λ ∈ Πl . We have:

p(e,s)(λ) = p(e,s)(τe,s(λ))

where s =
∑

1≤i≤l si

Proof. We argue by induction on the rank n of λ. Assume that n = 0. Then
p(e,s)(λ) = 0 and by Proposition 2.22, τe,s(λ) is an e-core so its weight is equal
to 0. Assume now that n > 0. Let µ be an l-partition obtained from λ by
deleting a removable i-node for some i ∈ Z/eZ. By Proposition 3.3, we get

p(e,s)(λ)− p(e,s)(µ) = M s

i (µ)− 1.

Now we have two cases to consider.

• Assume that i 6= 0 then τe,s(µ) is also obtained from τe,s(λ) by deleting
a removable i-node. We have

p(e,s)(τe,s(λ))− p(e,s)(τe,s(µ)) = M s
i (τe,s(µ))− 1.

We can thus conclude by induction using Proposition 2.28

• Assume that i = 0 then to simplify the notation write µ := τe,s(µ) and
λ := τe,s(λ). We assume that the removable node corresponds to a black
bead of the 1-abacus of τe,s(λ) in position x. By hypothesis, there is
no black bead in position x − (l − 1)e − 1, because τe,s(λ) and τe,s(µ)
have the same abacus except that the black beads between position x
and x− (l− 1)e− 1 are exchanged (and so are the empty position in the
remaining one). Again, we will consider two cases:

– Assume that there is no black bead in position x − (l − 1)e. Then
one can consider ν the partition defined by the abacus obtained by
moving the bead in position x from the abacus of λ to the position
x− (l− 1)e. Its weight p(e,s)(ν) is equal to p(e,s)(λ)− (l− 1) because
ν is obtained from λ by removing l− 1 hooks from λ. Now we have
by Proposition 3.3:

p(e,s)(ν)− p(e,s)(µ) = M s
0 (µ)− 1.

We conclude that

p(e,s)(λ)− p(e,s)(µ) = M s
0 (µ) + l

that is, by Proposition 2.28

p(e,s)(λ) − p(e,s)(µ) = M s

0(µ)− 1.
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– Assume that there is no black bead in position x − (l − 1)e. Then
we proceed in the opposite way: we define ν to be the partition
obtained from λ by moving the bead in position x− (l − 1)e to the
position x− (l−1)e. Then µ is obtained from ν by moving the bead
in position x to the position x− (l− 1)e (which consists in removing
(l − 1) e-hooks). We conclude exactly as in the previous case.

What can we do in the case where s /∈ A
l

e ? In fact, one can use the procedure
in §2.3 and associate to λ and s a multicharge s̃

σs ∈ Al
e and a multipartition

λσs . It is clear from the definition that:

p(e,s)(λ) = p(e,̃sσs )(λ
σs)

which thus gives an effective way to compute the block weight in all cases.

Remark 3.5. A (maybe more direct) proof might also be obtained using Propo-
sition 2.26 but the above one has the advantage to avoid cumbersome compu-
tations.

4 Further remarks and applications

In this section, we show how our main results simplify the block theory for
Ariki-Koike algebras. In particular we show the relations of our work with
some results by Fayers. By the definitions of cores and block weights, one can
assume that s ∈ Al

e in this section. However, we will try to explain how all our
results can be adapted to the general case s ∈ Z

l.

4.1 Cores of multipartitions

Let us start with an easy corollary of Theorem 3.4.

Corollary 4.1. Assume s ∈ A
l

e. Then, the reduced (e, s)-core are exactly the

elements of block weight 0.

Proof. Let λ ∈ Πl, by Theorem 3.4, we have:

p(e,s)(λ) = p(e,
∑

1≤i≤l si)
(τe,s(λ))

so λ is of block weight 0 if and only if τe,s(λ) is of block weight 0. Now, we
know that the e-cores are exactly the partitions with block weight 0 and we
can thus conclude thanks to Proposition 2.23.

If we take s ∈ Z
l, then we have already noticed that:

p(e,s)(λ) = p(e,̃sσs )(λ
σs).

Since in addition λσs is a reduced s̃
σs-core if and only if λ is a (e, s)-core, we

conclude that in the general case, the (e, s)-cores are exactly the elements of
core weight 0.
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In [4], Fayers has also introduced a notion of core for an l-partition associated
with a multicharge. His definition is the following one. Let s ∈ Al

e. Then an
l-partition λ is a (e|s)-core if there is no other l-partition µ such that Ce,s(λ) =
Ce,s(µ). In fact this coincides with our notion of (e, s)-cores. Indeed, by the
results in [1], the (e|s)-core multipartitions are exactly the elements of weight 0
(see [4, Rem 2.3.1]) which are exactly the (e, s)-cores by the above corollary.
In other words, Definition 2.10 thus reveals the combinatorial structure of the
(e|s)-cores introduced by Fayers. Let us explain the consequences concerning
the block theory of Ariki-Koike algebras and especially, the similarities and the
differences with the case l = 1 that is, the case of the symmetric group.
Let FHs

n(η) be the Ariki-Koike algebra as defined in the introduction. The rep-
resentation theory of FHs

n(η) is controlled by its decomposition matrix which we
now briefly define. For all l-partition λ; one can associate a certain finite dimen-
sional FHs

n(η)-module Sλ called a Specht module. For each M ∈ Irr(FHs

n(η)),
we have the composition factor [Sλ : M ]. The matrix:

D := ([Sλ : M ])
λ∈Πl(n),M∈Irr(FH

s)
n (η)

is the decomposition matrix. By definition, two l-partitions λ and µ lie in the
same block if there exists a sequence (M1, . . . ,Mr) of simple FHs

n(η)-modules
and a sequence of l-partitions (λ1, . . . ,λr+1) with λ1 = λ, λr+1 = µ and for
all i ∈ {1, . . . , r}, we have [Sλi : Mi] 6= 0 and [Sλi+1 : Mi] 6= 0. When l = 1,
we know that two partitions are in the same block if and only if they have the
same e-core and that their common weight is the number of e-hooks that can be
removed to obtain this e-core. For l > 1, a criterion has been provided by Lyle
and Mathas [10] but it does not consist in any notion of hook or cores. It asserts
that λ and µ are in the same block of FHs

n(η) if we have Ce,s(λ) = Ce,s(µ).
Let λ be an l-partition of rank n. To describe the blocks, one can restrict
ourselves to the case s ∈ Al

e (as usual the general case is derived by using the
transformations in §2.3). We consider the (e, s)-abacus (Ls1 , . . . , Lsl) of λ. An
elementary operation on this abacus is defined as a move of one black bead
from one runner of the abacus to another satisfying the following rule.

1. If this black bead is not in the top runner, then we can do such an
elementary operation on this black bead only if there is no black bead
immediately above (that is in the same position on the runner just above).
In this case, we slide the black bead from its initial position, in a runner i,
to the runner i + 1 located above in the same position. The resulting l-
abacus corresponds to an l-partition of rank n−si+1+si−1. Indeed, when
we add a black bead in the runner i+1 the rank becomes n+N−si+1−1
for a certain integer N and when we remove a black bead from the runner i
in the same position, the rank becomes n+N − si+1 − 1− (N − si) that
is n− si+1 + si − 1.

2. If this black bead is in the top runner in position x, then we can do such
an elementary operation only if there is no black bead in position x − e
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on the lowest runner. In this case, we slide the bead to the position x− e
of the lowest runner. As above, the rank of the resulting l-partition is
n− (s1 − sl + e+ 1)

Note that, after this procedure, the resulting multicharge associated with the
l-abacus may not be in Al

e but this is not a problem: we can still perform it in
the resulting abacus. At the end (that is, when we cannot perform any further
operations), by construction, we obtain an l-abacus

(Lv1 , . . . , Lvl)

satisfying:
Lv1 ⊂ Lv2 ⊂ . . . ⊂ Ll ⊂ Lvl+e.

This abacus is complete. Thus, by Proposition 2.14, this corresponds to an

l-partition µ and a multicharge v ∈ A
l

e such that µ is a reduced (e,v)-core.

Definition 4.2. The core of the l-partition λ associated with a multicharge s

is the pair (µ,v) attached to λ and s by the previous procedure.

Doing an elementary operation on the (e, s)-abacus of λ as above is equivalent
to remove one e-hook on the Young diagram of τe,s(λ). As a consequence, by
Theorem 3.4 and by the definition of the Uglov map, p(e,s)(λ) is the number
of elementary operations we have made in this process to obtain our final
abacus. The rank of the multipartition can also been computed thanks to the
above remarks. The fact that this does not depend on the order in which the
elementary operations are performed follows from the case l = 1.

Remark 4.3.

1. Take a black bead in the runner i of the l-abacus of λ in position x such
that there is no black bead in position x − e in the same runner. Then
one can always perform a series of l elementary operations (as defined in
the previous procedure) to obtain the same abacus except that the black
bead in position x moves to the position x−e of the same runner. Indeed,
let us denote by b1 the bead in position x in runner i, and consider all the
beads b2, . . . , bk in position x and runner i2, . . . , ik with i < i2 . . . < ik.
Consider also the beads bk+1, . . . , br in position x − e and runner ik+1,
. . . , ir with ik+1 . . . < ir < i. Then we can slide the bead br in position
x− e in runner i, and then slide the bead br−1 to the position previously
occupied by br and so on. At the end, we obtain the desired abacus and
we have made l elementary operations to do that. In this case, the rank
of the resulting l-partition is equal to n− (si+1− si+1)− (si+2− (si+1+
1) + 1) − · · · − (s1 − (sl + 1) + e + 1) − · · · − (si − 1 − (si−1 + 1) + 1),
that is n− e. The l-partition so obtained is just the l-partition λ where
a rim e-hook has been removed in λi. This is thus consistent with our
result. Nevertheless, this shorter hook removal procedure does not suffice
to produce the core of λ for it can only yield a sequence of l cores, that
is a multicore.
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2. In [1], the notion of multicore is used instead of our notion of core. From
an arbitrary l-partition λ, one can indeed associate another l-partition,
with a smaller block weight, which may be seen as an "intermediate"
between the given l-partition and its e-core in the sense of Definition 4.2.
To do this, we can simply take the e-core of each partition or apply a
sequence of elementary operations as we have just explained. We have
already seen that the (e, s)-cores are multicores but the converse is not
true in general.

3. In [3], Fayers introduce the notion of a core block. The core block are the
blocks in which all l-partitions are multicores. To each block is associated
a unique core block and two l-partitions lie in the same block if and only
if they have the same core weight and the same associated core block.
It would be interesting to rely this notion with our notion of core. Note
also that [1, Prop. 3.2] gives a nice criterion for two l-partitions with the
same rank for being in the same block.

Corollary 4.4. Two l-partitions with the same rank have the same core if

and only if they belong to the same block of FHs

n(η).

Proof. This directly follows from Corollary 2.27 together with the Lyle-Mathas
characterization of blocks.

Example 4.5. Let us take s = (0, 1, 3) and e = 4. We consider the two 3-
partitions λ = ((3, 2), (1, 1), (2, 2, 1)) and µ = ((1), (4, 2), (3, 2)) with Young
diagrams:


 0 1 2

3 0
,
1
0

,
3 0
2 3
1


 ,

(
0 ,

1 2 3 0
0 1

,
3 0 1
2 3

)

They are in the same block because Ce,s(λ) = Ce,s(µ). Now the 3-abacus of λ
is

To determine its core, we perform the above procedure and we obtain the
following 3-abacus:

the associated (e, s)-core is the 3-partition ((1), ∅, ∅) together with the multi-
charge (0, 2, 2) and the weight is 8 because we perform 8 moves of beads to
obtain this core. Now if we consider µ whose 3-abacus is
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and apply our procedure, one can check that we obtain the same core.

Remark 4.6. When l=1 and given an e-core λ, one can obtain directly all the
partitions in a fixed block with a given core weight w by adding w hooks to λ
while we stay in the set of partitions. This process is less direct if l > 1. Let λ
be a (e, s)-core. We can assume that s ∈ Al

e. Then if we perform w “inverse”
elementary moves on its l-abacus, we obtain an l-partition µ associated with a
multicharge s

′ and the core of µ in FHs
′

n (η) is (λ, s). Now, still starting from
the e-core, if we do w other “inverse” elementary moves on its l-abacus, one may
obtain another l-partition ν but also another multicharge s

′′. Thus µ and ν

will be in the same block of FHe,s
n (η) if and only if s′ = s

′′. This means, one
can obtain all the l-partitions in a fixed block of FHs

′

n (η) as in level 1 except
we have to keep only those with associated multicharge s

′.

Remark 4.7. By [10], the procedure described in this paper also gives the
description of the blocks for affine Hecke algebras of type A.

Remark 4.8. It is likely that the results of this paper may be used to study
the block theory for the cyclotomic Hecke algebras of type G(r, p, n). Besides,
Theorem 3.4 gives a correspondence between (e, s)-core and e-cores which could
induce similarities between blocks of Ariki-Koike algebras and blocks of Hecke
algebras of type A. We will come back to these questions in future works.

4.2 Multipartitions of small (block) weights

As already noted in [1], in level l > 1, each block of block weight 0 contains
exactly one (e, s)-core and thus is a simple block, as in the case l = 1. This
implies in particular that the Specht modules labeled by these l-partitions are
irreducible and that they coincide with their projective cover. This shows
that the (e, s)-cores are always Uglov l-partitions. This is consistent with re-
mark 2.18.
In [1, Th. 4.4], Fayers has given a description of the blocks of block weight 1.
Using our approach, we here give an explicit characterization of these blocks.
When l = 1, such blocks always contain exactly e partitions. We will see that
when l > 1, this will depend on the multicharge we choose. Let v ∈ Z

l and
consider an l-partition µ with block weight 1. The core of µ is the same as
the core of the l-partition µσv associated with the multicharge ṽ

σv ∈ Al
e. This

means that we can in fact assume that v ∈ Al
e.

Now the l-abacus of a l-partition µ with block weight 1 for the multicharge v

can be derived from a reduced (e, s)-core λ where s ∈ A
l

e by performing one
inverse elementary operation on the abacus of λ (that is by inversing the pro-
cedure described in §4.1). This consists in moving a black bead in position x
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from a runner i ∈ {2, . . . , l} to the position x of the runner i − 1, or from the
runner 1 in position x to the runner l in position x+ e, if possible.
All the l-partitions µ of weight 1 are then obtained as follows:

• For all i ∈ {1, . . . , l − 1}, if s := (v1, . . . , vi−1 − 1, vi + 1, . . . , vl) is such

that s ∈ A
l

e, they are obtained from a (e, s)-core λ by doing one inverse
elementary operation in its abacus from the runner i to the runner i− 1.
By definition of our notion of core, we can exactly do vi + 1− (vi−1 − 1)
inverse elementary operations between the runner i − 1 and the runner
i. Thus, we have exactly vi − vi−1 + 2 multipartitions obtained from a
given such core and they are all of the same rank |λ|+ vi+1 − vi + 1.

• If s := (v1 + 1, . . . , vl − 1) is such that s ∈ A
l

e, they are obtained from
a (e, s)-core λ by doing one inverse elementary operation in its abacus
from the runner 1 to the runner l. We have exactly v1 − vl + 2 + e
multipartitions obtained from a given such core and they are all of the
same rank |λ|+ v1 − vl + e+ 1.

4.3 Examples

We end this section with an example of computation of block weights and cores.
We here take n = 4, e = 4 and s = (0, 1). Here is a table giving the block
weight and the core of each 2-partition.

2-partition core block weight
((4), ∅) (∅; (0, 1)) 2
((3), (1)) ((∅, (1, 1)); (0, 3)) 1
(∅, 4) (∅; (0, 1)) 2

((3, 1), ∅) (∅; (0, 1)) 2
((2), (2)) ((∅, 1.1); (0, 3)) 1
((1), (3)) (∅; (0, 1)) 2
((2, 2), ∅) (((2), ∅); (0, 3)) 1
((2, 1), (1)) (((2, 1), 1); (0, 1)) 0
((2, 1, 1), ∅) (∅; (0, 1)) 2
((2), (1, 1)) (((2), (1, 1)); (0, 1)) 0

2-partition core block weight
((1, 1), (2)) (∅; (0, 1)) 2
((1), (2, 1)) (((1), (2, 1)); (0, 1)) 0
((1, 1), (1, 1)) (((2), ∅); (0, 3)) 1
(∅, (3, 1)) (∅; (0, 1)) 2

((1, 1, 1), (1)) (∅; (0, 1)) 2
(∅, (2, 2)) ((∅, (1, 1)); (0, 3)) 1

((1, 1, 1, 1), ∅) (∅; (0, 1)) 2
(∅, (2, 1, 1)) (∅; (0, 1)) 2
((1), (1, 1, 1)) (((2), ∅); (0, 3)) 1
(∅, (1, 1, 1, 1)) (∅; (0, 1)) 2
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Note that the core of the blocks of block weight 1 are always associated with
the same multicharge, which is v = (0, 3) and there is two different cores which
gives 3 = v2 − v1 elements in the same block in both cases. The rank of this
core is the n − (s2 − s1 + 1) = 2. This is consistent with the results of the
previous section.

Let us consider now the multicharge s := (0, 1, 3) with e = 4 and n = 4. Then

• we have seven (e, s)-cores: (∅, (3, 1), (∅, (1), (1, 1, 1)), ((1), (2, 1), ∅),
((2), (1, 1), ∅), (∅, (2), (1, 1)), ((1, 1), ∅, (2)), ((1), ∅, (2, 1)).

• We have three blocks of block weight 1 which are:

– {((2, 1), ∅, (1)), ((1, 1), (1), (1)), (∅, (1, 1, 1), (1))} with the element
(((1), ∅, (1)), (−1, 2, 3)) as a core.

– {((3), (1), ∅), ((1, 1), (1), (1)), (∅, (2, 2), ∅)} with the element
(∅, (1, 1), ∅), (−1, 2, 3)) as a core.

– {(∅, (1), (3)), (2, 1, 1), ((2, 1), (1), ∅)} with ((1), (1), ∅), (1, 1, 2)) as a
core.

Again, this is consistent with the results of the previous section.
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