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1 Introduction

The index theory for algebras of Fourier integral operators has seen considerable
interest over the past decade. Given a representation of a group G by Fourier
integral operators Φg, g ∈ G, on the space L2(M) over a manifold M , one
studies the class of operators of the form

D =
∑

g∈G

DgΦg, (1)

where the Dg are pseudodifferential operators on M and the sum is finite.
This is actually a broad set-up that encompasses many situations:
(i) For the trivial group G = {e} we obtain the classical index problem for
(pseudo-)differential operators on compact manifolds, solved by Atiyah and
Singer [4]. (ii) For a single Fourier integral operator Φg this yields (under
suitable conditions) the Atiyah-Weinstein index problem, solved by Epstein-
Melrose [13] and Leichtnam, Nest, Tsygan [21]. (iii) The index problem
for Dirac operators on Lorentzian manifolds with Atiyah-Patodi-Singer type
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boundary conditions on two time slices studied by Bär and Strohmaier [7] re-
sults in the task of finding the index of an operator of the form PΦgP for a
Fourier integral operator Φg and a projection P given by the boundary con-
ditions. A related problem was studied recently by Boltachev and Savin [8].
(iv) When the Φg are induced by diffeomorphisms of the base manifold M ,
one speaks of shift operators or functional differential operators. The space of
operators of the form (1) then is closed under compositions, and the theory
of C∗-algebras can be applied to define a notion of ellipticity and to prove
the Fredholm property, see e.g. Antonevich, Belousov and Lebedev [2]; also
index formulas were obtained [1, 25, 29, 35, 36]. Operators of this type also
play an important role in noncommutative geometry [10–12, 30, 34], mechan-
ics [26, 27, 41], etc.
Recently, operators of type (1) associated with representations by quantized
canonical transformations on closed manifolds were considered by Sternin and
the authors [37, 38]. A Fredholm criterion was obtained and an approach to
the computation of the index based on algebraic index theory was proposed.
In a similar vein, an algebraic index theorem was established by Gorokhovsky,
de Kleijn and Nest [16]. Obtaining explicit index formulae, however, seems
difficult. This is why we study here a rather concrete example of an algebra
of operators of this type: We define a unitary representation of the unitary
group U(n) on L2(Rn) by metaplectic operators. For a subgroup G of U(n),
we consider operators of the form (1), where the quantized canonical transfor-
mations Φg are the metaplectic operators in the representation and the Dg are
pseudodifferential operators on Rn of Shubin type, see [40] or Section 3, below,
for details.
Somewhat surprisingly, the theory becomes rather transparent for this situa-
tion. There is a natural notion of ellipticity that implies the Fredholm property.
Moreover – and this is the main result in this article – we obtain in Theorem 1
an index formula valid for all groups G ⊂ U(n) of polynomial growth in the
sense of Gromov [18].
There are many equivalent definitions of the metaplectic group, see
e.g. Leray [22], Folland [15] or de Gosson [17]. For instance, it is the
group generated by the following three types of operators on L2(Rn):

(i) f(x) 7−→ f(Ax)
√
detA, where A is a real nonsingular n× n matrix;

(ii) f(x) 7−→ f(x)ei(Bx,x), where B is a real symmetric n× n matrix;

(iii) f(x) 7−→ F(f)(x), where F is the Fourier transform.

Elements of the metaplectic group arise in quantum mechanics as solution
operators of nonstationary Schrödinger equations with quadratic Hamiltonians
[17]; also fractional Fourier transforms [9] are elements of the metaplectic group.
The index formula represents the Fredholm index as a sum of contributions over
conjugacy classes in G, cf. [25]. Each contribution is defined in the framework
of noncommutative geometry using a certain closed twisted trace, cf. Connes-
Moscovici [12] or Fedosov [14]. The proof of the index formula itself is based
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on two facts. First, the Euler operator of index one on Rn, defined in terms of
the creation and annihilation operators, see [19], is actually equivariant with
respect to the action of U(n) by metaplectic transformations. Second, this
operator can be used to derive an equivariant Bott periodicity in the following
form

K∗(C0(C
n)⋊G) ≃ K∗(C

∗G), (2)

where now G ⊂ U(n) is an arbitrary subgroup, C∗G is the maximal group
C∗-algebra of G, C0(C

n) ⋊ G is the maximal C∗-crossed product associated
with the natural action of G ⊂ U(n) on Cn and K∗ stands for the K-theory
of C∗-algebras. Note that the isomorphism (2) first appeared in the work of
Higson, Kasparov and Trout [19] in terms of Z/2-gradedC∗-algebras, where this
isomorphism was generalized to an infinite-dimensional situation and applied
in [20] to prove the Baum–Connes conjecture for amenable groups. Here we
define the isomorphism (2) in terms of symbols of elliptic operators and give
an independent proof of the periodicity isomorphism. The isomorphism (2)
enables us to reduce the proof of the index formula to the special case of the
Euler operator twisted by projections over C∗G, where a direct computation
of both sides of the index formula is possible.
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in [19] to us. The work of the first author was supported by the Ministry of
Science and Higher Education of the Russian Federation: agreement no. 075-
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2 Isometric Linear Canonical Transformations and Their Quan-

tization

Let us recall the necessary facts about the symplectic and metaplectic groups
from [22], see also [31, 32].

2.1 The symplectic and the metaplectic groups and their Lie al-

gebras

The metaplectic group Mp(n) ⊂ BL2(Rn) is the group generated by unitary
operators of the form

exp(−iĤ) ∈ Mp(n),

where Ĥ is the Weyl quantization of a homogeneous real quadratic Hamiltonian
H(x, p), (x, p) ∈ T ∗Rn. In its turn, the complex metaplectic group Mpc(n) is
similarly generated by unitaries associated with HamiltoniansH(x, p)+c, where
H(x, p) is as above, while c is a real constant.
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The symplectic group Sp(n) ⊂ GL(2n,R) is the group of linear canonical trans-
formations1 of T ∗Rn ≃ R2n. We consider the faithful representation of this
group on L2(R2n) by shift operators u(x, p) 7→ u(A−1(x, p)), where u ∈ L2(R2n)
and A ∈ Sp(n), and identify Sp(n) with its image in BL2(R2n) under this rep-
resentation. One can show that this group is generated by the unitary shift
operators

exp

(
−
(
Hp

∂

∂x
−Hx

∂

∂p

))
∈ Sp(n)

associated with the canonical transformation equal to the evolution operator
for time t = 1 of the Hamiltonian system

ẋ = Hp, ṗ = −Hx,

where H(x, p) is a homogeneous real quadratic Hamiltonian as above.
It is well known that Mp(n) is a nontrivial double covering of Sp(n). The pro-
jection takes a metaplectic operator to the corresponding canonical transforma-
tion. Hence, their Lie algebras, denoted by mp(n) and sp(n), are isomorphic.
Let us describe an explicit isomorphism. Indeed, it follows from the definitions
above that

mp(n) = {−iĤ}, sp(n) = {−(Hp∂/∂x−Hx∂/∂p)}

with H as above and Lie brackets equal to the operator commutators. These
Lie algebras are isomorphic, and they are also isomorphic to the Lie algebra of
homogeneous real quadratic Hamiltonians H(x, p) ∈ R2n2+n

mp(n) ≃ sp(n) ≃ R2n2+n

−iĤ ↔ −
(
Hp

∂
∂x −Hx

∂
∂p

)
↔ H(x, p),

(3)

where we consider the Poisson bracket on the space of Hamiltonians

{H ′, H ′′} = H ′
xH

′′
p −H ′

pH
′′
x .

The fact that the isomorphisms in (3) preserve the Lie algebra structures is
proved by a direct computation.

2.2 Isometric linear canonical transformations and their quan-

tization

In what follows, we consider the maximal compact subgroup Sp(n) ∩ O(2n)
of isometric linear canonical transformations in Sp(n). It is well known that
this intersection is isomorphic to the unitary group U(n) if we introduce the
complex structure on T ∗Rn ≃ Cn via (x, p) 7→ z = p+ ix, see [3].

1i.e., linear transformations that preserve the symplectic form dx ∧ dp.
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If we realize sp(n) in terms of Hamiltonians H(x, p) as in (3), then one can
show that the Lie algebra of the subgroup Sp(n) ∩ O(2n) ⊂ Sp(n) consists of
the Hamiltonians

H(x, p) =
1

2
(x, p)

(
A −B
B A

)(
x
p

)
, (4)

whereA and B are real n×nmatrices with A symmetric andB skew-symmetric.
Moreover, we have the isomorphism of Lie algebras

Lie algebra of Sp(n) ∩O(2n) ⊂ Sp(n) −→ u(n)

H(x, p) =
1

2
(x, p)

(
A −B
B A

)(
x
p

)
7−→ B + iA.

(5)

Here u(n) stands for the Lie algebra of U(n); its elements are the skew-
Hermitian matrices. Let us illustrate the isomorphism (5) in examples.

Example 1. If n = 1, then B = 0 and A = ϕ, ϕ ∈ R, and (4) gives Hamilto-
nians

H(x, p) =
1

2
(x2 + p2)ϕ.

The solution of the corresponding Hamiltonian system of equations

ẋ = ϕp, ṗ = −ϕx; x(0) = x0, p(0) = p0

satisfies
p(t) + ix(t) = eiϕt(p0 + ix0).

For t = 1 we obtain the element eiϕ ∈ U(1), obviously equal to the exponential
mapping of iϕ ∈ u(1). On the other hand, (5) gives the same element B+ iA =
iϕ ∈ u(1).

Example 2. If n = 2, then A =

(
k m
m l

)
, B =

(
0 −t
t 0

)
and there are

four linearly independent Hamiltonians:

x21 + p21, x22 + p22, x1x2 + p1p2, x1p2 − x2p1.

Let us consider for instance the Hamiltonian

H(x, p) = (x1p2 − x2p1)ϕ =
1

2
(x, p)

(
A −B
B A

)(
x
p

)
ϕ, ϕ ∈ R,

where A = 0, B =

(
0 −1
1 0

)
. On the one hand, the Hamiltonian system of

equations

ẋ1 = −ϕx2, ẋ2 = ϕx1, ṗ1 = −ϕp2, ṗ2 = ϕp1; x(0) = x0, p(0) = p0,
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has the solution equal to

x(t) = eBϕtx0, p(t) = eBϕtp0, where eBϕt =

(
cos(ϕt) − sin(ϕt)
sin(ϕt) cos(ϕt)

)
.

For t = 1 we therefore obtain

p+ ix = eBϕ(p0 + ix0).

Then the element eBϕ ∈ U(2) is obviously equal to the exponential mapping of
Bϕ ∈ u(2). On the other hand, (5) gives the same element (B + iA)ϕ = Bϕ ∈
o(2) ⊂ u(2).

The following lemma will be useful below.

Lemma 1. U(n) is generated by the orthogonal subgroup O(n) and the subgroup
U(1) = {diag(z, 1, . . . , 1) | |z| = 1} .

Proof. It suffices to prove that the Lie algebra of U(n) is generated as a vector
space by the Lie algebra of O(n) and the action of the adjoint representation
AdO(n) on the Lie algebra of U(1).
Indeed, u(n) is the set of all matrices B + iA, where A is symmetric and B is
skew-symmetric. Since o(n) consists of all skew-symmetric matrices, it suffices
to show that the set of all iA is generated by AdO(n) of the Lie algebra of U(1).
This is straightforward: We first generate diagonal matrices using permutation
matrices and then generate nondiagonal matrices using rotations by π/4 in
two-dimensional planes.

2.3 The homomorphism R : U(n) → Mpc(n)

It is known that π : Mp(n) → Sp(n) is a nontrivial double covering. Thus,
one can not represent unambigously elements of Sp(n) by metaplectic opera-
tors. However, it turns out that one can define a representation of the unitary
subgroup U(n) ⊂ Sp(n) by operators in the complex metaplectic group.

Proposition 1. Consider the mapping

R : U(n) −→ Mpc(n)

s 7−→ π−1(s)
√
det s,

(6)

defined in a neighborhood of the unit element I in U(n), where π−1 is the
section for π : Mp(n) → Sp(n) such that π−1(I) = I and the branch of the
square root is chosen such that

√
1 = 1. Then the mapping (6) extends to the

entire group U(n) as a monomorphism of groups. In terms of Hamiltonians,
the homomorphism (6) is defined explicitly as follows. Given

H(x, p) =
1

2
(x, p)

(
A −B
B A

)(
x
p

)
,
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where A is symmetric and B is skew-symmetric, we have

R (exp(B + iA)) = exp(−iĤ)
√
det(exp(B + iA)) = exp(−iĤ) exp(iTrA/2),

(7)

where Ĥ is the Weyl quantization of H(x, p).

Proof. Clearly, this mapping is well defined in a neighborhood of the identity
and admits a unique continuation along any continuous path s(t) in U(n),
s(0) = I (since this is true for both π−1(s) and

√
det s). Moreover, the re-

sult is the same for two homotopic paths with endpoints fixed. Therefore, to
prove that the mapping (6) is well defined globally, it suffices to check that
the continuation along the generators of π1(U(n)) gives the same result as the
continuation along the constant path.
It is well known that π1(U(n)) ≃ π1(U(1)) = Z and a generator is given by the
path s(t) equal to rotations in the (x1, p1)-plane by angles t ∈ [0, 2π]. Then we
have

π−1(s(t)) = e−itĤ , Ĥ =
1

2

(
− ∂2

∂x21
+ x21

)
.

Since the spectrum of the harmonic oscillator Ĥ is {1/2 + k | k ∈ N0}, we see
that

π−1(s(0)) = I, π−1(s(2π)) = −I.
On the other hand, s(t) is the diagonal matrix with entries eit, 1, ..., 1. Hence,
we have

(det(s(t)))1/2 = eit/2,

and we see that

Rs(2π) = π−1(s(2π))(det(s(2π)))1/2 = −I · (−1) = I = Rs(0).

This implies the desired continuity and also smoothness.
Finally, (7) follows from (6) and the fact that the section π−1 is equal to

π−1(exp(B + iA)) = exp(−iĤ),

where Ĥ is the Weyl quantization of (5).

3 Elliptic Operators

3.1 Shubin type pseudodifferential operators

We call a smooth function d = d(x, p) on T ∗
R

n a pseudodifferential symbol (of
Shubin type) of order m ∈ R, provided its derivatives satisfy the estimates

|Dα
pD

β
xd(x, p)| ≤ cα,β(1 + |x|+ |p|)m−|α|−|β|

for all multi-indices α, β, with suitable constants cα,β . We moreover assume d
to be classical, i.e. d admits an asymptotic expansion d ∼ ∑∞

j=0 dm−j , where
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each dm−j is a symbol of order m − j, which is (positively) homogeneous in
(x, p) for |x, p| ≥ 1.
We denote by Ψ(Rn) the norm closure of the algebra of pseudodifferential
operators with Shubin type symbols of order zero acting on L2(Rn); see also
[40]. This closure is a C∗-subalgebra in B(L2(Rn)). The symbol mapping in
this situation is the homomorphism

σ : Ψ(Rn) −→ C(S2n−1)

D 7−→ σ(D)(x, p)

of C∗-algebras, induced by the map which associates to a zero order pseudodif-
ferential operator D with symbol d ∼ ∑∞

j=0 d−j the restriction of d0 to S2n−1.

Denoting by K(L2(Rn)) the compact operators in B(L2(Rn)) we have a short
exact sequence

0 −→ K(L2(Rn)) −→ Ψ(Rn)
σ−→ C(S2n−1) −→ 0. (8)

The unitary group U(n) acts on Ψ(Rn) by conjugation with metaplectic trans-
formations:

D ∈ Ψ(Rn), g ∈ U(n) 7−→ RgDR
−1
g ∈ Ψ(Rn).

Moreover, we have an analogue of Egorov’s theorem:

σ(RgDR
−1
g ) = g−1∗σ(D).

Given a discrete group G ⊂ U(n), we consider the maximal crossed product
Ψ(Rn) ⋊ G (for the theory of crossed products, see e.g. [28, 42]). In the se-
quel, elements of the crossed product are treated as collections {Dg}g∈G of
pseudodifferential operators Dg. We have a natural representation

Ψ(Rn)⋊G −→ B(L2(Rn))

{Dg} 7−→
∑

g∈GDgRg.
(9)

This representation is well defined by the universal property of the maximal
C∗-crossed products and the fact that all operators Rg are unitary.

3.2 Operators acting between ranges of projections

We next introduce a class of operators that is an analogue of operators acting
in sections of vector bundles, cf. [25, Sec. 2.2]. Namely, we consider triples
(D,P1, P2), where P1, P2 are N × N matrix projections over the maximal
group C∗-algebra denoted by C∗(G) and D is an N ×N matrix operator over
Ψ(Rn)⋊ G. Let us also suppose that D and P1, P2 are compatible in the sense
of the following equality:

D = P2DP1.

If this equality is not satisfied, then we replace D by P2DP1. To any such
triple, we assign the operator

D : ImP1 −→ ImP2, ImP1, ImP2 ⊂ L2(Rn,CN ), (10)
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called G-operator, where D,P1, P2 are represented as operators on L2(Rn,CN )
using formula (9), while ImP1, ImP2 are the ranges of the projections.

3.3 Ellipticity and Fredholm property

Let us recall the notion of ellipticity in this situation (see [25, Sec. 2.2]). The
symbol homomorphism σ : Ψ(Rn) → C(S2n−1) induces the symbol homomor-
phism of the maximal crossed products:

σ : Ψ(Rn)⋊G −→ C(S2n−1)⋊G
{Dg} 7−→ {σ(Dg)}.

Definition 1. A triple D = (D,P1, P2) is elliptic if there exists an element
r ∈ MatN (C(S2n−1)⋊G) such that the following equalities hold

P1rσ(D) = P1, σ(D)rP2 = P2. (11)

Lemma 2. Elliptic elements have the Fredholm property.

Proof. The crossed product is an exact functor by [42, Proposition 3.19]. Hence
the exactness of the short exact sequence (8) implies the exactness of the cor-
responding sequence of crossed products by G. In particular, the symbol map
σ : Ψ(Rn)⋊G→ C(S2n−1)⋊G is surjective.
Given r as in Definition 1, we therefore find R ∈ MatN (Ψ(Rn)⋊G) with symbol
equal to r. Then (11) implies that

P1R : ImP2 −→ ImP1

is a two-sided inverse for (10) modulo compact operators.

Remark 1. If G is amenable, then the ellipticity condition can be written
more explicitly in terms of the so called trajectory symbol by the results of
Antonevich and Lebedev [2]. Their results apply since the action of G on
S2n−1 is topologically free. Moreover, it turns out that ellipticity is a necessary
and sufficient condition for the Fredhom property.

4 The Index Theorem

4.1 Difference construction

Given a subgroup G ⊂ U(n) and an elliptic G-operator D = (D,P1, P2), we
define the difference construction for its symbol

[σ(D)] ∈ K0(C0(T
∗
R

n)⋊G) = K0(C0(C
n)⋊G) (12)

following [25, Sec. 4.2].
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Let us recall the construction of the element (12). We define the matrix pro-
jections

p1 =
1

2

(
(1− sinψ)P1 σ−1(D) cosψ
σ(D) cosψ (1 + sinψ)P2

)
, p0 =

(
0 0
0 P2

)
(13)

over the C∗-crossed product C0(C
n)⋊G with adjoint unit, where σ−1(D) = r

(see Definition 1), ψ = ψ(|z|) ∈ C∞(Cn) is a real G-invariant function, which
for |z| small is identically −π/2, for |z| large is +π/2, and is nondecreasing.
We set

[σ(D)] = [p1]− [p0].

Remark 2. One can see that (13) defines a projection also in a more general
situation (which is an analogue of the Atiyah–Singer difference construction,
see [4] or [25, Sec. 4.2] in the noncommutative setting). Namely, consider triples

(a, P1, P2), where a, P1, P2 ∈ MatN (C(Cn)⋊G),

where P1 and P2 are projections, a = P2aP1, and the triple is elliptic in the
sense of Definition 1 for |x|2 + |p|2 large. More precisely, we require that
for the restriction of the triple (a, P1, P2) to a subset of the form {(x, p) ∈
Cn | |x|2 + |p|2 ≥ R2} for some R > 0 there exists a triple (r, P2, P1) such that
ra = P1 and ar = P2 (cf. (11)). Then, if we replace the triple (σ(D), P1, P2)
in (13) by the triple (a, P1, P2), then the difference of projections (13) gives
a well-defined class in K-theory. Of course, such triples are not in general
symbols of G-operators.

4.2 Homotopy classification

Two elliptic G-operators (D0, P0, Q0) and (D1, P1, Q1) as in (10) are called ho-
motopic if there exists a continuous homotopy of elliptic operators (Dt, Pt, Qt),
t ∈ [0, 1], which gives the original operators for t = 0 and t = 1. Two elliptic
operators are called stably homotopic if their direct sums with some trivial oper-
ators are homotopic. Here trivial operators are operators of the form (1, P, P ),
where P is a projection. It turns out that stable homotopy is an equivalence
relation on the set of elliptic operators. The set of equivalence classes of elliptic
G-operators is denoted by Ell(Rn, G). This set is an Abelian group, where the
sum corresponds to the direct sum of operators and the zero of the group is
equal to the equivalence class of trivial operators.
The difference construction (12) induces the mapping

Ell(Rn, G) −→ K0(C0(T
∗Rn)⋊G),

D = (D,P1, P2) 7−→ [σ(D)].
(14)

Proposition 2. The mapping (14) is an isomorphism of Abelian groups.

The proof is standard; see [25, Sec. 4.3] or [33].
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4.3 Smooth symbols

In this paper, we obtain a cohomological index formula. To this end, we use
methods of noncommutative geometry and have to assume that our symbol is
smooth in a certain sense. More precisely, we make the following assumption.
From now on we suppose that G ⊂ U(n) is a discrete group of polynomial
growth [18]. Under this assumption, one can define smooth crossed products
by actions of G, which are spectrally invariant in the corresponding C∗-crossed
products (see [39]).
Recall that the smooth crossed product A⋊G of a Fréchet algebra A with the
seminorms ‖ · ‖m, m ∈ N, and a group G of polynomial growth acting on A by
automorphisms a 7→ g(a) for all a ∈ A and g ∈ G is equal to the vector space of
collections {ag}g∈G of elements in A that decay rapidly at infinity in the sense
that the following estimates are valid:

‖ag‖m ≤ CN,m(1 + |g|)−N for all N,m ∈ N, and g ∈ G,

where the constant CN,m does not depend on g. Here |g| is the length of g in
the word metric on G. Finally, the action of G on A is required to be tempered:
for any m there exists k and a polynomial P (z) with positive coefficients such
that ‖g(a)‖m ≤ P (|g|)‖a‖k for all a and g. The product in A⋊G is defined by
the formula:

{ag} · {bg} =

{
∑

g1g2=g

ag1g1(bg2)

}
.

It follows from the results in [39] that the group K0(C0(C
n)⋊G) is isomorphic

to the group of stable homotopy classes of elliptic symbols (σ(D), P1, P2) that
are smooth in the following sense: their components lie in the smooth crossed
products

σ(D) ∈ MatN (C∞(S2n−1)⋊G), P1, P2 ∈ MatN (C∞(G)). (15)

Here the smooth group algebra C∞(G) is interpreted as the smooth crossed
product C⋊G.
Our aim is to define the topological index for smooth elliptic symbols.

4.4 Algebraic preliminaries

Suppose that a group G acts by automorphisms on a differential graded alge-
bra A with the differential denoted by d.

Definition 2 (cf. [12, 14]). Given s ∈ G, a closed twisted trace is a linear
functional

τs : A −→ C

such that

• τs(ab) = τs(bs(a))(−1)deg a deg b for all a, b ∈ A.

Documenta Mathematica 27 (2022) 983–1013



994 A. Savin, E. Schrohe

• τs(da) = 0 for all a ∈ A.

Two twisted traces τs and τgsg−1 are compatible if τgsg−1 (a) = τs(g
−1a) for all

a ∈ A.

Example 3. Let the elements of A and G be represented by operators a and
Ug on some Hilbert space. Then we can set

τs(a) = Tr(Usa) for all a ∈ A,

provided that the operator trace Tr exists. Then this collection of functionals
is a compatible collection of twisted traces.

Given a compatible collection of twisted traces and a conjugacy class 〈s〉 ⊂ G,
we define the functional

τ〈s〉 : A⋊G −→ C

on the algebraic crossed product of A and G by the formula

τ〈s〉{ag} =
∑

g∈〈s〉

τg(ag). (16)

We claim that this functional is a trace, i.e., we have

τ〈s〉(ab) = τ〈s〉(ba)(−1)deg a deg b for all a, b ∈ A⋊G.

Indeed, if both a and b have a single nonzero component denoted by ag and
bh respectively, then ab and ba also have a single nonzero component equal to
agg(bh) and bhh(ag), and we have

τ〈gh〉(ab) = τgh(agg(bh)) = τg(hg)g−1 (agg(bh)) =

= τhg(g
−1(ag)bh) = τhg(bhh(ag))(−1)deg a deg b = τ〈gh〉(ba)(−1)deg a deg b. (17)

4.5 Twisted traces on differential forms

Let G = U(n) act on Cn ≃ T ∗Rn, and consider the induced action on differ-
ential forms C∞

c (Cn,Λ(Cn)) considered as a differential graded algebra. We
now construct a compatible collection of closed twisted traces for all elements
of the unitary group. To this end, given s ∈ U(n), we define the orthogonal
decomposition

C
n = L = Ls ⊕ L⊥

s ,

where Ls is the fixed point subspace of s (equivalently, it is the eigensubspace
associated with eigenvalue 1), while L⊥

s is its orthogonal complement. Then
we define the functional

τs : C
∞
c (Cn,Λ(Cn)) −→ C

ω 7−→ τs(ω) =

∫

Ls

ω|Ls
.
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Here, we use the complex orientation on Ls (if zj = pj−ixj are the complex co-
ordinates, then

∏
j dpj ∧dxj is assumed to be positive). Clearly, this definition

does not depend on the choice of coordinates z. Moreover, these functionals
define a compatible collection of twisted traces in the sense of Definition 2.
Thus, for each s ∈ G we get (see (16)) a closed graded trace

τ〈s〉 : C
∞
c (Cn,Λ(Cn))⋊ U(n) −→ C

on the algebraic crossed product.

4.6 The definition of the topological index

Let us define the topological index as the functional

indt : K0(C0(C
n)⋊G) −→ C.

To this end, we represent classes in the latter K-group as formal differences
[P1] − [P0] of projections in the smooth crossed product MatN (C∞(Cn) ⋊ G)
such that P1 = P0 at infinity in C

n. Then we set

indt([P1]− [P0]) (18)

=
∑

〈s〉⊂G

1

det(1− s|L⊥
s
)
tr τ〈s〉

(
P1 exp

(
−dP1dP1

2πi

)
− P0 exp

(
−dP0dP0

2πi

))

(cf. [6]). Here the summation is over the set of all conjugacy classes 〈s〉 ⊂ G and
tr stands for the matrix trace. Note that each summand in (18) is homotopy
invariant. We refer to this invariant as the topological index localized at the
conjugacy class 〈s〉 ⊂ G and denote it by indt([P1]− [P0])(s).

4.7 The index theorem

Theorem 1. Given an elliptic G-operator D = (D,P1, P2) associated with a
discrete group G ⊂ U(n) of polynomial growth, the following index formula
holds

indD = indt[σ(D)]. (19)

The idea of our proof is to use the homotopy invariance of both sides of the index
formula and to use K-theory to reduce the operator to a very special operator,
for which one can compute both sides of the index formula independently and
check that they are equal.

5 The Euler Operator and Equivariant Bott Periodicity

The aim of this section is to define an isomorphism of Abelian groups

β : K0(C
∗(G)) −→ K0(C0(T

∗
R

n)⋊G).
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This isomorphism will be defined in terms of the Euler operator on Rn. If G
is trivial, then this isomorphism coincides with the classical Bott periodicity
isomorphism. For nontrivial groups, this isomorphism is a variant of equivariant
Bott periodicity. Note also that if G ⊂ O(n), then this isomorphism was
constructed in [25].

5.1 The Euler operator

Recall that the classical Euler operator on a Riemannian manifoldM is defined
by the formula

d+ d∗ : C∞(M,Λev(M)) −→ C∞(M,Λodd(M)). (20)

It takes differential forms of even degree to differential forms of odd degree.
Here d is the exterior derivative and d∗ is its adjoint with respect to the Rie-
mannian volume form and the inner product on forms defined by the Hodge
star operator. Let us modify this operator and obtain the following elliptic
operator in Rn (e.g., see [19])

E = d+ d∗ + xdx ∧+(xdx∧)∗ : S(Rn,Λev(Cn)) −→ S(Rn,Λodd(Cn)). (21)

Here xdx = dr2/2 =
∑

j xjdxj , where r = |x|. Its symbol is invertible for

|x|2 + |p|2 6= 0.2 We consider this operator in the Schwartz spaces of complex
valued differential forms.
The following lemma is well known.

Lemma 3. The kernel ker E can be identified with Ce−|x|2/2, while cokerE = 0.

Example 4. If n = 1, then

E =
∂

∂x
+ x : S(R) −→ S(R) (22)

is just the annihilation operator modulo
√
2 (here we skip dx in the differential

forms in the target space).

It follows from the definition that E is O(n)-equivariant with respect to the
natural action of O(n) on differential forms. Let us show that E is equivariant
with respect to U(n).

5.2 A unitary representation ρ : U(n) → B(L2(Rn,Λ(Cn)))

The identification Λ(Rn)⊗ C ≃ Λ(Cn) yields a unitary representation

U(n) −→ Aut(Λ(Rn)⊗ C),

namely the natural representation on the algebraic forms:

g ∈ U(n), ω ∈ Λ(Cn) 7−→ g∗−1ω,

2Indeed, σ(E)(x, p) = (ip+ xdx) ∧+((ip+ xdx)∧)∗. Hence, σ(E)2(x, p) = (|x|2 + |p|2)Id.
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which is well defined since we consider complex valued forms.
Complementing the unitary representationR : U(n) −→ B(L2(Rn)) introduced
in (6) we next define the representation

ρ : U(n) −→ B(L2(Rn,Λ(Cn))) (23)

as the diagonal representation:

ρg

(∑

I

ωI(x)dx
I
)
=

∑

I

Rg(ωI)g
∗−1(dxI), g ∈ U(n),

where we represent differential forms as sums
∑

I ωI(x)dx
I over multi-indices

with L2 coefficients ωI(x).
As a tensor product of unitary representations, ρ is a unitary representation.

5.3 U(n)-equivariance of the Euler operator

Note that for g ∈ O(n) ⊂ U(n) we haveRg = g∗−1; hence in this case ρg = g∗−1

is just the natural action of g on differential forms.

Lemma 4. E is U(n)-equivariant, i.e., we have

ρgEρ−1
g = E for all g ∈ U(n). (24)

Proof. By Lemma 1, U(n) is generated by O(n) and U(1). Thus, it suffices to
prove (24) for g in one of these two subgroups. For g ∈ O(n), this equality
follows from the definition (since d, d∗, dr2 commute with the action of the
orthogonal group by shifts). Thus, it remains to prove the statement for g ∈
U(1). For simplicity, we consider the one-dimensional case (the general case is
treated similarly).
Let n = 1. Then we know (see (6))

Rg = eit(1/2−Ĥ), where g = eit ∈ U(1).

It is easy to see that

g∗−1|Λ0(R) = 1, g∗−1|Λ1(R) = e−it.

Hence, the desired equivariance amounts to proving that the operator

∂

∂x
+ x

has the property

eit(−1/2−Ĥ)

(
∂

∂x
+ x

)
e−it(1/2−Ĥ) =

∂

∂x
+ x.
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Let us prove this identity by Dirac’s method. We define creation and annihila-
tion operators

A∗ =
1√
2

(
− ∂

∂x
+ x

)
, A =

1√
2

(
∂

∂x
+ x

)
.

One also has Ĥ = AA∗ − 1/2 = A∗A+ 1/2. This enables us to show that

e−itĤA = eit/2e−itAA∗

A = eit/2Ae−itA∗A = eit/2Ae−it(Ĥ−1/2) = eitAe−itĤ .

Hence, we get

eit(−1/2−Ĥ)Ae−it(1/2−Ĥ) = e−ite−itĤAeitĤ = e−iteitA = A.

This completes the proof of equivariance for n = 1.

5.4 Twisting by a projection

Let P = (Pg) ∈ MatN (C∗(G)) be a projection over the group C∗-algebra of
G ⊂ U(n). Then we define a projection

1⊗ P : L2(Rn,Λ(Cn)⊗ C
N ) −→ L2(Rn,Λ(Cn)⊗ C

N )

by the formula

1⊗ P =
∑

g∈G

(1⊗ Pg)(ρg ⊗ 1N).

The map P 7→ 1⊗ P is defined by a covariant representation, hence, it gives a
homomorphism of C∗-algebras. This implies that 1⊗ P is a projection.
Since 1⊗P is a projection, its range is a closed subspace denoted by Im(1⊗P ).
Thus, we can define the twisted operator as

E0 ⊗ 1N : Im(1⊗ P ) −→ Im(1⊗ P ), (25)

where we made a reduction to the zero-order operator

E0 = (EE∗ + 1)−1/2E .

Since E is equivariant, it follows that (E0 ⊗ 1N )(1 ⊗ P ) = (1 ⊗ P )(E0 ⊗ 1N).
Thus, E0 ⊗ 1N preserves Im(1⊗P ). This twisted operator is Fredholm with an
almost inverse operator equal to E−1

0 ⊗ 1N .

5.5 Equivariant Bott periodicity

Theorem 2. The mapping

β : K0(C
∗(G)) −→ K0(C0(T

∗Rn)⋊G)
P 7−→ [(σ(E0 ⊗ 1N), 1⊗ P, 1 ⊗ P )]

(26)

is an isomorphism of Abelian groups.
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Proof. The idea (going back to Atiyah [5]) is to include the mapping β in the
diagram:

K0(C
∗(G))

β
// K0(C0(T

∗Rn)⋊G)
β′

//

ind

bb

K0(C0(R
4n)⋊G)

ind′

dd

(27)

of Abelian groups and homomorphisms with the following properties

ind ◦β = I, (28)

ind′ ◦β′ = I, (29)

ind′ ◦β′ = β ◦ ind . (30)

Clearly, if we construct the diagram with these properties, then β and ind are
mutually inverse homomorphisms and the theorem is proved.
It remains to construct the diagram with these properties. The mappings
β, β′ will be defined by taking exterior products with the Euler operator, while
ind, ind′ will be analytic index mappings. Hence, properties (28) and (29) follow
from the multiplicative property of the index and the fact that the index of
the Euler operator is equal to one. It turns out that the remaining property
(30) also follows from the multiplicative property of the index and an explicit
homotopy of symbols (the so-called Atiyah rotation trick [5]). Let us now give
the detailed proof.

5.6 Definition of the mapping β′

Consider the doubled space

R
4n = R

2n × R
2n, (x, p, y, q) ∈ R

4n,

with the diagonal action of G on it. Let us define the mapping

β′ : K0(C0(T
∗
R

n)⋊G) −→ K0(C0(R
4n)⋊G),

[σ] 7−→ [σ#σ(E0)]

in terms of the exterior product of symbols, see [25, Sec. 6.2]. We re-
call the definition of the exterior product. To this end, let a = (a, P1, P2)
and b = (b,Q1, Q2) be triples over C(R2n) ⋊ G and C(R2n) respectively,
see Remark 2. Suppose in addition that the projections Pj , Qj are self-
adjoint, and b is equivariant. This means that we have two homomorphisms
ρj : G → End(ImQj) from G to the group of unitary automorphisms of the
vector bundles equal to the ranges of Q1 and Q2, and b intertwines these ho-
momorphisms: bρ1(g) = ρ2(g)b for all g.

Definition 3. The exterior product of the triples a and b is the triple

a#b =

((
a⊗ 1 −1⊗ b∗

1⊗ b a∗ ⊗ 1

)
,

(
P1 ⊗Q1 0

0 P2 ⊗Q2

)
,

(
P2 ⊗Q1 0

0 P1 ⊗Q2

))
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over C(R4n) ⋊ G. Here the elements of these matrices are in matrix algebras
over the crossed product C(R4n)⋊G, and they are defined as

(a⊗1)g = ag⊗ρ1(g), (a∗⊗1)g = (a∗)g⊗ρ2(g), (Pj⊗Qk)g = Pjg⊗ρk(g)Qk.

We shall frequently abridge this notation and simply write

a#b =

(
a −b∗
b a∗

)
,

omitting the projections and tensor products by identity operators.

Lemma 5. Suppose that the triples a = (a, P1, P2) and b = (b,Q1, Q2) are
elliptic. Then their exterior product a#b is elliptic.

Proof. 1. Let us state the ellipticity condition for triples in C∗-algebraic terms.
Consider a triple (a, P1, P2) with components in a C∗-algebraA, Pj = P ∗

j = P 2
j ,

and a = P2aP1. Such a triple is elliptic if there exists r ∈ A such that ar = P2

and ra = P1. We claim that the ellipticity is equivalent to the following two
conditions

aa∗ is invertible in the C∗-algebra P2AP2,
a∗a is invertible in the C∗-algebra P1AP1.

(31)

The proof is standard. Namely, ellipticity of (a, P1, P2) is equivalent to that of
(a∗, P2, P1) and, hence, to that of

((
0 a∗

a 0

)
,

(
P1 0
0 P2

)
,

(
P1 0
0 P2

))
.

Further, the ellipticity of this matrix triple is equivalent to the invertibility of

the matrix

(
0 a∗

a 0

)
in the algebra P1AP1 ⊕ P2AP2. Finally the invertibility

of this self-adjoint matrix is equivalent to the invertibility of its square, which
gives the desired result.
2. Thus, to prove the lemma, it suffices to prove the invertibility of (a#b)∗(a#b)
and (a#b)(a#b)∗ in the corresponding C∗-algebras. Let us prove that the first
element is invertible. The verification for the second element is similar. Using
the equivariance of b, we obtain that the off-diagonal elements in a#b and
(a#b)∗ commute with the elements on the diagonal. This implies that the
composition

(a#b)∗(a#b) = diag(a∗a⊗ 1 + 1⊗ b∗b, aa∗ ⊗ 1 + 1⊗ bb∗) (32)

is a diagonal matrix. Let us prove that the upper left corner of this matrix is
invertible (the invertibility of the lower right corner is proved similarly) in the
algebra

a∗a⊗ 1 + 1⊗ b∗b ∈ (P1 ⊗Q1)MatN2(C(R4n)⋊G)(P1 ⊗Q1). (33)
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Let us denote this element and the algebra in (33) as u and A(R4n) respec-
tively. Moreover, given a U(n)-invariant closed subset U ⊂ R4n, we denote the
corresponding algebra by A(U).
Since (a, P1, P2) is elliptic on the set {|x|2 + |p|2 ≥ R2} and 1 ⊗ b∗b is
nonnegative, it follows that the element (33) is invertible in the algebra
A(R4n ∩ {|x|2 + |p|2 ≥ R2}) as a sum of nonnegative elements, one of which is
invertible. Denote by r1 ∈ A(R4n ∩{|x|2+ |p|2 ≥ R2}) the inverse element and
by r̃1 ∈ A(R4n) a lift under the projection mapping

A(R4n) −→ A(R4n ∩ {|x|2 + |p|2 ≥ R2}).

Such a lift exists by the exactness of the maximal crossed product functor [42,
Proposition 3.19]. Then the differences

ur̃1 − 1, r̃1u− 1 (34)

vanish in the domain {|x|2 + |p|2 ≥ R2}. Similarly, using the ellipticity of
(b,Q1, Q2), we obtain an element r̃2 ∈ A(R4n) such that the differences

ur̃2 − 1, r̃2u− 1 (35)

vanish in the domain {|y|2 + |q|2 ≥ R2}. Let us now consider the element

r = r̃1χ1 + r̃2χ2 ∈ A(R4n ∩ {|x|2 + |p|2 + |y|2 + |q|2 ≥ 4R2}),

where χ1, χ2 ∈ C∞(R4n ∩ {|x|2 + |p|2 + |y|2 + |q|2 ≥ 4R2}) is a U(n)-invariant
partition of unity associated with the covering of the set {|x|2+|p|2+|y|2+|q|2 ≥
4R2} by the domains

R
4n ∩ {|x|2 + |p|2 + |y|2 + |q|2 ≥ 4R2} ∩ {|x|2 + |p|2 ≥ R2},

R
4n ∩ {|x|2 + |p|2 + |y|2 + |q|2 ≥ 4R2} ∩ {|y|2 + |q|2 ≥ R2}.

We claim that r is the inverse of u over the domain {|x|2 + |p|2 + |y|2 + |q|2 ≥
4R2}. Indeed, we have

ur = ur̃1χ1 + ur̃2χ2 = (ur̃1 − 1)χ1 + (ur̃2 − 1)χ2 + χ1 + χ2 = 0 + 0 + 1 = 1.

A similar computation shows that ru = 1.
Thus, we proved that (a#b)∗(a#b) and (a#b)(a#b)∗ are invertible in the cor-
responding C∗-algebras. Hence, by part 1 of the proof, the exterior product
a#b is elliptic.

Remark 3. One similarly defines the exterior product if the first factor is
equivariant. More generally, whenever we write an expression of the form a#b,
we implicitly assume that one of the factors is equivariant, and depending on
which of the factors is equivariant, we apply the corresponding definition. (If
both symbols are equivariant, we can use any of the definitions; both give the
same result.)

Documenta Mathematica 27 (2022) 983–1013



1002 A. Savin, E. Schrohe

5.7 Definition of the mapping ind

Given an elliptic G-operator (D,P1, P2) on Rn, where

D =
∑

g

DgRg, Pj =
∑

g

Pj,gRg, j = 1, 2,

we now construct a G-operator acting in Hilbert modules over the group C∗-
algebra C∗(G) following the construction in [25, Sec. 5.2]. To this end, let Lg

be the operator of left translation by g in the free C∗(G)-module C∗(G)N . We
define operators

D̃ =
∑

g

DgRg ⊗ Lg, P̃j =
∑

g

Pj,gRg ⊗ Lg, j = 1, 2, (36)

acting in the space L2(Rn, C∗(G)N ). The operators are well defined by the
universal property of the maximal crossed product. Then we consider the
operator

P̃2D̃P̃1 : Im P̃1 −→ Im P̃2 (37)

over the C∗-algebra C∗(G) acting between the ranges of the projections

P̃j : L
2(Rn, C∗(G)N ) −→ L2(Rn, C∗(G)N )

considered as right Hilbert C∗(G)-modules. We claim that the operator (37)
is C∗(G)-Fredholm in the sense of Mishchenko and Fomenko [24]. Indeed, its

almost-inverse operator is equal to P̃1D̃−1P̃2, where D
−1 is a G-operator with

the symbol r, see Definition 1. Thus, the operator (37) has an index

indC∗(G)(P̃2D̃P̃1 : Im P̃1 −→ Im P̃2) ∈ K0(C
∗(G)).

Then we define

ind: K0(C0(T
∗Rn)⋊G) −→ K0(C

∗(G))

[(σ(D), P1, P2)] 7−→ indC∗(G)(P̃2D̃P̃1 : Im P̃1 −→ Im P̃2).
(38)

5.8 Definition of the mapping ind′

We define the index mapping

ind′ : K0(C0(R
4n)⋊G) −→ K0(C0(T

∗
R

n)⋊G)

as follows. Let (x, p, y, q) be variables in R4n. Then each class in K0(C0(R
4n)⋊

G) contains a representative of the form

(a, P1, P2), a ∈ MatN (C(R4n)⋊G), P1,2 ∈ MatN (C(T ∗
R

n)⋊G), (39)

which is elliptic for large (x, p, y, q) and such that
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(1) a(x, p, y, q) = P1(x, p) = P2(x, p) = diag(1, .., 1, 0, ..., 0) if |x|2+ |p|2 ≥ R2

for some R > 0;

(2) a(x, p, y, q) is homogeneous of degree zero in (y, q) for (y, q) large uni-
formly in (x, p).

Such a representative can be obtained if we use stable homotopies of the sym-
bol and the projections. Note that here we use the realization of the group
K0(C0(R

4n) ⋊ G) in terms of triples (39), where the element a defines the
equivalence of projections at infinity (see Remark 2).
We treat the triple in (39) as a symbol of a G-operator and associate to it as
in (36) the corresponding operator

ã

(
x, p, y,−i ∂

∂y

)
: (40)

P̃1L
2(Rn

y , (C0(T
∗
R

n)⋊G)+ ⊗ C
N ) −→ P̃2L

2(Rn
y , (C0(T

∗
R

n)⋊G)+ ⊗ C
N )

acting in Hilbert (C0(T
∗Rn) ⋊ G)+-modules. This operator is Fredholm with

almost inverse operator defined by the triple (a−1, P2, P1). Consider the index
of this operator

indC0(T∗Rn)⋊G ã

(
x, p, y,−i ∂

∂y

)
∈ K0(C0(T

∗
R

n)⋊G) (41)

as the (C0(T
∗Rn) ⋊ G)+-index of operator (40). A priori this index lies in

K0((C0(T
∗Rn) ⋊ G)+), but one can readily show that the homomorphism

(C0(T
∗Rn) ⋊ G)+ → C, whose kernel is C0(T

∗Rn) ⋊ G, takes the operator
(40) to the identity operator (by our assumption (1) above), whose index is
zero, and hence

ind(C0(T∗Rn)⋊G)+ ã

(
x, p, y,−i ∂

∂y

)
∈

K0(C0(T
∗
R

n)⋊G) ≡ ker
(
K0((C0(T

∗
R

n)⋊G)+) → K0(C)
)
.

Finally, we define ind′[(a, P1, P2)] as the index (41).

5.9 Proof of (28)

Let us prove that ind ◦β = I. To this end, note that if [P ] ∈ K0(C
∗(G)),

where P is a projection over C∗(G), then the class β[P ] ∈ K0(C0(T
∗Rn)⋊G)

is represented by the elliptic symbol

(σ(E0 ⊗ 1N ), 1⊗ P, 1⊗ P ).

Hence indβ[P ] is equal to the C∗(G)-index of the operator

Ẽ0⊗1N : 1⊗P̃L2(Rn,Λev(Cn)⊗C∗(G)N ) −→ 1⊗P̃L2(Rn,Λodd(Cn)⊗C∗(G)N ).
(42)
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However, the cokernel of E0 is trivial, and the kernel is one-dimensional and
consists of G-invariant elements. Thus, the cokernel of the operator (42) is
trivial and the kernel is

ker 1⊗ P̃ (Ẽ0 ⊗ 1N) = ker E ⊗ Im P̃ ≃ ImP ⊂ C∗(G)N .

We obtain the desired equality

ind β[P ] = [P ]. (43)

5.10 Proof of (29)

The proof is similar to that in [25]. For the sake of completeness, let us give
a shorter proof here. Given an arbitrary element in K0(C0(T

∗Rn) ⋊ G), we
choose its representative of the form

a = (a, P1, P2), a, P1, P2 ∈ C(T ∗
R

n,MatN (C))⋊G,

where P1 = P2 = a = diag(1, 1, .., 1, 0, 0, .., 0) in the domain |x|2 + |p|2 ≥ R2

for some R > 0. Then in the class of the element β′[a] we choose the following
representative

a#σ(E0) =
(

a(x, p)⊗ 1 −χ(x, p)(1⊗ σ∗(E0)(y, q))
χ(x, p)(1 ⊗ σ(E0)(y, q)) a∗(x, p)⊗ 1

)
(44)

where χ(x, p) is a smooth U(n)-invariant function with compact support on
T ∗Rn such that χ(x, p) ≡ 1 whenever |x|2 + |p|2 ≤ R2. Furthermore, we
suppose that here σ(E0)(y, q) is homogeneous at infinity and continuous at
y = q = 0. Clearly, this representative satisfies the properties in the definition
of the mapping ind′. Hence, we have by the definition of the mapping ind′ the
following equality

ind′ β′[a] = ind(C0(T∗Rn)⋊G)+ Ã,

where Ã is an operator in Hilbert (C0(T
∗Rn) ⋊ G)+-modules associated with

the symbol (44). We make the following choice of Ã :

Ã =

(
ã(x, ξ)⊗ (1−Π) −χ(x, ξ)(1 ⊗ E∗

0 ))
χ(x, ξ)(1 ⊗ E0) ã∗(x, ξ) ⊗ 1

)
:

P̃1L
2(Rn

y , (C0(T
∗Rn)⋊G)+ ⊗ CN ⊗ Λev(Cn))

⊕
P̃2L

2(Rn
y , (C0(T

∗Rn)⋊G)+ ⊗ CN ⊗ Λodd(Cn))

−→

P̃2L
2(Rn

y , (C0(T
∗Rn)⋊G)+ ⊗ CN ⊗ Λev(Cn))

⊕
P̃1L

2(Rn
y , (C0(T

∗Rn)⋊G)+ ⊗ CN ⊗ Λodd(Cn))

(45)

where Π is the orthogonal projection on the subspace kerE0 = Ce−|y|2/2.
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Then we have

ker Ã = ker Ã∗Ã

= ker diag
(
ã∗ã(x, p) ⊗ (1−Π) + χ2(x, p)(1 ⊗ E∗

0E0),

ãã∗(x, p)⊗ 1 + χ2(x, p)(1 ⊗ E0E∗
0 )
)
. (46)

We claim that the operator

(ãã∗)(x, p)⊗ 1 + χ2(x, p)(1 ⊗ E0E∗
0 ))

is strictly positive and, hence, invertible. Indeed, this operator is a sum of
two nonnegative operators, and for |x|2 + |p|2 ≤ R2 the second summand is
strictly positive since ker E∗

′ = 0, while for |x|2 + |p|2 ≥ R2 the first term is
strictly positive, since ã is invertible here. One shows similarly that the kernel
of operator

(ã∗ã)(x, p)⊗ (1− Π) + χ2(x, p)(1 ⊗ E∗
0E0)

is equal to ImP1 ⊗ ker E0 ≃ ImP1 and this operator is strictly positive on the
orthogonal complement of this subspace. Thus, we have

ker Ã = (ImP1 ⊗ ker E0)⊕ 0 ≃ ImP1.

The kernel of the adjoint operator is similarly equal to

ker Ã∗ = ker ÃÃ∗ = (ImP2 ⊗ ker E0)⊕ 0 ≃ ImP2.

Hence, we obtain

ind(C0(T∗Rn)⋊G)+ Ã = [ker Ã]− [ker Ã∗] = [P1]− [P2] ∈ K0(C0(T
∗
R

n)⋊G).

This proves (29).

5.11 Proof of (30)

Given [a] ∈ K0(C0(T
∗
R

n) ⋊ G), we claim that the element a#σ(E0) is homo-
topic within elliptic symbols to an element unitarily equivalent to σ(E0)#a.
Indeed, the homotopy

σt = a(x cos t+ y sin t, p cos t+ q sin t)#σ(E0)(y cos t− x sin t, q cos t− p sin t)

for t ∈ [0, π/2] takes a(x, p)#σ(E0)(y, q) to a(y, q)#σ(E0)(−x,−p), and then
the 180◦ rotation in the (x, p)-plane takes it to the symbol unitarily equivalent
to σ(E0)#a. Moreover, this homotopy preserves the ellipticity of the symbol,
since the diagonal action of G on R4n commutes with the rotation homotopy

(x, p, y, q) 7−→ (x cos t+ y sin t, p cos t+ q sin t, y cos t− x sin t, q cos t− p sin t).

Finally, the following equality holds

ind(C0(T∗Rn)⋊G)+ [σ(E0)#a] = β ind[a]. (47)

The proof of this equality coincides with the proof of Lemma 6.7 in [25].
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6 Proof of the Index Formula

Both sides of the index formula (19) are homomorphisms of Abelian groups

ind, indt : Ell(R
n, G) −→ C.

The group Ell(Rn, G) ≃ K0(C0(T
∗Rn)⋊G) is generated by the stable homotopy

classes of twisted Euler operators (25) by the equivariant Bott periodicity (see
Theorem 2). Hence, it suffices to prove that the analytic index is equal to the
topological index for the twisted Euler operators.

6.1 The analytic index of twisted Euler operators

The cokernel is trivial (this follows from the fact that E0⊗ 1N is surjective and
commutes with 1⊗ P ), while the kernel is equal to PCN exp(−r2/2). Hence,

ind(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P ) (48)

= rkP |CN exp(−r2/2) = TrP |CN exp(−r2/2) =
∑

g∈G

trPg =:
∑

〈g〉⊂G

chg[P ].

Here Tr stands for the operator trace on L2(Rn,CN ), tr is the matrix trace,
Pg are the components of P ∈ MatN (C∞(G)), and we used the fact that the
Gaussian function exp(−r2/2) is U(n)-invariant. Recall that C∞(G) is the
smooth group algebra of rapidly decaying functions on G.

6.2 The topological index of twisted Euler operators

Given g ∈ G, let us compute the localized topological index indt[σ(E0⊗1N , 1⊗
P, 1⊗P )](g). Let P1 and P0 be matrix projections over C∞(Cn)⋊G such that
(see (13))

[σ(E0 ⊗ 1N , 1⊗ P, 1⊗ P )] = [P1]− [P0].

By the definition of the localized topological index, we have

indt[σ(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P )](g)

=
1

det(1 − g|L⊥
g
)

∑

s∈〈g〉

tr(τs(ωs)) =
1

det(1− g|L⊥
g
)

∑

s∈〈g〉

∫

Ls

tr(ωs|Ls
), (49)

where the functional τs was defined in (4.5), L = Cn, Ls is the fixed-point
subspace for s ∈ U(n), and we set

ω = {ωs}s∈G

= P1 exp

(
−dP1dP1

2πi

)
− P0 exp

(
−dP0dP0

2πi

)
∈ MatN (C∞

c (Cn,Λ(Cn))⋊G).
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We claim that the following equality holds:

∑

s∈〈g〉

∫

Ls

tr(ωs|Ls
) =

∫

Lg

chg[σ(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P )], (50)

where chg[σ(E0 ⊗ 1N , 1⊗P, 1⊗P )] ∈ Hev
c (Lg) is the localized Chern character

of the symbol of the twisted Euler operator defined in [25, p.92]. Indeed, it
follows from the definitions in the cited monograph that

chg[σ(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P )] =
∑

s∈〈g〉

∫

Gg,s

tr(h∗ωs)|Lg
dh, (51)

where Gg,s = kCg ⊂ U(n), Cg = {h ∈ U(n) | gh = hg} is the centralizer
of g in U(n) (it is a compact Lie group), and k is an arbitrary element such
that kgk−1 = s. Finally, dh is the measure on Gg,s induced by the element k
from the normalized Haar measure on Cg. Integrating (51) over Lg gives us
the desired equality:

∫

Lg

chg[σ(E0 ⊗ 1N , 1⊗ P, 1⊗ P )] =
∑

s∈〈g〉

∫

Gg,s

∫

Lg

tr(h∗ωs)|Lg
dh

=
∑

s∈〈g〉

∫

Gg,s

∫

Ls

tr(ωs|Ls
)dh =

∑

s∈〈g〉

∫

Ls

tr(ωs|Ls
).

Here we used the fact that each h ∈ Gg,s defines a diffeomorphism h : Lg → Ls

of the fixed-point sets of g and s. Thus, Eqs. (49) and (50) give us the following
equality:

indt[(E0⊗ 1N , 1⊗P, 1⊗P )](g) =
1

det(1− gL⊥
g
)

∫

Lg

chg[σ(E0⊗ 1N , 1⊗P, 1⊗P )].

(52)
The localized Chern character is multiplicative (see [25, Lemma 9.10]), and we
have

chg[σ(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P )] = chg[P ] ch i
∗(σ(E0))(g), (53)

where chg[P ] =
∑

s∈〈g〉 trPs ∈ C and i∗(σ(E0)) is the restriction of symbol

σ(E)0 to the subspace Lg.
A direct computation shows that the restriction of the symbol of the Euler
operator to the fixed-point set is equal to

i∗σ(E0) = (1Λev(L⊥
g ) ⊗ σ(ELg

))⊕ (1Λodd(L⊥
g ) ⊗ σ(E∗

Lg
)),

where Λev/odd(L⊥
g ) are the vector spaces of even/odd algebraic forms of L⊥

g ,
and we denote the symbol of the Euler operator on a vector space L by σ(EL).
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Now note that the action of g is nontrivial only on the exterior algebra of L⊥
g .

Hence, the localized Chern character is equal to3

ch(i∗σ(E0))(g)
= trg([Λ

ev(L⊥
g )(g)]− [Λodd(L⊥

g )]) · ch(σ(ELg
)) = det(1− gL⊥

g
) · ch(σ(ELg

)).

This equality follows from the definition of the localized Chern character and
the fact that trg([Λ

ev(L⊥
g )(g)] − [Λodd(L⊥

g )]) = det(1 − gL⊥
g
), which is easy to

see if we diagonalize gL⊥
g
. Substituting the expression for the localized Chern

character in (52), we obtain

indt[σ(E0 ⊗ 1N , 1⊗ P, 1⊗ P )](g) = chg[P ]
det(1− gL⊥

g
)

det(1− gL⊥
g
)

∫

Lg

ch(σ(ELg
)). (54)

Here, the determinants cancel, while the integral is well known and is equal to
one

∫

Lg

ch(σ(ELg
)) =



∫

C

ch(σ(EC))




dimLg

= 1.

This equality is a special case of the Riemann–Roch formula for the embedding
pt ⊂ Lg, see e.g. [23]. Hence we obtain the formula for the localized topological
index of the twisted Euler operator

indt[σ(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P )](g) = chg(P ).

Then the topological index itself is equal to

indt[σ(E0 ⊗ 1N , 1⊗ P, 1 ⊗ P )] =
∑

〈g〉⊂G

chg[P ]. (55)

Comparing the expressions for the analytic index in (48) and the topological
index in (55), we see that they are equal. The proof of the index formula is
now complete.

7 Application to Indices of Equivariant Operators

Let
D : L2(Rn,Ck) −→ L2(Rn,Ck) (56)

3Recall the definition of the localized Chern character for a trivial G-space X:

ch(·)(g) : KG(X) ≃ K(X)⊗ R(G)
ch⊗trg
−→ H∗(X) ⊗ C,

where KG(X) ≃ K(X) ⊗ R(G) is the natural isomorphism, R(G) is the ring of virtual
representations of G, ch is the Chern character, while trg : R(G) → C takes a virtual
representation to the value of its character at the element g ∈ G.
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be an elliptic operator of Shubin type and ρj : Γ −→ U(k), j = 0, 1, two unitary
representations of a finite group Γ ⊂ U(n) of metaplectic transformations.
Suppose that D is Γ-equivariant in the sense that

DRgρ0,g = Rgρ1,gD for all g ∈ Γ.

Then the kernel and cokernel of D are Γ-modules with respect to the actions
g 7→ Rgρ0,g and g 7→ Rgρ1,g, and we have the Γ-index indΓD ∈ R[Γ] in the
ring of virtual representations of Γ, see [4]. We denote by

indπD ∈ Z

the multiplicity of an irreducible representation π in the virtual representation
indΓD. For instance, if π is the trivial one dimensional representation, then
indπD is equal to the index of D restricted to the spaces of Γ-invariant func-
tions. The following proposition gives a cohomological expression for indπD.

Proposition 3. We have

indπD =
1

|Γ|
∑

〈g〉⊂Γ

|〈g〉|χπ(g)

det(1− gL⊥
g
)

∫

Lg

ch(σ(D)|Lg
)(g), (57)

where the localized Chern character ch(σ(D)|Lg
)(g) ∈ Hev

c (Lg) is defined as
in (53), | · | is the cardinality of a finite set, while χπ is the character of π.

Proof. Let us define the projection Pπ in the group algebra of Γ by the formula

Pπ =
dim π

|Γ|
∑

g∈Γ

Rgχπ(g).

It follows from the representation theory of finite groups that this projection
acts as the identity on the representation space of π and annihilates the rep-
resentation spaces of all other irreducible representitions of Γ. Then we can
twist D by Pπ and denote the twisted operator by D ⊗ 1Pπ

. This operator is
elliptic and its analytic index is hence equal to

ind(D ⊗ 1Pπ
) = (dim π) indπD.

Meanwhile, the index formula (19) and computations similar to those in Sec-
tion 6 (see (52) and (53)) give us the desired expression:

ind(D ⊗ 1Pπ
) =

∑

〈g〉⊂Γ

1

det(1 − gL⊥
g
)

∫

Lg

ch(σ(D)|Lg
)(g) chg Pπ

=
∑

〈g〉⊂Γ

1

det(1− gL⊥
g
)

∫

Lg

ch(σ(D)|Lg
)(g)

|〈g〉|χπ(g)

|Γ| , (58)
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where we inserted the expression

chg Pπ =
∑

h∈〈g〉

dimπ

|Γ| χπ(h) =
∑

h∈〈g〉

dim π

|Γ| χπ(g) =
dimπ|〈g〉|χπ(g)

|Γ| .
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