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Interacting helical traveling waves for the
Gross–Pitaevskii equation

Juan Dávila, Manuel del Pino, Maria Medina, and Rémy Rodiac

Abstract. We consider the three-dimensional Gross–Pitaevskii equation

i@t C� C .1 � j j
2/ D 0 for  WR �R3 ! C

and construct traveling wave solutions to this equation. These are solutions of the form  .t; x/ D

u.x1; x2; x3 � Ct/ with a velocity C of order "jlog "j for a small parameter " > 0. We build two
different types of solutions. For the first type, the functions u have a zero-set (vortex set) close
to a union of n helices for n � 2 and near these helices u has degree 1. For the second type, the
functions u have a vortex filament of degree �1 near the vertical axis e3 and n � 4 vortex filaments
of degree C1 near helices whose axis is e3. In both cases the helices are at a distance of order
1=."

p
jlog "j/ from the axis and are solutions to the Klein–Majda–Damodaran system, supposed

to describe the evolution of nearly parallel vortex filaments in ideal fluids. Analogous solutions
have been constructed recently by the authors for the stationary Gross–Pitaevskii equation, namely
the Ginzburg–Landau equation. To prove the existence of these solutions we use the Lyapunov–
Schmidt method and a subtle separation between even and odd Fourier modes of the error of a
suitable approximation.

1. Introduction

The aim of this paper is to construct solutions to the Gross–Pitaevskii equation

i@t C� C .1 � j j
2/ D 0 in R �R3; (1.1)

for WR�R3!C. This equation appears in Bose–Einstein condensates theory, nonlinear
optics and superfluidity. At least formally, it possesses two important conserved quantities:
the energy

E. / D
1

2

Z
R3

�
jr .�; t /j2 C

1

2
.1 � j .�; t /j2/2

�
dx

and the momentum
P. / D

Z
R3

.i ;r / dx;
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where .�; �/ denotes the scalar product in R2 'C. In this paper we are interested in special
solutions called traveling wave solutions. They take the form

 .t; x/ D u.x1; x2; x3 � Ct/; (1.2)

where uWR3 ! R;C 2 R is a constant to be determined and x D .x1; x2; x3/ 2 R3. If  
is defined by (1.2) and solves (1.1) then u satisfies

iC@x3u D �uC .1 � juj
2/u in R3: (1.3)

Traveling wave solutions to (1.1) of finite energy are thought to play an important role
in the long time behavior of solutions; see e.g. [29, 30]. Equation (1.1) is well posed in
various spaces [6, 19, 20, 23, 43], and in particular we remark that solutions to (1.1) exist
for all time for initial data in the energy space [21, 22]. In this article we will construct
infinite energy solutions. To find solutions to (1.3) it is convenient to introduce a small
parameter " > 0 and use the scaling u".x/ D u.x

"
/. We are interested in solutions with

small velocity, namely, we expect the velocity to be of order C D C" � "jlog "j and thus
we set

C D C" WD c"jlog "j (1.4)

for a fixed c 2 R. Hence u" is a solution to

ic"2jlog "j@x3u" D "
2�u" C .1 � ju"j

2/u" in R3: (1.5)

The motivation for constructing our solutions originates in the study of the following
scaled Gross–Pitaevskii equation:

i"2jlog "j@t C "2� C .1 � j j2/ D 0 in R ��; (1.6)

where � is an open subset of R3. Roughly speaking, for initial data whose Jacobian
concentrates near some one-dimensional curve as " ! 0, the solution  .t; �/ will also
concentrate near some one-dimensional curve that will evolve through the binormal cur-
vature flow; see e.g. [25, 27]. For smooth curves parametrized by arc length 
.t; s/, the
evolution through binormal curvature flow can be written as

@t
 D @s
 ^ @
2
ss
:

For less regular curves, one can also interpret this flow in a weak sense (see [26]). Exam-
ples of special solutions to the binormal curvature flow are a straight line not depending
on time, a translating circle and a translating-rotating helix. In each of these examples
there exists an associated family of solutions to (1.1). For the stationary straight line, the
associated solution is the standard Ginzburg–Landau vortex of degree 1 in the plane, i.e.,
the solution to

�w C .1 � jwj2/w D 0 in R2; (1.7)

which can be written asw.z/D �.r/ei� for some nonnegative real function � with �.0/D
0 and �.C1/ D 1. This can be viewed as a stationary solution to (1.1) in R3 which is
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independent of the variable x3. We refer to [7, 8, 24] for more information on w and to
[38–40] for its uniqueness properties. Solutions to (1.1) associated to a translating cir-
cle are traveling wave solutions with small speed (1.4) exhibiting a vortex ring. They are
finite energy solutions and were constructed by variational methods in [5, 9]. Later on,
traveling wave solutions to a similar equation with a vortex ring, the Schrödinger map
equation, were constructed by a perturbation method in [33]; see also [34, 41]. We refer
to [1–4, 11–13, 35, 37] for more on finite energy solutions. Associated to the helix, there
exist infinite energy solutions to (1.1). They are also traveling wave solutions with small
speed, which were constructed by Chiron in [10], by using variational methods. The cor-
responding traveling single-helix solutions to the Schrödinger map equation were proved
to exist by Wei–Yang in [42], where the authors raise the open problem of the existence
of solutions with a vortex set of multiple helices. One of the purposes of this article is to
answer this question for the Gross–Pitaevskii equation.

Once we know that the straight filament is a solution to (1.1), one can also look for
solutions to the GP-equation whose vortex set consists of multiple, almost straight, parallel
filaments. In this case, it is believed that the motion of these n � 2 filaments is governed
by the Klein–Majda–Damodaran system:

� i@tfk.t; z/ � @zzfk.t; z/ � 2
X
j¤k

djdk
fk � fj

jfk � fj j2
D 0; k D 1; : : : ; n; (1.8)

where z is the third coordinate in R3 and di , i D 1; : : : ; n represent the topological degree
around the filament. This system was derived in [32] in the context of fluid mechanics
and studied in [31]. The Euler equation and the Gross–Pitaevskii equation are thought to
share many common properties, in particular with respect to the behavior of their vor-
tex filaments. Recently, Jerrard–Smets in [28] provided the first rigorous justification of
the appearance of the Klein–Majda–Damodaran system as a limiting problem for vortex
filaments of the Gross–Pitaevskii solutions. More precisely, they proved that for well-
prepared initial data, the vortex set of solutions to (1.1) converges, as "! 0, towards n
almost parallel filament solutions to the Klein–Majda–Damodaran system. In this work,
only degree di D C1 was considered. This follows an earlier work on the interaction of
vortex filaments for the Ginzburg–Landau equation by Contreras–Jerrard [14].

The result in [28] is based on variational arguments, and therefore only finite energy
solutions are considered in cylindrical domains of the form ! � R, where ! � R2 is
bounded, with periodicity in the third variable. The finite energy condition is not a natu-
ral hypothesis for nearly parallel vortex filaments in the entire space, since the standard
Ginzburg–Landau vortex of degree 1 has infinite energy in R2.

In this paper we consider an important family of explicit solutions of system (1.8)
given by rotating and translating helices of degree 1. More precisely, for n� 2we consider
the solution to (1.8) given by

fk.t; z/ WD Ode
i.z��t/e

2i.k�1/�
n ; k D 1; : : : ; n; for Od WD

r
n � 1

1 � �
, where � < 1: (1.9)
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The curves in R3 described by z 7! .fk.t; z/; z/ are helices arranged with polygonal
symmetry.

Our goal in this paper is to construct a family of solutions to (1.5) whose vortex set
is close, as " tends to zero, to the helices (1.9). The solutions we construct look like a
product of standard vortices of degree 1, i.e., the solution to (1.7), centered at fk.t; z/, in
the planes perpendicular to the vertical axis e3. The solutions we construct are periodic in
t and z, just as the helices (1.9). In addition, we obtain a refined asymptotic description of
the solution, not available in [28].

We denote by .r; �; x3/ the usual cylindrical coordinates.

Theorem 1. For each n � 2 and for every �1 < c < 1, there exists "0 > 0 such that for
every 0 < " < "0 there exists u" which solves (1.3) with C D c"jlog "j. The solution u"
can be written as

u".r; �; x3/ D

nY
kD1

w.rei� � d"e
i"x3e2ik�=n/C '";

with
k'"kL1 �

M

jlog "j
for some constant M > 0;

and d" WD
Od"

"
p
jlog "j

with Od" D
q
n�1
1�c
C o".1/.

Remark 1.1. The corresponding solutions to (1.1) given by Theorem 1 are

 ".t; x/ D

nY
kD1

w.rei� � d"e
i".x3�c"jlog "jt/e2ik�=n/C '".x1; x2; x3 � c"jlog "jt /:

Furthermore, thanks to the symmetries of equation (1.3) we can see that for all constant
C1> c > �1 there exists a solution Qu" to (1.3) with C D�c"jlog "j if " is small enough.
This solution can be written as

Qu".r; �; x3/ D

nY
kD1

w.rei� � d"e
�i"x3e2ik�=n/C z'";

with
kz'"kL1 �

M

jlog "j
for some constant M > 0;

and

d" WD
Od"

"
p
jlog "j

with Od" D

r
n � 1

1C c
C o".1/:

Our result extends the pioneering work of Chiron [10] to the case of two or more
interacting helical filaments. In [10], a solution with a single helicoidal vortex filament
was built by a subtle constrained minimization procedure.
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We can also consider the solution to (1.8), which consists of nC 1, with n� 3, helices
of degree 1 rotating around a straight filament of degree �1:

d0 D �1; dk D C1; k D 1; : : : ; nC 1;

f0.t; z/ D z; fk.t; z/ D Ode
i.z��t/e

2i.k�1/�
nC1 ; k D 1; : : : ; nC 1;

for Od WD
q
n�2
1��

, where � < 1.

Theorem 2. For each n � 3 and for �1 < c < 1, there exists "0 > 0 such that for every
0 < " < "0 there exists u" which solves (1.3) with C D c"jlog "j. The solution u" can be
written as

u".r; �; x3/ D xw.re
i� /

nC1Y
kD1

w.rei� � d"e
i"x3e2i.k�1/�=.nC1//C '"; (1.10)

with
k'"kL1 �

M

jlog "j
for some constant M > 0; (1.11)

and d" WD
Od"

"
p
jlog "j

with Od" D
q
n�2
1�c
C o".1/.

Linking with fluid mechanics, we point out that helical solutions to the Euler equations
have been built recently in [16]. The solutions constructed in Theorems 1 and 2 are coun-
terparts of solutions with helical interacting vortex filaments constructed in [15] for the
Ginzburg–Landau equation. Indeed, our strategy is to look for a solution of (1.5) which,
at main order, resembles

ud .r; �; x3/ D

nY
kD1

w
�r
"
ei� � d"e

ix3e2ik�=n
�

(1.12)

for Theorem 1 and

ud .r; �; x3/ D xw
�r
"
ei�
� nC1Y
kD1

w
�r
"
ei� � d"e

ix3e2i.k�1/�=.nC1/
�

(1.13)

for Theorem 2. Although these approximations do not fully possess helical symmetry,
we can show that e�inx3ud .r; �; x3/ are screw symmetric. Since the Gross–Pitaevskii
equation is invariant by screw symmetry, we can take advantage of this fact to reduce the
problem to a two-dimensional problem.

In order to construct our solutions via a perturbative approach and a Lyapunov–
Schmidt argument, the strategy is the following: we first compute the error of our approx-
imation, then we develop a linear theory for a suitable projected problem and we use
a fixed point argument. Finally, we adjust the parameter d" to find an actual solution to
(1.1). Here a major difficulty appears: the error contains terms of orderO.jlog"j�1/which
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are orthogonal to the kernel of the linearized operator. Hence the vortex-location adjust-
ment, which arises by multiplying the equation by the kernel of the linearized operator
and integrating by parts, takes place at order O."

p
jlog "j/. This is much smaller than the

size of the nonlinear terms which, in concordance with the size of the error, is of order
O.jlog "j�2/. To be able to conclude we need to use a careful decomposition of the pertur-
bation in “even” and “odd” Fourier modes and to show that this decomposition is respected
by the nonlinearity of the equation. The even part of the decomposition will be of order
O.jlog "j�1/, whereas the odd part will be of order O."

p
jlog "j/. By symmetry, the even

part and the nonlinearity applied to this even part are orthogonal to the kernel and thus do
not play any role in the reduction argument. The same difficulty arises in [15] where, for
pedagogical purposes, only the case of two vortices was considered. In the present article
we treat in detail the general case of n vortices. A novelty of this work compared to [15]
is that the traveling wave effect makes the problem more delicate since the remote regime
changes substantially. The derivation of the reduced equations is more subtle for the same
reason. The analogy discovered here may be regarded as a three-dimensional parallel to
that between stationary Ginzburg–Landau vortices and Gross–Pitaevskii “vortex pairs”
[6,11,36], where substantial technical work is needed to handle the traveling wave effect.
More precisely, we have to deal with the new term iC@x3u in the Gross–Pitaevskii equa-
tion. We check that the new error created by this term when applied to the ansatz is small
enough, has sufficient decay and the same is true for its even and odd parts. We also prove
that we can obtain good linear estimates for the linearized Gross–Pitaevskii operator.

The paper is organized as follows. In Section 2 we explain the use of the screw-
symmetric invariance of equation (1.3) and the approximation to reduce the problem
to a two-dimensional problem. Then we look for a solution to (1.3) under an additive-
multiplicative perturbation of our approximation. This is nowadays usual in equations
with complex-valued unknowns presenting a vortex structure (this special form of the
perturbation was first devised in [18]). In Section 3 we compute the error of the approxi-
mation and estimate its size and decay properties. We also consider the size of the “odd”
and “even” Fourier modes separately. Section 4 is devoted to the analysis of the linearized
projected problem and the nonlinear projected problem. Here we use elliptic estimates and
the Fredholm alternative for the linearized problem and the Banach fixed point theorem
for the nonlinear problem. In Section 5 we study the reduced problem, i.e., we justify
that we can cancel the Lyapunov–Schmidt coefficients arising in the previous section. The
reduced problem is solved by a continuity argument.

2. Formulation of the problem

2.1. Reduction to a two-dimensional problem

As a first step to prove our theorems we will reduce the problem to a two-dimensional one
by using a screw or helicoidal symmetry. For convenience, we use cylindrical coordinates,
i.e., .r; �; x3/ 2 RC �R �R and we consider 2�-periodic functions in � .
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Definition 1. We say that a function u is screw symmetric if

u.r; � C h; x3 C h/ D u.r; �; x3/

for any h 2 R. Equivalently,

u.r; �; x3/ D u.r; � � x3; 0/ DW U.r; � � x3/:

Writing the standard vortex of degree 1 in polar coordinates, i.e., w.rei� / D �.r/ei� ,
we can see that the approximations ud defined in (1.12) and (1.13) satisfy

ud .r; �; x3/ D e
inx3ud .r; � � x3; 0/:

That is, ud is not screw symmetric but Qud .r; �; x3/ WD e�inx3ud .r; �; x3/ is, which sug-
gests looking for solutions u of (1.5) in the form

u.r; �; x3/ D e
inx3U.r; � � x3/;

where U WRC �R is a 2�-periodic function in the second variable. Denoting U D U.r; s/,
this corresponds to asking U to be a solution of

"2
�
@2rrU C

1

r
@rU C

1

r2
@2ssU C @

2
ssU � 2in@sU � n

2U
�

� icjlog "j"2.inU � @sU/C .1 � jU j2/U D 0;

or, in rescaled coordinates, to finding a solution V.r; s/ WD U."r; s/ to the equation

@2rrV C
1

r
@rV C

1

r2
@2ssV C "

2.@2ssV � 2in@sV � n
2V /

� icjlog "j"2.inV � @sV /C .1 � jV j2/V D 0 (2.1)

in RC �R.
From now on we will work in the plane R2, and we will use the notation z D x1 C

ix2 D re
is . We denote by � the Laplace operator in two dimensions, meaning

� D @2x1x1 C @
2
x2x2
D @2rr C

1

r
@r C

1

r2
@2ss;

and then equation (2.1) can be written as

�V C "2.@2ssV � 2in@sV � n
2V /

� icjlog "j"2.inV � @sV /C .1 � jV j2/V D 0 in R2: (2.2)

In the new coordinates we will write the approximation in general form as

Vd .z/ D

nCY
jD1

w.z � �Cj /

n�Y
kD1

xw.z � ��k /; (2.3)
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with nDW nC � n�. For Theorem 1 we will take nC D n, n� D 0 and �Cj D d"e
2i�.j�1/=n,

whereas for Theorem 2 we will take nC D nC 1, n� D 1, �Cj D d"e
2i�.j�1/=.nC1/ and

��1 D 0. Here

d" WD
Od"

"
p
jlog "j

; (2.4)

for some new parameter Od" D O.1/.

2.2. Additive-multiplicative perturbation

Let us define the solution operator

S.v/ WD �vC "2.@2ssv � 2ni@sv � n
2v/� icjlog "j"2.inv � @sv/C .1� jvj2/v; (2.5)

so that the equation to be solved can be written as

S.v/ D 0: (2.6)

Recall the notation z D reis D x1 C ix2 and � D @2x1x1 C @
2
x2x2

. Notice that when using
the coordinates .x1; x2/, equation (2.6) is posed in R2, while if we use polar coordinates
.r; s/, the domain for (2.6) is r > 0, s 2 R with periodicity.

Following del Pino–Kowalczyk–Musso [18], we look for a solution to (2.6) of the
form

v D �Vd .1C i /C .1 � �/Vde
i ; (2.7)

where Vd is the ansatz (2.3) and  is the new unknown. The cut-off function � in (2.7) is
defined as

�.z/ D

nCX
jD1

�1.jz � �
C

j j/C

n�X
kD1

�1.jz � �
�
k j/; z 2 C D R2; (2.8)

and �1WR! Œ0; 1� is a smooth cut-off function such that

�1.t/ D 1 for t � 1 and �1.t/ D 0 for t � 2: (2.9)

The reason for the form of the perturbation term in (2.7) is the same as in [18]. On one
hand, the nonlinear terms behave better for the norms that we consider when using the
multiplicative ansatz, but near the vortices, an additive ansatz is better since it allows the
position of the vortex to be adjusted.

We would like to rewrite (2.6) into an equation in  of the form

L". / D �E CN . /;

where L" is a linear operator, E is the error of the approximation and N . / groups the
nonlinear terms. However, we expect � WD iVd to be a smooth function which does not
necessarily vanish near the vortices. Hence  D �i�=Vd is not a distribution in general
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(although it is a function in C1.R2 n ¹�Cj ; �
�
k
º/ it is not an L1loc.R

2/ function). Thus the
global problem we want to solve will take a separate form near the vortices and far away
from them. Given two real numbers a; b, with a < b, we define the set

Bba WD
®S

jD1;:::;nC¹z 2 C W a � jz � �Cj j � bjº
¯

[
®S

kD1;:::;n�¹z 2 C W a � jz � ��
k
j � bjº

¯
;

and Bb WD Bb0 .

Lemma 2.1. Let � 2 C1.R2/. Then there exists a small constant �0 > 0 such that, if
k�kL1.R2/ < �0, the function v D �.Vd C �/C .1 � �/Vde

�
Vd is a solution of S.v/D 0,

where S is defined by (2.5) if and only if � satisfies

�L0.�/C .1 � �/iVdL
0. / D �E CN.�/; (2.10)

where  D �
iVd

and

L0.�/ WD �� C "
2.@2ss� � 2ni@s� � n

2�/

� icjlog "j"2.in� � @s�/C .1 � jVd j2/� � 2Re.Vd�/Vd ; (2.11)

L0. / WD � C 2
rVd

Vd
r � 2i jVd j

2 Im. /C "2
�
@2ss C

2@sVd

Vd
@s � 2in@s 

�
C icjlog "j"2@s ; (2.12)

E WD S.Vd /; (2.13)

N.�/ WD �.1 � �/iVd Œi.r /
2
C i"2.@s /

2
� i jVd j

2.e�2 Im. /
� 1C 2 Im. //�

�M.�/; (2.14)

where M.�/ is a smooth function of � which is a sum of terms that are at least quadratic,
localized in the area � ¤ 0. Furthermore, M.�/ is a sum of analytic functions of � multi-
plied by cut-off functions and

jM.�/j � Ck�k2
C 1.B2/

(2.15)

if kr�kL1 C k�kL1 � C0 for C0 small enough. Finally, if � D iVd ,

L0.�/D iVdL
0. /C iE in R2 n ¹�Cj ; �

�
k ; j D 1; : : : ; n

C; k D 1; : : : ; n�º: (2.16)

Remark 2.1. In the lemma above and in its proof below, the function  D �
iVd

is used
only in the zones where .1 � �/ does not vanish, i.e., only far from the vortices. In these
zones,  is a distribution because � is a distribution in R2 by assumption, and Vd is a
smooth function which does not vanish far from the vortices.

Proof of Lemma 2.1. We follow [13, Lemma 2.7]. We start by proving (2.16). This can be
seen in the following computation, valid in the sense of distributions, far away from the
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vortices:

L0.iVd / D �.iVd /C .1 � jVd j
2/.iVd /

C "2
�
@2ss.iVd / � 2ni@s.iVd / � n

2.iVd /
�

� icjlog "j"2
�
in.iVd / � @s.iVd /

�
� 2Re.iVd Vd /Vd

D i
�
�Vd C "

2.@2ssVd � 2ni@s.Vd / � n
2Vd / � icjlog "j"2.inVd � @sVd /

�
 

C iVd

h
� C 2

rVd

Vd
r C "2

�
@2ss C 2

@sVd

Vd
@s � 2n@s 

�
C icjlog "j"2@s 

i
C .1 � jVd j

2/.iVd /C 2jVd j
2 Im. /Vd

D iE C iVdL
0. /:

Now we decompose
S.v/ D S0.v/C S1.v/;

with
S0.v/ WD �v C .1 � jvj

2/v;

S1.v/ WD "
2.@2ssv � 2ni@sv � n

2v/ � icjlog "j"2.inv � @sv/:
(2.17)

For the rest of the proof we set

� WD Vd .1C i � e
i / in ¹.1 � �/ ¤ 0º:

Since v D �.Vd C �/C .1 � �/Vdei with � D iVd , we have

�v D �.�Vd C��/C .1 � �/�.Vde
i /C 2r�ŒrVd C ir.Vd / � r.Vde

i /�

C��.Vd C iVd � Vde
i /

D �.�Vd C��/C .1 � �/.�Vde
i 
C Vd�.e

i /C 2rVdr.e
i //

C 2r�r� C���

D �.�Vd C��/C .1 � �/.�Vde
i 
C Vd .i� � .r /

2/ei C 2irVdr e
i /

C 2r�r� C���:

By using that far from the vortices, �� D �.iVd / D i�Vd C iVd� C 2irVdr ,
we can write

�v D .�C .1 � �/ei /.�Vd C��/C .1 � �/e
i Œ�Vd .r /

2
� i�Vd �

C 2r�r� C���: (2.18)

We then set A WD Vd C � and B WD Vde
i (B is defined far from the vortices), thus

v D �AC .1 � �/B and

.1 � jvj2/v D
�
1 � j�AC .1 � �/Bj2

��
�AC .1 � �/B

�
D
�
1 � �2jAj2 � .1 � �/2jBj2 � 2�.1 � �/Re.A xB/

�
.�AC .1 � �/B/:
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We want to make the terms �.1 � jAj2/AC .1 � �/.1 � jBj2/B appear. Hence we write

.1 � jvj2/v D �.1 � jAj2/AC �AŒ.1 � �2/jAj2 � .1 � �/2jBj2 � 2�.1 � �/Re.A xB/�

C .1 � �/.1 � jBj2/B

C .1 � �/B
�
.1 � .1 � �/2/jBj2 � �2jAj2 � 2�.1 � �/Re.A xB/

�
:

We factorize �.1 � �/ and write

.1 � jvj2/v D �.1 � jAj2/AC .1 � �/.1 � jBj2/B

C �.1 � �/
�
.1C �/AjAj2 � .1 � �/AjBj2 � 2�ARe.A xB/

�
C �.1 � �/

�
.2 � �/BjBj2 � �BjAj2 � 2.1 � �/B Re.A xB/

�
D �.1 � jAj2/AC .1 � �/.1 � jBj2/B

C �.1 � �/
�
AjAj2 C 2BjBj2 � AjBj2 � 2B Re.A xB/

C �
�
AjAj2 � BjBj2 C AjBj2 � BjAj2

� 2ARe.A xB/C 2B Re.A xB/
��

D �.1 � jAj2/AC .1 � �/.1 � jBj2/B C �.1 � �/ŒF1.A;B/C �F2.A;B/�;

where F1.A;B/, F2.A;B/ are real analytic functions of A and B and vanish for A D B .
Since, in the zone where �.1 � �/ is nonzero, A � B D � we can write

.1 � jvj2/v D �.1 � jAj2/AC .1 � �/.1 � jBj2/B

C �.1 � �/
�
�G1.�/C N�H1.�/C �.�G2.�/C N�H2.�//

�
;

where G1, G2, H1, H2 are real analytic functions of � satisfying jHi .�/j; jGi .�/j �
C.1C j�j C je� j/, i D 1; 2, where C > 0 is a universal constant. Since A D Vd C � we
have

.1 � jAj2/A D .1 � jVd C �j
2/.Vd C �/

D .1 � jVd j
2
� j�j2 � 2Re.Vd�//.Vd C �/

D .1 � jVd j
2/Vd � 2Re.Vd�/Vd C .1 � jVd j2/� � j�j2.Vd C �/

� 2Re.Vd�/�: (2.19)

We also have, when .1 � �/ ¤ 0, B D Vdei and

.1 � jBj2/B D .1 � jVde
i 
j
2/Vde

i 

D .1 � jVd j
2e�2 2/Vde

i 

D .1 � jVd j
2/Vde

i 
C 2jVd j

2 Im. /Vdei 

� jVd j
2Vde

i .e�2 Im. /
� 1C 2 Im. //

D Vde
i 
�
.1 � jVd j

2/C 2jVd j
2 Im. /

� jVd j
2.e�2 Im. /

� 1C 2 Im. //
�
: (2.20)
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We use relations (2.19) and (2.20), along with 2jVd j2 Im. / D �2Re.Vd�/, to obtain

.1 � jvj2/v D .�C .1 � �/ei /
�
.1 � jVd j

2/Vd � 2Re.Vd�/Vd C .1 � jVd j2/�
�

� �
�
j�j2.Vd C �/C 2Re.Vd�/�

�
C .1 � �/ei 

�
jVd j

2Vd .e
�2 Im. /

� 1C 2 Im. // � .1 � jVd j2/�
�

C �.1 � �/
�
�G1.�/C N�H1.�/C �.�G2.�/C N�H2.�//

�
: (2.21)

We add (2.18) and (2.21) to see that

S0.v/ D .�C .1 � �/e
i /

�
�
.�Vd C .1 � jVd j

2/Vd /C�� � 2Re.Vd�/Vd C .1 � jVd j2/�
�

� �.j�j2.Vd C �/C 2Re.Vd�/�/

C .1 � �/iVde
i 

�

h
i.r /2 �

�Vd

Vd
 � i jV j2.e�2 Im. /

� 1C 2 Im. // � .1 � jVd j2/ 
i

C �.1 � �/
�
�G1.�/C N�H1.�/C �.�G2.�/C N�H2.�//

�
C 2r�r� C���: (2.22)

Similarly, we compute

S1.v/ D �ŒS1.Vd /C S1.�/�C .1 � �/S1.Vde
i /

C ."2@2ss� � 2"
2ni@s�C icjlog "j"2@s�/Vd .i C 1 � ei /

C 2"2@s�@s.iVd C Vd � Vde
i /

D �ŒS1.Vd /C S1.�/�

C .1 � �/ei 
h
S1.Vd /

C iVd

�
"2@2ss C 2

@sVd

Vd
@s � 2in@s C icjlog "j"2@s 

�
C iVd"

2i.@s /
2
i

C ."2@2ss� � 2"
2ni@s�C icjlog "j"2@s�/� C 2"2@s�@s�:

By using that, away from the vortices,

S1.�/ D S1.iVd /

D iS1.Vd / C iVd

�
"2@2ss C 2

@sVd

Vd
@s � 2in@s C icjlog "j"2@s 

�
;

we obtain

S1.v/ D .�C .1 � �/e
i /ŒS1.Vd /C S1.�/�

C .1 � �/ei ŒiVd i"
2.@s /

2
� iS1.Vd / /�

C ."2@2ss� � 2"
2ni@s�C icjlog "j"2@s�/� C 2"2@s�@s�: (2.23)
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Putting together (2.23) and (2.22) we deduce that S.v/ D 0 if and only if

.�C .1 � �/ei /
�
S.Vd /C�� C S1.�/ � 2Re.Vd�/Vd C .1 � jVd j2/�

�
� �

�
j�j2.Vd C �/C 2Re.Vd�/�

�
C .1� �/iVde

i 
h
i.r /2C i"2.@s /

2
� jVd j

2.e�2 Im. /
� 1C 2 Im. //�

S.Vd /

Vd
 
i

C �.1 � �/
�
�G1.�/C N�H1.�/C �.�G2.�/C N�H2.�/

�
C
�
��C "2@2ss� � 2"

2ni@s�C icjlog "j"2@s�
�
�

C 2"2@s�@s� C 2r�r� D 0: (2.24)

We then divide the previous equation by � C .1 � �/ei . This term does not vanish if
kiVd kL1.R2/ is small enough. Indeed, � C .1 � �/ei D 1 C .1 � �/.ei � 1/ and
wherever � ¤ 1, Vd is a smooth function which does not vanish. Hence j j � jiVd j

jVd j
�

Ck�kL1.R2/ with � D iVd . Thus .1 � �/jei � 1j � C.1 � �/j j � Ck�kL1.R2/.
We observe that

.1 � �/ei 

�C .1 � �/ei 
D .1 � �/C �.1 � �/

ei � 1

�C .1 � �/ei 
:

Thus, (2.24) becomes

E C L0.�/ � .1 � �/iS.Vd / �
�

�C .1 � �/ei 

�
j�j2.Vd C �/C 2Re.Vd�/�

�
C .1 � �/iVd

�
i.r /2 C i"2.@s /

2
� jVd j

2.e�2 Im. /
� 1C 2 Im. //

�
CM1.�/ D 0; (2.25)

with E defined by (2.13), L0 defined in (2.11) and

M1.�/ WD �.1 � �/
ei � 1

�C .1 � �/ei 

®
�iS.Vd / C iVd

�
i.r /2 C i"2.@s /

2

� jVd j
2.e�2 Im. /

� 1C 2 Im. //
�¯

C
�.1 � �/

�C .1 � �/ei 

�
�G1.�/C N�H1.�/C �.�G2.�/C N�H2.�//

�
C
��C "2@2ss� � 2"

2ni@s�C icjlog "j"2@s�
�C .1 � �/ei 

� C
2r�r� C 2e2@s�@s�

�C .1 � �/ei 
:

We note that M1.�/ is nonzero only when �.1 � �/ ¤ 0. Furthermore, we can check that

jM1.�/j � Ck k
2
C 1.B21 /

� Ck�k2
C 1.B2/

:

Now we use (2.16) and we obtain that S.v/ D 0 if and only if

E C �L0.�/C .1 � �/iVdL
0. /

C .1 � �/iVd
�
i.r /2 C i"2.@s /

2
� jVd j

2.e�2 Im. /
� 1C 2 Im. //

�
C

�

�C .1 � �/ei 

�
j�j2.Vd C �/C 2Re.Vd�/�

�
CM1.�/ D 0: (2.26)
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Noticing that

�

�C .1 � �/ei 
D 1 �

.1 � �/ei 

�C .1 � �/ei 
D �C �.1 � �/

1 � ei 

�C .1 � �/ei 
;

we write

E C �L0.�/C .1 � �/iVdL
0. /

C .1 � �/iVd
�
i.r /2 C i"2.@s /

2
� jVd j

2.e�2 Im. /
� 1C 2 Im. //

�
C �

�
j�j2.Vd C �/C 2Re.Vd�/�

�
CM1.�/CM2.�/ D 0; (2.27)

where

M2.�/ WD �.1 � �/
1 � ei 

�C .1 � �/ei 

�
j�j2.Vd C �/C 2Re.Vd�/�

�
:

The same arguments used for M1.�/ show that M2.�/ is nonzero only when 1 � Qr � 2
and when � ¤ 0 and

jM2.�/j � Ck k
2
C 1.B21 /

� Ck�k2
C 1.B2/

:

Hence, by defining M.�/ WDM1.�/CM2.�/ and

N.�/ WD .1 � �/iVd
�
i.r /2 C i"2.@s /

2
� jVd j

2.e�2 Im. /
� 1C 2 Im. //

�
CM.�/;

we obtain that S.v/D 0 if and only if E C �L0.�/C .1� �/iVdL0. /�N.�/D 0 with
N satisfying the desired properties.

From the previous lemma, the problem we need to solve is

�L0.iVd /C .1 � �/iVdL
0. / D �E CN . / in RC �R: (2.28)

With some abuse of notation we call

L".�/ WD �L0.iVd /C .1 � �/iVdL
0. /;  D

�

iVd
: (2.29)

2.3. Another form of the equation near each vortex

In order to analyze the equation near each vortex, it will be useful to write it in a translated
variable. Namely, we define

�j WD

´
�Cj for j D 1; : : : ; nC;

�nCC1 WD 0 if n� D 1 (i.e., the case of Theorem 2):

We recall that d" is given by (2.4). Denote Qz WD z � �j and the function �j . Qz/ through the
relation

�j . Qz/ D iw. Qz/ .z/; j Qzj < d": (2.30)
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That is,

iVd .z/ .z/ D �j . Qz/ j̨ .z/; where j̨ .z/ WD
Vd .z/

w.z � �j /
:

Hence, in the translated variable the unknown (2.7) becomes, in j Qzj < d",

v.z/ D j̨ .z/
�
w. Qz/C �j . Qz/C .1 � �1. Qz//w. Qz/

h
e
�j .Qz/

w.Qz/ � 1 �
�j . Qz/

w. Qz/

i�
:

We recall from (2.13) that E D S.Vd /. For �j ,  linked through formula (2.30) we define

L"j .�j /. Qz/ WD iw. Qz/L
0. /. Qz C �j / D

L0.iVd /.z/

j̨ .z/
�
E.z/

Vd .z/
�j . Qz/

D
L0.�j . Qz/ j̨ .z//

j̨ .z/
�
E.z/

Vd .z/
�j . Qz/; (2.31)

with L0 defined by (2.11).
Let us also define

S2.V / WD @
2
rrV C

1

r
@rV C

1

r2
@ssV C "

2.@2ssV � 2ni@sV � n
2V /

C ic"2jlog "j.@sV � inV /;

S3.V / WD @
2
rrV C

1

r
@rV C

1

r2
@ssV C "

2.@2ssV � 2ni@sV /C ic"
2
jlog "j@sV:

Notice that
E.z/ D S2. j̨w/C .1 � jwj

2
j j̨ j

2/w j̨ ;

where we assume j̨ and w are evaluated at z and Qz respectively. Thus, using the equation
satisfied by w,

E D wS2. j̨ /C .1 � jwj
2
j j̨ j

2/ j̨w C 2r j̨rw C 2"
2@s j̨ @sw C j̨S3.w/

D wS3. j̨ / � n
2"2w j̨ C cjlog "j"2n j̨w C .1 � jwj

2
j j̨ j

2/ j̨w C 2r j̨rw

C 2"2@s j̨ @sw C j̨ Œ"
2.@2ssw � 2ni@sw/C ic"

2
jlog "j@sw � .1 � jwj2/w�:

This allows us to conclude that

L"j .�j / D L0.�j /C "
2.@2ss�j � 2in@s�j � n

2�j /C icjlog "j"2.@s�j � in�j /

C 2.1 � j j̨ j
2/Re. xw�j /w

�

�
2
r j̨

j̨

rw

w
C 2"2

@s j̨

j̨

@sw

w
C "2

.@2ssw � 2ni@sw/

w
C ic"2jlog "j

@sw

w

� n2"2 C n"2jlog "j
�
�j C 2

r j̨

j̨

r�j C 2"
2 @s j̨

j̨

@s�j : (2.32)

Let us point out that, for j Qzj < d",

j j̨ . Qz/j D 1CO"."
2
jlog"j/; r j̨ . Qz/DO"."

p
jlog "j/; � j̨ DO"."

2
jlog"j/: (2.33)

With this in mind, we can see that the linear operator L"j is a small perturbation of L0.



J. Dávila, M. del Pino, M. Medina, and R. Rodiac 1334

2.4. Symmetry assumptions on the perturbation

Writing z D x1 C ix2 D reis it can be seen that Vd satisfies

Vd .x1;�x2/ D Vd .x1; x2/ and Vd .e
2i�

nC z/ D Vd .z/:

These symmetries are compatible with the solution operator S defined in (3.1): if
S.V / D 0 and U.z/ WD xV .�x1; x2/, then S.U / D 0, and the same happens for U.z/ WD
xV .x1;�x2/. Thus we look for a solution V satisfying

V.x1;�x2/ D xV .x1; x2/; V .e
2i�

nC z/ D V.z/;

which is equivalent to requiring

 .x1;�x2/ D �x .x1; x2/;  .e
2i�

nC z/ D  .z/: (2.34)

3. Error estimates

The aim of this section is to compute the error of the approximation Vd given by (2.3).
With this purpose, we divide the solution operator S given in (2.5) into three parts:

Sa.V / WD
�
@2rrV C

1

r
@rV C

1

r2
@2ssV

�
C .1 � jV j2/V;

Sb.V / WD "
2.@2ssV � 2in@sV � n

2V /;

Sc.V / WD �icjlog "j"2.inV � @sV /:

(3.1)

Notice that Sa corresponds to the solution operator for the Ginzburg–Landau equation in
two dimensions. Likewise, Sb represents the effect of the symmetry of the construction
and Sc the effect of working with a traveling wave in the Gross–Pitaevskii equation.

For simplicity we denote

wi .z/ WD w.z � �Ci /; wj .z/ WD w.z � �Cj /;

wk.z/ WD w.z � ��k /; wl .z/ WD w.z � ��l /;

i.e., we use the letters i , j for the vortex with degree C1 and k, l for the vortex of
degree �1.

We will expand the error terms for the general case of Vd given in (2.3), so that they
can be used for other constructions with a different number of filaments. Nevertheless,
the estimates proved in the lemmas of this section correspond to the cases n� D 0 (see
Theorem 1) and n� D 1, ��1 D 0 (Theorem 2).
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3.1. Size of the error Sa.Vd /

Computing the gradient of the approximation

rVd D

nCX
iD1

rwi
Y
j¤i

wj
n�Y
kD1

xwk C

n�X
kD1

r xwk
Y
l¤k

xwl
nCY
iD1

wi ;

we deduce

�Vd D

� nCX
iD1

�wi
Y
j¤i

wj C

nCX
iD1

X
j¤i

rwirwj
Y
m¤i;j

wm
� n�Y
kD1

xwk

C 2

nCX
iD1

n�X
kD1

rwir xwk
Y
j¤i

wj
Y
l¤k

xwk

C

� n�X
kD1

� xwk
Y
l¤k

xwl C

n�X
kD1

X
l¤k

r xwkr xwl
Y
m¤k;l

xwm
� nCY
iD1

wi :

Thus we can write

�Vd D Vd

� nCX
iD1

�wi

wi
C

n�X
kD1

� xwk

xwk
C

nCX
iD1

X
j¤i

rwi

wi
rwj

wj

C

n�X
kD1

X
l¤k

r xwk

xwk
r xwl

xwl
C 2

nCX
iD1

n�X
kD1

rwi

wi
r xwk

xwk

�
:

Recalling that w solves (1.7) we find

Sa.Vd / D Vd

²
�

nCX
iD1

.1 � jwi j2/ �

n�X
kD1

.1 � jwkj2/

C

�
1 �

ˇ̌̌̌ nCY
iD1

n�Y
kD1

wi xwk
ˇ̌̌̌2�
C

nCX
iD1

X
j¤i

rwi

wi
rwj

wj

C

n�X
kD1

X
l¤k

r xwk

xwk
r xwl

xwl
C 2

nCX
iD1

n�X
kD1

rwi

wi
r xwk

xwk

³
: (3.2)

We will use polar coordinates centered at �Cj , ��
k

, namely

z � �Cj D rj e
i�j ; z � ��k D rke

i�k : (3.3)

Hence we can write

wj D w.z � �Cj / D �.rj /e
i�j D �j e

i�j ;

xwk D xw.z � ��k / D �.rk/e
�i�k D �ke

�i�k :
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We have

wjx1 D e
i�j
�
�0j cos �j � i

�j

rj
sin �j

�
; wjx2 D e

i�j
�
�0j sin �j C i

�j

rj
cos �j

�
;

xwkx1 D e
�i�k

�
�0k cos �k C i

�k

rk
sin �k

�
; xwkx2 D e

�i�k

�
�0k sin �k � i

�k

rk
cos �k

�
:

(3.4)

Hence

wjx1w
l
x1
D ei.�jC�l /

°
�0j�
0
l cos �j cos �l �

�j�l

rj rl
sin �j sin �l

� i
��0j�l
rl

cos �j sin �l C
�0
l
�j

rj
sin �j cos �l

�±
;

wjx2w
l
x2
D ei.�jC�l /

°
�0j�
0
l sin �j sin �l �

�j�l

rj rl
cos �j cos �l

C i
��0j�l
rl

sin �j cos �l C
�0
l
�j

rj
sin �l cos �j

�±
and

rwi

wi
rwj

wj
D

��0i�0j
�i�j

�
1

rirj

�
cos.�i � �j /C i

� �0i
�irj
�

�0j

�j ri

�
sin.�i � �j /;

r xwk

xwk
r xwl

xwl
D

��0
k
�0
l

�k�l
�

1

rkrl

�
cos.�k � �l / � i

� �0
k

�krk
�

�0
l

�lrk

�
sin.�k � �l /:

On the other hand,

wix1 xw
k
x1
D ei.�i��k/

°
�0i�
0
k cos �i cos �k C

�i�k

rirk
sin �i sin �k

C i
��0i�k
rk

cos �i sin �k �
�0
k
�i

ri
cos �k sin �i

�±
;

wix2 xw
k
x2
D ei.�i��k/

°
�0i�
0
k sin �i sin �k C

�i�k

rirk
cos �i cos �k

� i
��0i�k
rk

sin �i cos �k �
�0
k
�i

ri
sin �k cos �i

�±
;

rwi

wi
r xwk

xwk
D

��0i�0k
�i�k

C
1

rirk

�
cos.�i � �k/C i

� �0i
�irk

C
�0
k

�kri

�
sin.�k � �i /:

Therefore, we can write the error as

Sa.Vd / D Vd

²
�

nCX
iD1

.1 � jwi j2/ �

n�X
kD1

.1 � jwkj2/C 1 �
ˇ̌̌ nCY
iD1

n�Y
kD1

wi xwk
ˇ̌̌2

(3.5)

C

nCX
iD1

X
j¤i

��0i�0j
�i�j

�
1

rirj

�
cos.�i � �j /C i

� �0i
�irj
�

�0j

�j ri

�
sin.�i � �j /
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C

n�X
kD1

X
l¤k

��0
k
�0
l

�k�l
�

1

rkrl

�
cos.�k � �l / � i

� �0
k

�krl
�

�0
l

�lrk

�
sin.�k � �l /

C 2

nCX
iD1

n�X
kD1

��0i�0k
�i�k
C

1

rirk

�
cos.�i ��k/C i

� �0i
�irk
C
�0
k

�kri

�
sin.�k��i /

³
:

Let us define the total number of filaments as

N WD nC C n�;

and for simplicity denote ´
�j D �

C

j for j D 1; : : : ; nC;

�N D 0 if n� D 1;
(3.6)

and rj ei�j WD reis � �j , j D 1; : : : ;N . Notice thatN will be nC and nCC 1 for Theorem
1 and Theorem 2 respectively.

Lemma 3.1. Let us denote Ea WD Sa.Vd /, with Sa and Vd defined in (3.1) and (2.3)
respectively. There exists C > 0 such that

kEakL1.rj<3/ � C"
p
jlog "j;

krEakL1.rj<3/ � C"
p
jlog "j;

for all j D 1; : : : ; N : (3.7)

Writing Ea D iVdRa D iVd .R1a C iR
2
a/, in the region

TN
jD1¹rj > 2º we have

jR1aj � C

NX
jD1

"
p
jlog "j
r3j

; jrR1aj � C

NX
jD1

"
p
jlog "j
r4j

;

jR2aj � C

NX
jD1

"
p
jlog "j
rj

; jrR2aj � C

NX
jD1

"
p
jlog "j
r2j

:

(3.8)

Furthermore,

jR2aj � C

NX
jD1

.
p
jlog "j"/�

1C r2��j

; jrR2aj � C

NX
jD1

."
p
jlog "j/�

1C r3��j

; for all 0 < � < 1;

in
TN
jD1¹rj > 2º.

Proof. Suppose n� D 0. By symmetry it suffices to work in the angular sector

‚1 WD
®
z 2 C W z D reis; r > 0; s 2

�
�
�
nC
; �
nC

�¯
; (3.9)

where we have
rj � d" sin

�

nC
� C"

p
jlog "j for all j ¤ 1:
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To estimate the error near the vortex �1 we use expression (3.2) and the fact that from
Lemma A.1 we know

�j D 1 �
1

2r2j
CO.r�4j / and �0j D

1

r3j
CO.r�4j / for j ¤ 1:

Far away from the vortex �1, i.e., in ¹r1 > 2º \‚1, we use (3.5) and Lemma A.1 again.
Note that to estimate the imaginary part R2a the dominant terms are of the form 1=.r1rj /

for rj ¤ 1. Since rj > r1 we can say that

1

r1rj
�

1

r2��1 r�j
�
."
p
jlog "j/�

r2��1

:

The estimates for the gradient follow in the same way. The case n� D 1 analogously
follows by dividing the space into the regions closer to every vortex.

3.2. Size of the error Sb.Vd /

We first note that

@sVd

Vd
D

nCX
jD1

@swj

wj
C

n�X
kD1

@s xwk

xwk
; (3.10)

@2ssVd

Vd
D

nCX
jD1

@2sswj

wj
C

n�X
kD1

@2ss xwk

xwk
C

nCX
jD1

X
l¤j

@swj @swl

wjwl
C

n�X
kD1

X
l¤k

@s xwk@s xwl

xwk xwl

C 2

nCX
jD1

n�X
kD1

@swj @s xwk

wj xwk
; (3.11)

and

@swj D .@srj�
0
j C i�j @s�j /e

i�j ;

@2sswj D
�
@2ssrj�

0
j C .@srj /

2�00j C 2i@srj�
0
j @s�j C i�j @

2
ss�j � �j .@s�j /

2
�
ei�j :

Thus we find, after reorganizing the terms,

Sb.Vd /

"2Vd
D

nCX
jD1

@2ssrj
�0j

�j
C .@srj /

2
�00j

�j
C

n�X
kD1

@2ssrk
�0
k

�k
C .@srk/

2
�00
k

�k

�

� nCX
jD1

@s�j �

n�X
kD1

@s�k

�2
C 2n

� nCX
jD1

@s�j �

n�X
kD1

@s�k

�
� n2

C

nCX
jD1

X
lDj

@srl@srj
�0j�
0
l

�j�l
C

n�X
kD1

X
l¤k

@srk@srl
�0
k
�0
l

�k�l
C

nCX
jD1

n�X
kD1

@srj @srk
�0j�
0
k

�j�k
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C i

² nCX
jD1

@2ss�j �

n�X
kD1

@2ss�k C

nCX
jD1

2@srj
�0j

�j

� nCX
lD1

@s�l �

n�X
kD1

@s�k � n

�

C

n�X
kD1

2@srk
�0
k

�k

� n�X
lD1

@s�l �

nCX
jD1

@s�j � n

�³
:

We compute the derivative with respect to the variables .r; s/ of rj , �j , rk , �k . Note that

rj e
i�j D reis � �Cj D .re

i.s�'j / � j�Cj j/e
i'j ; (3.12)

and hence

r2j D r
2
� 2r j�Cj j cos.s � 'j /C j�Cj j

2;

rj cos.�j � 'j / D r cos.s � 'j / � j�Cj j;

rj sin.�j � 'j / D r sin.s � 'j /:

With the help of these relations we arrive at

@srj D j�
C

j j sin.�j � 'j /;

@2ssrj D j�
C

j j cos.�j � 'j /C
j�Cj j

2

rj
cos2.�j � 'j /;

@s�j D 1C
j�Cj j

rj
cos.�j � 'j /;

@2ss�j D �
j�Cj j

rj
sin.�j � 'j / �

2j�Cj j
2

r2j
sin.�j � 'j / cos.�j � 'j /:

(3.13)

Analogous expressions hold for ��
k

. Using the fact n D nC � n� we observe that

�

� nCX
jD1

@s�j �

n�X
kD1

@s�k

�2
C 2n

� nCX
jD1

@s�j �

n�X
kD1

@s�k

�
� n2

D �

� nCX
jD1

j�Cj j

rj
cos.�j � 'j / �

n�X
kD1

j��
k
j

rk
cos.�k � 'k/

�2
; (3.14)

nCX
jD1

@2ss�j �

n�X
kD1

@2ss�k D

� n�X
kD1

j��
k
j

rk
sin.�k � 'k/ �

nCX
jD1

j�Cj j

rj
sin.�j � 'j /

�

� 2

nCX
jD1

j�Cj j
2

r2j
sin.�j � 'j / cos.�j � 'j /

C 2

n�X
kD1

j��
k
j2

r2
k

sin.�k � 'k/ cos.�k � 'k/; (3.15)
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nCX
lD1

@s�l �

n�X
kD1

@s�k � n D

nCX
lD1

j�C
l
j

rl
cos.�l � 'l / �

n�X
kD1

j��
k
j

rk
cos.�k � 'k/: (3.16)

We can now estimate the size of this part of the error by taking

j�Cj j D d" D
Od"

"jlog "j1=2
for all 1 � j � nC;

'j D 2i�.j � 1/=n; j�
�
k j D 0; 'k D 0:

We find

Sb.Vd /

"2Vd
D

Od"

"jlog "j1=2

nCX
jD1

��0j
�j

cos.�j � 'j / � i
sin.�j � 'j /

rj

�
C

Od2"
"2jlog "j

� nCX
jD1

��00j
�j

sin2.�j � 'j /C
� �0j

rj�j
�
1

r2j

�
cos2.�j � 'j /

�
� 2i

1

r2j
sin.�j � 'j / cos.�j � 'j /

�
C

Od2"
"2jlog "j

�
�2

nCX
jD1

X
l¤j

cos.�j � 'j / cos.�l � 'l /
rj rl

C

nCX
jD1

X
l¤j

sin.�j � 'j / sin.�l � 'l /�0j�
0
l

�j�l

C 2i

nCX
jD1

nCX
lD1

sin.�j � 'j / cos.�l � 'l /�0j
�j rl

�
: (3.17)

Lemma 3.2. Let us denote Eb WD Sb.Vd /, with Sb and Vd defined in (3.1) and (2.3)
respectively. There exists C > 0 such that

kEbkL1.rj<3/ �
C

jlog "j
; krEbkL1.rj<3/ �

C

jlog "j
; for j D 1; : : : ; N :

Furthermore, writing Eb D iVdRb D iVd .R
1
b
C iR2

b
/, in the region

TN
jD1¹rj > 2º we

have

jR1bj �
C

jlog "j

NX
jD1

1

r2j
; jrR1bj �

C

jlog "j

NX
jD1

1

r3j
;

jR2bj �
C

jlog "j

NX
jD1

1

r2j
; jrR2bj �

C

jlog "j

NX
jD1

1

r3j
:
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Proof. Applying the properties of �j stated in Lemma A.1 to the identity (3.17) it easily
follows that

kEbkL1.rj<3/ �
C

jlog "j
; krEbkL1.rj<3/ �

C

jlog "j
:

Thanks to Lemma A.1, to prove the estimates far from the vortices the only difficult term is

A WD
" Od"

jlog "j1=2

nCX
jD1

sin.�j � 'j /
rj

:

Notice that in the region 3 < rj < 2=."jlog "j1=2/ we directly obtain

jAj �
C

jlog "j
1

1C r2j
:

Finally, in the case rj > 2=."jlog "j1=2/ we use the fact r sin.s � 'j / D rj sin.�j � 'j / to
write

A D
" Od"

jlog "j1=2

nCX
jD1

r

r2j
sin.s � 'j /;

and the result follows by expanding

r

r2j
D
1

r
�
2

r2

Od"

"jlog "j1=2
cos.s � 'j /CO

�d2"
r3

�
;

and noticing that
nCX
jD1

sin.s � 'j / D 0;

since �Cj are the j th roots of unity.

3.3. Size of the error Sc.Vd /

Using the equality in (3.10) we deduce

Sc.Vd /

iVdc"2jlog "j
D

nCX
jD1

@srj�
0
j

�j
C

n�X
kD1

@srk�
0
k

�k
C i

� nCX
jD1

@s�j �

n�X
kD1

@s�k � n

�
; (3.18)

and applying (3.13) we get

Sc.Vd /

iVdc"2jlog "j
D

nCX
jD1

j�Cj j sin.�j � 'j /
�0j

�j
C

n�X
kD1

j��k j sin.�k � 'k/
�0
k

�k

C i

� nCX
jD1

j�Cj j cos.�j � 'j /

rj
�

n�X
kD1

j��
k
j cos.�k � 'k/

rk

�
: (3.19)
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Lemma 3.3. Let us denote Ec WD Sc.Vd /, with Sc and Vd defined in (3.1) and (2.3)
respectively. There exists C > 0 such that

kEckL1.rj<3/ � C"
p
jlog "j;

krEckL1.rj<3/ � C"
p
jlog "j;

for every j D 1; : : : ; N :

Furthermore, writing Ec D iVdRc D iVd .R
1
c C iR

2
c /, in the region

TN
jD1¹rj > 2º we

have

jR1c j � C"
p
jlog "j

NX
jD1

1

r3j
; jrR1c j � C"

p
jlog "j

NX
jD1

1

r4j
; (3.20)

jR2c j � C"
p
jlog "j

NX
jD1

1

rj
; jrR2c j � C"

p
jlog "j

NX
jD1

1

r2j
: (3.21)

We also have

jR2c j � C."
p
jlog "j/�

NX
jD1

1

r2��j

; jrR2c j � C."
p
jlog "j/�

NX
jD1

1

r3��j

(3.22)

for every 0 < � < 1.

Proof. The estimates for Ec near the vortices and (3.20) follow straightforwardly from
(3.19) and Lemma A.1. To see (3.22) we divide the analysis into two regions. Assume
rj D min¹rl W l D 1; : : : ; nCº. If 2 < rj � 2=."jlog "j1=2/, from (3.19) we obtain

jR2c j � C
."jlog "j1=2/�

r2��j

for every 0 < � < 1:

If rj � 2=."jlog "j1=2/, using that r cos.s � 'j / D rj cos.�j � 'j / and proceeding as in
the proof of Lemma 3.2 we conclude

jR2c j �
C

r2
� C

."jlog "j1=2/�

r2��j

for every 0 < � < 1:

The estimate for the gradient follows analogously.

We define
R" WD

˛0

"jlog "j
; (3.23)

with ˛0 > 0 a constant to be determined later. Note that jlogR"j D jlog "j.1C o".1// and
R" � d". We also define the norm

khk�� WD

NX
jD1

kVdhkC˛.rj<3/

C sup
rj>2
1�j�N

�
jRe.h/j

� NX
jD1

r�2j C "
2

��1
C j Im.h/j

� NX
jD1

r�2C�j C "��2
��1�
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C sup
2<jz��j j<2R"
1�j�N

ŒRe.h/�˛;Bjzj=2.z/

� NX
jD1

jz � �j j
�2�˛

��1

C sup
2<jz��j j<2R"
1�j�N

ŒIm.h/�˛;B1.z/

� NX
jD1

jz � �j j
�2C�

��1
; (3.24)

where rj D jz � �j j, kf kC˛.D/ D kf kC 0;˛.D/ and

Œf �˛;D WD sup
x;y2D
x 6Dy

jf .x/ � f .y/j

jx � yj˛
; (3.25)

kf kC k;˛.D/ WD

kX
jD0

kDjf kL1.D/ C ŒD
kf �˛;D : (3.26)

This norm will be the appropriate setting on the right-hand side of the problem in order
to prove the invertibility result stated in Proposition 4.1. Its precise form is determined by
the decay of the error terms, as we identified in Lemmas 3.1, 3.2 and 3.3. Putting these
together we can summarize the size of the error of the approximation measured in this
norm in the following result.

Proposition 3.1. Consider R defined as S.Vd / D iVdR, with S and Vd given by (3.1)
and (2.3) respectively. Then

kRk�� �
C

jlog "j
:

3.4. Decomposition of the error

Recall the notation in polar coordinates z � �j D rj ei�j , with �j defined in (3.6). We can
decompose a function h satisfying h. Nz/ D � Nh.z/ in Fourier series in �j as

h D

1X
kD0

hk;j ; (3.27)

hk;j .rj ; �j / D h
k;j
1 .rj / sin.k�j /C ih

k;j
2 .rj / cos.k�j /; h

k;j
1 .rj /; h

k;j
2 .rj / 2 R;

and define
he;j D

X
k even

hk;j ; ho;j D
X
k odd

hk;j :

Let Rj denote the reflection across the line Re.z/ D Re.�j /. We have

Rj z D 2Re.�j / � Re.z/C i Im.z/: (3.28)

Then he;j and ho;j have the symmetries

ho;j .Rj z/ D ho;j .z/; he;j .Rj z/ D �he;j .z/;
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and we can equivalently define

ho;j .z/ D 1
2
Œh.z/C h.Rj z/�; he;j .z/ D 1

2
Œh.z/ � h.Rj z/�: (3.29)

It is convenient to consider a global function ho defined as follows: we introduce cut-off
functions �j;R as

�j;R.z/ WD �1

�
jz � �j j

R

�
; (3.30)

where �1WR! Œ0; 1� is a smooth function such that �1.t/D 1 for t � 1 and �1.t/D 0 for
t � 2. Consider R" given in (3.23), and ˛0 > 0 a small fixed constant so that R" � 1

2
d".

For any hWC ! C we define

ho WD

NX
jD1

�j;R"h
o;j ; he WD h � ho: (3.31)

We introduce the new semi-norm

jhj]] WD

NX
jD1

kVdhkC 0;˛.rj<4/ C sup
2<rj<R"
1�j�N

�
jRe.h/j

� NX
jD1

r�1j

��1

C j Im.h/j
� NX
jD1

r�1C�j

��1�
; (3.32)

with 0 < ˛; � < 1 constants to be chosen later. This semi-norm is devoted to identifying
some elements of the error with less decay but smaller size than the general term measured
in the norm k � k. This observation will allow us to obtained a more refined a priori estimate
(see Proposition 4.2), which will be a key point in the fixed point argument performed in
Proposition 4.3.

Lemma 3.4. Let Vd be given by (2.3) and denote S.Vd /DE D iVdR: Then we can write

R D Ro CRe; Ro D yRo C zRo;

with Ro defined as in (3.31) and Ro.Rj z/ D Ro.z/ in
SnC

jD1 BR".�
C

j /,

j yRoj]] � C
"p
jlog "j

; k zRok�� � C"
p
jlog "j; kRek�� C kRok�� �

C

jlog "j
:

Proof. From Proposition 3.1 we immediately obtain

kRek�� C kR
o
k�� �

C

jlog "j
:

For every j 2 ¹1; : : : ; nCº we define

Rj WD
� Od""

jlog "j1=2

nCX
lD1

sin.�l � 'l /
rl

�
2 Od2"
jlog "j

X
l¤j

sin.�l � 'l / cos.�l � 'l /
r2
l

C i
Od2"
jlog "j

²X
l¤j

cos2.�l � 'l /
r2
l

C 2

nCX
lD1

X
k¤j

cos.�l � 'l / cos.�k � 'k/
rlrk

³
;
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and, according to (3.29) and (3.31),

Ro;j WD
1

2
ŒRj .z/CRj .Rj z/�; yRo WD

nCX
jD1

�j;R"R
o;j ;

with �j;R" given in (3.30) and R" in (3.23).
We can check that jRo;j j]] � C"

p
jlog "j. This is because, when looking at the vortex

j , rl D O.1=."
p
jlog "j// for l ¤ j . Thus

j yRoj]] � max
1�j�nC

k�j;R"kL1

nCX
jD1

jRo;j j]] �

nCX
jD1

jRo;j j]] �
C"p
jlog "j

:

Now we define zRo WD Ro � yRo. We recall that Ro D .Sa.Vd /CSb.Vd /CSc.Vd /
iVd

/o. It follows
from Lemmas 3.1 and 3.3 that


�Sa.Vd /C Sb.Vd /

iVd

�o



��
� C"

p
jlog "j:

On the other hand, using (3.17), we find that�Sb.Vd /
iVd

�o
� yRo

D

nCX
jD1

�j;R"

²
2 Od"

jlog "j

nCX
kD1

nCX
lD1

sin.�k � 'k/ cos.�l � 'l /�0k
�krl

� i

�
" Od"

jlog "j1=2

nCX
kD1

�0
k

�k
cos.�k � 'k/

C

Od2"
jlog "j

� nCX
kD1

�00
k

�k
sin2.�k � 'k/C

�0
k

rk�k
cos2.�k � 'k/

C

nCX
kD1

X
l¤k

sin.�k � 'k/ sin.�l � 'l /�0k�
0
l

�k�l

��³o;j
:

From the last expression we can obtain that


�Sb.Vd /
iVd

�o
� yRo





��
� C"

p
jlog "j:

In order to see this we use that, for j fixed, expressions of the type

�00j

�j
sin2.�j � 'j /C

�0j

rj�j
cos2.�j � 'j /

do not appear in the odd decomposition, whereas for k ¤ j a similar expression with j
replaced by k has the desired size since rk � C."

p
jlog "j/�1. This concludes the proof.



J. Dávila, M. del Pino, M. Medina, and R. Rodiac 1346

Lemma 3.5. Let Vd be the approximation given by (2.3), and Sb and Sc the operators
defined at (3.1). Then, for every 1 � j � nC, we have

Sb.Vd /

Vd
D

Od"

jlog "j
w
j
x2x2.rj e

i.�j�'j //

wj .rj e
i.�j�'j //

C

Od""p
jlog "j

w
j
x1.rj e

i.�j�'j //

wj .rj e
i.�j�'j //

CG
j

b
;

Sc.Vd /

Vd
D ic Od""

p
jlog "j

w
j
x2.rj e

i.�j�'j //

wj .rj e
i.�j�'j //

CGjc ;

with
Re
Z
B.�Cj ;R"/

wjx2x2.rj e
i.�j�'j // xwjx1.rj e

i.�j�'j // D 0; (3.33)

and

Re
Z
B.�Cj ;R"/

wj .rj e
i.�j�'j //G

j

b
xwjx1.rj e

i.�j�'j // D O
� "p
jlog "j

�
;

Re
Z
B.�Cj ;R"/

wj .rj e
i.�j�'j //Gjc xw

j
x1
.rj e

i.�j�'j // D O
� "p
jlog "j

�
:

Proof. Let us fix j , 1 � j � nC. Using Lemma A.1, from expression (3.17) we can
identify the principal terms and write

Sb.Vd /

Vd
D

Od"

jlog "j

h�00j
�j

sin2.�j � 'j /C
� �0j

rj�j
�
1

r2j

�
cos2.�j � 'j /

C 2i
� �0j

rj�j
�
1

r2j

�
sin.�j � 'j / cos.�j � 'j /

i
C

Od""

jlog "j1=2

h�0j
rj

cos.�j � 'j / � i
sin.�j � 'j /

rj

i
CG

j

b
;

which is the same as

Sb.Vd /

Vd
D

Od"

jlog "j
w
j
x2x2.rj e

i.�j�'j //

wj .rj e
i.�j�'j //

C

Od""p
jlog "j

w
j
x1.rj e

i.�j�'j //

wj .rj e
i.�j�'j //

CG
j

b
:

Likewise, from (3.19) we can divide

Sc.Vd /

Vd
D ic Od""

p
jlog "j

��0j
�j

sin.�j � 'j /C i
1

rj
cos.�j � 'j /

�
CGjc

D ic Od""
p
jlog "j

w
j
x2.rj e

i.�j�'j //

wj .rj e
i.�j�'j //

CGjc :

Finally, (3.33) holds using the formulae for wjx1 , wjx2x2 , the evenness of cosine and the
oddness of sine.
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4. A projected problem

For the sake of simplicity, in this section we will restrict ourselves to the case of Theo-
rem 1, that is, nC D n and n� D 0. The case of Theorem 2 follows with straightforward
adaptations.

The final goal of this section is to prove existence of a solution to the projected problem8̂̂̂̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂̂̂̂̂̂
:̂

L".�/ D �E CN.�/C iVd

nCX
jD1

°
c1j
�jwx1.z � �

C

j /

iw.z � �Cj /

Cc2j
�jwx2.z � �

C

j /

iw.z � �Cj /

±
in R2;

Re
Z

R2

��jwx1 D Re
Z

R2

��jwx2 D 0 with �j .z/ D iw.z/
�.z C �Cj /

iVd .z C �
C

j /
;

j D 1; : : : ; nC;

� satisfies (2.34);

(4.1)

where L" is defined in (2.29) and N is defined in (2.14) and

�.z/ WD �1

�
jzj

2

�
; �j .z/ WD �1

� jz � �Cj j
2

�
;

with �1 a smooth cut-off function such that �1.t/ D 1 if t � 1 and �1.t/ D 0 if t � 2.
To do so, we will start by considering a linear projected version. Indeed, given a func-

tion h satisfying the symmetries (2.34) and with an appropriate decay, our first aim is to
solve the linear equation8̂̂̂̂
ˆ̂̂̂̂̂̂
<̂
ˆ̂̂̂̂̂̂
ˆ̂̂:

L".�/ D iVdhC iVd

nCX
jD1

°
c1j
�jwx1.z � �

C

j /

iw.z � �Cj /
C c2j

�jwx2.z � �
C

j /

iw.z � �Cj /

±
in R2;

Re
Z
B.0;4/

��jwx1 D Re
Z
B.0;4/

��jwx2 D 0 with �j .z/ D iw.z/
�.z C �Cj /

iVd .z C �
C

j /
;

j D 1; : : : ; nC;

� satisfies the symmetry (2.34):

(4.2)

We remark that the elements wx1 , wx2 , iw are the basis of the kernel of the linearized
Ginzburg–Landau operator around the standard vortex w in a natural energy space; cf.
[17]. A priori we should also add the projections on the elements i�jw.z � �Cj / and
require an orthogonality condition with respect to i�jw.z � �Cj /. However, thanks to the
symmetry assumptions (2.34), the orthogonality condition with respect to iw.z � �Cj / is
automatically satisfied. Furthermore, also thanks to these symmetry assumptions and to
the symmetry of the operator L", we can see that the projections onto i�jw.z � �Cj / are



J. Dávila, M. del Pino, M. Medina, and R. Rodiac 1348

equal to zero. Indeed, if

L".�/ D iVdhC iVd

nCX
jD1

°
c1j
�jwx1.z � �

C

j /

iw.z � �Cj /
C c2j

�jwx2.z � �
C

j /

iw.z � �Cj /
C c3j �j

±
;

since L".�/. Nz/ D L".�/.z/ and �j . Nz/ D �j .z/ we find that

nCX
jD1

c3j �j .z/ D �

nCX
jD1

c3j �j .z/

and then c3j D 0 for all j D 1; : : : ; nC. Next we notice that, by (2.34), the Lyapunov–
Schmidt coefficients c1j , c2j , 1 � j � nC are all related and we can work with only one
coefficient.

Lemma 4.1. Let � be a solution to

L".�/ D iVdhC iVd

nCX
jD1

°
c1j
�jwx1.z � �

C

j /

iw.z � �Cj /
C c2j

�jwx2.z � �
C

j /

iw.z � �Cj /

±
;

with � D iVd and k k� < C1 and assume that  and h satisfy (2.34). Then all the
coefficients c1j , c2j can be expressed in terms of c11 only.

Proof. Since Vd .e
2i�

nC z/ D Vd .z/, and the cut-off function � defined in (2.8) also satisfies
this property, it can be seen that

L"Œ�.e
2i�

nC z/� D L".�/.e
2i�

nC z/:

Indeed, we can write L".�/ D �L0.�/C .1 � �/iVdL
0. /, with � D iVd , L0 defined

by (2.11) and L0 defined in (2.12). For the Laplacian part in the operators L0 and L0 it is
well known. The other terms involve the identity operator or are differential operators in
the angular variable s. Multiplying by e

2i�

nC the variable z amounts to making a translation
in the s variable, and hence the differential operators in s respect the symmetry.

Furthermore, noticing that

e
2i�

nC z � �Cj D .z � �
C

j�1/e
2i�

nC ;

we have w.e
2i�

nC z � �Cj / D e
2i�

nC w.z � �Cj�1/ and, using formulae (3.4),

wx1.e
2i�

nC z � �Cj / D e
2i�
n

�
cos
�2�
nC

�
wx1.z � �

C

j�1/ � sin
�2�
nC

�
wx2.z � �

C

j�1/
�
;

wx2.e
2i�

nC z � �Cj / D e
2i�
n

�
sin
�2�
nC

�
wx1.z � �

C

j�1/C cos
�2�
nC

�
wx2.z � �

C

j�1/
�
;
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where the indices are taken modulo nC � 1. Since  .e
2i�

nC z/ D  .z/, we must have

nCX
jD1

²
c1j
�jwx1.e

2i�

nC z � �Cj /

iw.e
2i�

nC z � �Cj /
C c2j

�jwx2.e
2i�

nC z � �Cj /

iw.e
2i�

nC z � �Cj /

³

D

nCX
jD1

²
c1j
�jwx1.z � �

C

j /

iw.z � �Cj /
C c2j

�jwx2.z � �
C

j /

iw.z � �Cj /

³
(4.3)

and this implies that �
cos. 2�

nC
/ sin. 2�

nC
/

� sin. 2�
nC
/ cos. 2�

nC
/

� 
c1j
c2j

!
D

 
c1j�1
c2j�1:

!
Hence all the coefficients can be expressed in terms of c11 , c21 . But now we can use the
symmetry with respect to the horizontal axis. It can be seen that

L".�/. Nz/ D L".�/.z/;

and thus, since �. Nz/ D �.z/, we have

nCX
jD1

²
c1j
�jwx1. Nz � �

C

j /

iw. Nz � �Cj /
C c2j

�jwx2. Nz � �
C

j /

iw. Nz � �Cj /

³

D

nCX
jD1

²
c1j
�j xwx1.z � �

C

j /

i xw.z � �Cj /
C c2j

�j xwx2.z � �
C

j /

i xw.z � �Cj /

³
:

Using thatwx1. Nz/D xwx1.z/ andwx2. Nz/D�xwx2.z/, we conclude that necessarily c21 D 0.
Thus all the coefficients can be expressed in terms of c11 only.

Remark 4.1. For Theorem 2 we also need to consider the vortex of degree �1 at the
origin, corresponding to the case n� D 1 and ��1 D 0. That is, the right-hand side of (4.2)
has to be modified to

iVdhC iVd

�
c01
� xwx1.z/

iw.z/
C c02

� xwx2.z/

iw.z/

C

nCX
jD1

²
c1j
�jwx1.z � �

C

j /

iw.z � �Cj /
C c2j

�jwx2.z � �
C

j /

iw.z � �Cj /

³�
As in the previous case, if satisfies (2.34) it follows that c1j , c2j can be expressed in terms

of c11 only. By using the symmetry  .e
2i�

nC z/ D  .z/ we can also see that c01 D c
0
2 D 0.

Recall the notation given in (3.6). Writing  WC ! C as  D  1 C i 2 we define,
given ˛; � 2 .0; 1/,

k k� WD

NX
jD1

kVd kC 2;˛.rj<3/ C k 1k1;� C k 2k2;�;
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where

k 1k1;� WD

NX
jD1

k 1kL1.rj>2/ C sup
2<rj<

2
"

1�j�N

jr 1j

� NX
jD1

r�1j

��1
C sup
r> 1

"

�1
"
j@r 1j C j@s 1j

�

C sup
2<rj<R"
1�j�N

jD2 1j

� NX
jD1

r�2j

��1

C sup
2<jz��j j<R"
1�j�N

ŒD2 1�˛;Bjzj=2.z/

� NX
jD1

jz � �j j
�2�˛

��1
;

k 2k2;� WD sup
rj>2
1�j�N

j 2j

� NX
jD1

r�2C�j C "��2
��1
C sup
2<rj<

2
"

1�j�N

jr 2j

� NX
jD1

r�2C�j

��1

C sup
r> 1

"

� 1

"2��
j@r 2j C

1

"1��
j@s 2j

�
C sup
2<rj<R"
1�j�N

jD2 2j

� NX
jD1

r�2C�j

��1

C sup
2<jz��j j<R"
1�j�N

ŒD2 2�˛;Bjzj=2.z/

� NX
jD1

jz � �j j
�2C˛

��1
:

We also recall the definition of the norm k � k�� given in (3.24). Indeed, given a control
on the right-hand side measured with k � k��, the norm k � k� provides the best decay we
can expect for the solution  (for both real and imaginary parts) and its derivatives, as the
following proposition states. Thus we can establish the following invertibility result for
problem (4.2).

Proposition 4.1. If h satisfies (2.34) and khk�� < C1 then for " > 0 sufficiently small
there exists a unique solution � D T".iVdh/ to (4.2) with k k� <1, where � D iVd .
Furthermore, there exists a constant C > 0 depending only on ˛; � 2 .0; 1/ such that this
solution satisfies

k k� � Ckhk��:

The proof can be found in Section 4.1. This result allows us to solve a nonlinear pro-
jected problem, following the usual scheme of the Lyapunov–Schmidt reduction methods.
However, the a priori estimate in Proposition 4.1 is not enough to solve the reduced prob-
lem. More precisely, due to the large size of the error of the approximation in the norm
k � k�� (which is of order jlog "j�1; see Proposition (3.1)), a fixed point argument would
give a  too large, making it impossible to choose the parameter Od" so that the Lyapunov–
Schmidt coefficient c11 in (4.2) vanishes.

To overcome this difficulty we will need more accurate a priori estimates, relying on
the symmetries of the error and the function  . Indeed, the largest part of the error can
be seen to be orthogonal to the kernel (see Lemma 3.5) and it will not play a role in the
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reduction step, which allows us to refine the estimates according to its symmetry, in the
spirit of Lemma 3.4.

Let us consider  WC! C and the relation z D �j ei�j C �j . We can decompose  in
Fourier series in �j as in (3.27) and define

 e;j WD
X
k even

 k;j ;  o;j WD
X
k odd

 k;j :

The idea behind making this decomposition is that  e;j is large but orthogonal to the
kernel near �j by symmetry, while  o;j is not orthogonal but small. With Rj given in
(3.28), we have

 o;j .Rj z/ D  o;j .z/;  e;j .Rj z/ D � e;j .z/;

and we can equivalently define

 o;j .z/ D 1
2
Œ .z/C  .Rj z/�;  e;j .z/ D 1

2
Œ .z/ �  .Rj z/�: (4.4)

Let R" and �j;R be from (3.23) and (3.30). We consider a global function  o defined as

 o WD

NX
jD1

�
j;R"2

 o;j ; (4.5)

which represents the odd part of around each vortex �j , localized with a cut-off function,
and corresponds to the small part of  .

This part arises from terms in the errorRo that are small, but decay slowly, so we need
to estimate it in norms that allow for growth up to a certain distance. Namely,

j j] WD

NX
jD1

jlog "j�1kVd kC 2;˛.rj<3/ C j 1j];1 C j 2j];2;

where

j 1j];1 WD sup
2<rj<R"
1�j�N

�
j 1j

� NX
jD1

rj log.2R"=rj /
��1
C jr 1j

� NX
jD1

log.2R"=rj /
��1�

;

(4.6)

j 2j];2 WD sup
2<rj<R"
1�j�N

�
.j 2j C jr 2j/

� NX
jD1

.r�1C�j C r�1j log.2R"=rj //
��1�

; (4.7)

with � 2 .0; 1/. The norm j � j] is built in correspondence with the norm j � j]] which
estimates the odd part of the error of the ansatz. With the help of this norm we can establish
precise estimates on the odd part of  .
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Proposition 4.2. Suppose that h satisfies the symmetries (2.34) and khk�� <1. Suppose
furthermore that ho defined by (3.31) is decomposed as ho D Oho C Qho where j Ohoj]] <1
and Oho, Qho satisfy

Oho.Rj z/ D Oho.z/; Qho.Rj z/ D Qho.z/; jz � �j j < R"; j D 1; : : : ; N;

and have support in
SN
jD1B2R".�j /. Let us write  D  e C o with  o defined by (4.5).

Then there exists C > 0 such that  o can be decomposed as  o D y o C z o, with each
function supported in

SN
jD1 B2R".�j / and satisfying

j y oj] � C
�
j Ohoj]] C "

p
jlog "j.k Ohok�� C kh � hok��/

�
; (4.8)

k z ok� � Ck Qh
o
k��; (4.9)

k y ok� C k z 
o
k� � C

�
khk�� C k Oh

o
k�� C k

Qhok��
�

and

y o.Rj z/ D y o.z/; z o.Rj z/ D z o.z/; jz � �j j < R"; j D 1; : : : ; N:

4.1. First a priori estimate and proof of Proposition 4.1

In this section, our aim is to solve the linear projected problem (4.2). We first obtain a
priori estimates and then use these estimates and the Fredholm alternative to obtain the
solution. We first deal with the following problem:8̂̂̂̂
ˆ̂<̂
ˆ̂̂̂̂:

L".�/ D iVdh in R2;

Re
Z
B.0;4/

�j�jwx1 D 0; with �j .z/ D iw.z/
�.z C �Cj /

iVd .z C �
C

j /
, j D 1; : : : ; nC;

 D
�

iVd
satisfies the symmetry (2.34):

(4.10)

Lemma 4.2. There exists a constant C > 0 such that for all " sufficiently small and any
solution � D iVd of (4.10) with k k� <1 one has

k k� � Ckhk��: (4.11)

Proof of Lemma 4.2 . The proof follows as in [15, Lemma 5.1] by using barrier argu-
ments, so we will only highlight the differences.

Near the vortices the argument remains essentially the same, as a consequence of
Lemma A.2. Far from them, in the region

TnC

jD1¹rj > 2º, the function  D  1 C i 2
solves

h D � C 2
rVdr 

Vd
� 2i jVd j

2 2 C "
2@2ss C "

2
�
2
@sVd

Vd
� 2in

�
@s 

C ic"2jlog "j@s ;
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and thus we only need to deal with the new term

ic"2jlog "j@s :

It can be seen that, for R large and some 1 � j � N ,

jc"2jlog "j@s 1j � C.R��
0

C "�
0

/
� 1

r2��j

C "2��
�
k 1k1;�;0;

jc"2jlog "j@s 2j � C."1��
00

CR�
00�1/

� 1

r2j C "
2

�
k 2k2;�;0;

for some 0 < � 0 < � < 1, 0 < � 00 < 1, where

k 1k1;�;0 WD

NX
jD1

k 1kL1.rj>2/ C sup
2<rj<

2
"

1�j�N

jr 1j

� NX
jD1

r�1j

��1

C sup
r> 1

"

�1
"
j@r 1j C j@s 1j

�
;

k 2k2;�;0 WD sup
rj>2
1�j�N

j 2j

� NX
jD1

r�2C�j

��1
C sup
2<rj<

2
"

1�j�N

jr 2j

� NX
jD1

r�2C�j

��1
C sup
r> 1

"

."��2j@r 1j C "
��1
j@s 1j/;

for some 0 < � < 1. Thus the result follows by comparison arguments choosing respec-
tively the barriers

B1 WDM1�1

�
� �

n�1

2

�
; M1 WD C.khk��;0 C "

1�� 00
CR�

00�1
C k 1kL1.BR.�j ///;

B2 WDM2

� 1

r2��j

C "2��
�
; M2 WD C.khk��;0 CR

�� 0
C "�

0

C k 2kL1.BR.�j ///;

with C a large fixed constant and

khk��;0 WD

NX
jD1

kVdhkL1.rj<3/ C sup
rj>2
1�j�N

jRe.h/j
� NX
jD1

r�2j C "
2

��1

C j Im.h/j
� NX
jD1

r�2C�j C "2��
��1

;

for 0 < � < 1.

Proof of Proposition 4.1. The result follows as a consequence of the Riesz representa-
tion theorem and the Fredholm alternative proceeding as in [15, Proposition 5.1], that is,
rewriting the problem as

Œ�; '� � hk.x/�; 'i D hs; 'i for all ' 2 H ;
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where H is the Hilbert space

H WD
®
� D iVd 2 H

1
0 .BM .0/;C/I Re

R
B.0;4/

�x�jwx1 D 0; j D 1; : : : ; n
C;

 satisfies (2.34)
¯
;

for M > 10j�1j, equipped with the inner product

Œ�; '� WD Re
Z
B.0;M/

.r�r' C "2@s�@s'/:

Here �j .z/ WD iw.z/ .z C �j / and �j .z/ WD �1.
jz��j j

2
/. Using (2.31), hk.x/�; �i, hs; �i

correspond to the linear forms

hk.x/�; 'i WD "2 Re
Z
B.0;M/

.2ni�@s' � n
2� x'/ � 2Re

Z
B.0;M/

Re.x�Vd /Vd x'

C Re
Z
B.0;M/

h
.� � 1/

E

Vd
C .1 � jVd j

2/
i
� x'

C c"2jlog "jRe
Z
B.0;M/

.in� x' � �@s'/;

hs; 'i WD Re
Z
B.0;M/

�
hC iVd

nCX
jD1

cj�j
wx1.z � �j /

iw.z � �j /

�
x';

defined on H .
The rest of the proof follows as in [15, Proposition 5.1].

4.2. Second a priori estimate and proof of Proposition 4.2

Lemma 4.3. Let ˛ 2 .0; 1/, � 2 .0; 1/. Then there exists a constant C > 0 such that for
all " sufficiently small and any solution � of (4.10) with � D iVd and k k� <1 one
has

j j] � C.jhj]] C "
p
jlog "jkhk��/: (4.12)

Proof. The result follows as a consequence of Lemma 4.2 and a barrier argument. Indeed,
writing  D  1 C i 2, it can be checked that, for some 1 � j � N ,

jc"2jlog "j@s 1j �
C

rj
log
�2R"
rj

�
j 1j];1;

and consequently, proceeding as in [15, Lemma 5.2],

jr 2j � zB2;

with

zB2 WD
C

r1��j

.jhj]];0 C k 2kL1.rjDR"//C
C

rj
log
�2R"
rj

��
j 1j];1 C

k 2kL1.rjDR0/

jlog "j

�
;
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with R0 > 0 a large fixed constant, j j];1 defined in (4.6) and, denoting h D h1 C ih2,

jhj]];0 WD

NX
jD1

kVdhkL1.rj<4/ C sup
2<rj<R"
1�j�N

�
jh1j

� NX
jD1

r�1j

��1
C jh2j

� NX
jD1

r�1C�j

��1�
;

0 < � < 1. Therefore,

jc"2jlog "j@s 2j �
C

rj jlog "j
zB2;

and the result follows as a straightforward adaptation of [15, Lemma 5.2].

Before proving Proposition 4.2 we consider the solution constructed in Proposition 4.1
when the right-hand side has symmetries. More precisely, let us consider the local sym-
metry condition

h.Rj z/ D �h.z/; jz � �j j < 2R"; j D 1; : : : ; N; (4.13)

where Rj was defined in (3.28).

Lemma 4.4. Suppose that h satisfies the symmetries (2.34) and (4.13). We assume that

khk�� <1:

Then there exist  s ,  � such that  D �
iVd

with � the solution to (4.2) and k k� <1
can be written as  D  s C  � with the estimates

k sk� C k 
�
k� � Ckhk��;

j �j] � C"
p
jlog "jkhk��:

Moreover, . s; �/ define linear operators of h,  s has its support in
SN
jD1BR".�j / and

satisfies
 s.Rj z/ D � s.z/; jz � �j j < R"; 1 � j � N: (4.14)

Proof. The proof follows analogously to [15, Lemma 5.3] by splitting L" into a part L"
s;j

that preserves the symmetry (4.14) and a remainder term L"
r;j , for every 1 � j � N .

Indeed, we consider the linear operators

L0s;j . / WD � C 2
rw.z � �j /r 

w.z � �j /
� 2i jw.z � �j /j

2 Im. /

C "2
h
d2" @

2
rj rj
 sin2.�j � 'j /

C d2" cos.�j � 'j / sin.�j � 'j /
�2@2

rj �j
 

rj
�
2@�j 

r2j

�
C @2�j �j 

�
1C

d2"

r2j
cos2.�j � 'j /

�
C @rj 

d2"
rj

cos2.�j � 'j /

� 2@�j 
d2"

r2j
sin.�j � 'j / cos.�j � 'j /

i
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and

L0r;j . / WD 2
X
l¤j

rw.z � �l /r 

w.z � �l /
� 2i.jVd j

2
� jw.z � �j /j

2/ Im. /

C "2
h
2d"@

2
rj �j

 sin.�j � 'j /C 2@2�j �j 
d"

rj
cos.�j � 'j /

C @rj d" cos.�j � 'j / � @�j 
d"

rj
sin.�j � 'j /

i
C "2

�2@sVd
Vd

� 2ni C ic"jlog "j
�

�

h
@rj d" sin.�j � 'j /C

�
1C

d"

rj
cos.�j � 'j /

�
@�j 

i
:

We also define
L0;s;j .�/ WD iVdL

0
s;j . /C i.E �E

o/ ;

L0;r;j .�/ WD L0.�/ � L0;s;j .�/

where Eo is defined analogously to (4.5). We then set

L"
s;j .�/ WD �L0;s;j .�/C .1 � �/iVdL

0
s;j . /; � D iVd ;

L"
r;j .�/ WD L".�/ �L"

s;j .�/:

The rest of the proof follows as in [15, Lemma 5.3] by applying Proposition 4.1 and
Lemma 4.3.

As a consequence of these results we can conclude the statement of Proposition 4.2.

Proof of Proposition 4.2. The result follows by putting together Proposition 4.1 and Lem-
mas 4.3 and 4.4.

Once we have established the solvability and the a priori estimates for the projected
linear problem (4.2) we can handle the nonlinear case (4.1).

Proposition 4.3. There exists a constant C > 0 depending only on 0 < ˛;� < 1, such that
for all " sufficiently small there exists a unique  " such that �" D iVd " is the solution of
(4.1) satisfying

k "k� �
C

jlog "j
:

Furthermore,  " is a continuous function of the parameter Od" WD "
p
jlog "jd",

j o" j] � C"
p
jlog "j; (4.15)

where  o" is defined according to (4.5).
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The existence of a solution is obtained by combining the linear theory with a fixed
point argument performed in a precise set determined by the size of the error term R and
the a priori estimates on the symmetric and nonsymmetric part of the solution. Notice
that the nonlinear term N . / is exactly the same as in the case of the Ginzburg–Landau
equation in [15]. Thus, by applying Propositions 4.1 and 4.2 and Lemma 3.4 the result
follows exactly as in [15, Proposition 6.1] so we omit the proof.

5. Solving the reduced problem: Proofs of Theorems 1 and 2

The function  ", with �" D iVd " the solution of (4.1) found in Proposition 4.3, depends
continuously on Od" WD "

p
jlog "jd". We want to find Od" such that the Lyapunov–Schmidt

coefficient in (4.1) satisfies c1 D c1. Od"/ D 0.
By symmetry we work only in the sector

‚1 WD
®
z 2 C W z D reis; r > 0; s 2

�
�
�
nC
; �
nC

�¯
:

In the previous section we found  " such that

ŒL".�"/CE �N.�"/�.z C �
C
1 / D c1iVd .z C �

C
1 /�.z/

wx1.z/

iw.z/
in ‚1: (5.1)

We recall that R" is defined in (3.23) and thus satisfies that R" D o".."
p
jlog "j/�1/ but

jlogR"j � jlog "j, and we set

c� WD Re
Z
B.0;R"/

�jwx1 j
2
D Re

Z
B.0;4/

�jwx1 j
2;

and we remark that, thanks to the decay of wx1 , this quantity is of order 1. We multiply

equation (5.1) by Vd .zC�
C
1 /

xw.z/
xwx1.z/ and we observe that

ˇ̌̌Vd .z C �C1 /
w.z/

ˇ̌̌2
D 1CO."2/ in ‚1: (5.2)

We find that

c1c� D �Re
Z
B.0;R"/

Vd .z C �
C
1 /

xw.z/
E.z C �C1 / xwx1.z/

C Re
Z
B.0;R"/

Vd .z C �
C
1 /

xw.z/
L".�"/.z C �

C
1 / xwx1.z/

� Re
Z
B.0;R"/

Vd .z C �
C
1 /

xw.z/
N.�"/.z C �

C
1 / xwx1.z/CO."

2/:
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We observe that

Vd .z C �
C
1 /

xw.z/
L".�"/.z C �

C
1 / D

Vd .z C �
C
1 /

xw.z/
.iVdL

0. "/C i�E "/.z C �
C
1 /

D
jVd .z C �

C
1 /j

2

jw.z/j2
iw.z/L0. "/.z C �

C
1 /

C
Vd .z C �

C
1 /

xw.z/
i.�E "/.z C �

C
1 /

D L"1.�1/C
Vd .z C �

C
1 /

xw.z/
i.�E "/.z C �

C
1 /CO."

2/;

with L"1 defined in (2.31) and �1 defined in (2.30). Integrating by parts we find

Re
Z
B.0;R"/

L"1.�1/ xwx1 D Re
Z
B.0;R"/

.L"1 � L0/.�1/ xwx1 C Re
Z
B.0;R"/

L0.�1/ xwx1

D Re
Z
B.0;R"/

.L"1 � L0/.�1/ xwx1

C Re
Z
@B.0;R"/

�@�1
@�
xwx1 � �1

@ xwx1
@�

�
CO."2jlog "j/;

with L0 given in (2.11). Using (2.32) and (2.33) we can estimateˇ̌̌̌
Re
Z
B.0;R"/

.L"1 � L0/.�1/ xwx1

ˇ̌̌̌
� C"

p
jlog "jk k� �

C"p
jlog "j

;

and, by Lemma A.1,ˇ̌̌̌
Re
Z
@B.0;R"/

�@�1
@�
xwx1 � �1

@ xwx1
@�

�ˇ̌̌̌
�

C"p
jlog "j

:

Therefore, ˇ̌̌̌
Re
Z
B.0;R"/

L"1.�1/ xwx1

ˇ̌̌̌
�

C"p
jlog "j

; (5.3)

and we also have

Re
Z
B.0;R"/

Vd .z C �
C
1 /

xw.z/
L".�"/.z C �

C
1 / xwx1 D O

� "p
jlog "j

�
since jE "j � C"=

p
jlog "j. Now we estimate the inner product of wx1 and the nonlinear

term. We use Lemma 2.1 to write

�

Z
B.0;R"/

Vd .z C �
C
1 /

xw.z/
N.�"/.z C �

C
1 / xwx1.z/

D

Z
B.0;2/nB.0;1/

Vd .z C �
C
1 /

xw.z/
M.�"/.z C �

C
1 / xwx1.z/

C

Z
B.0;R"/nB.0;1/

iw.z/
jVd .x C �

C
1 /j

2

jw.z/j2
.1 � �/N . "/.z C �

C
1 / xwx1.z/;



Interacting helical traveling waves for the Gross–Pitaevskii equation 1359

where
N . / D i.r /2 C "2.@s /

2
C i.e�2 Im. /

� 1C 2 Im. //:

We use the orthogonality of the Fourier modes to write

Re
Z
B.0;R"/nB.0;1/

iwN . "/.z C �
C
1 / xwx1

D Re
Z
B.0;R"/nB.0;1/

iw xwx1.N . "//
o

D Re
Z
B.0;R"/nB.0;1/

i�
�
�0 cos s �

i�

r
sin s

��
.N . "//

o
1 C i.N . "//

o
2

�
D �

Z
B.0;R"/nB.0;1/

�
��0 cos s.N . "//

o
2 �

�2

r
.N . "//

o
1 sin s

�
:

Using that

j.N . "//
o
2j � j.N . "//

o
2j]] � Ck 

e
" k�j 

o
" j] C j 

o
" j
2
] � C"jlog "j�1=2;

j.N . "//
o
1j � C

�
j. "/

o
2j]k. "/

e
1k�

1C r2
C
j. "/

o
1j]k. "/2k�

1C r2��
C
j. "/

o
1j]j. "/

o
2j]

1C r2��

�
� C

"jlog "j�1=2

1C r2��
;

we obtain ˇ̌̌̌
Re
Z
B.0;R"/nB.0;1/

iw.z/N . "/.z C �
C
1 / xwx1

ˇ̌̌̌
�

C"p
jlog "j

: (5.4)

By using that M.�"/ is at least quadratic and is a sum of analytic terms (multiplied by
cut-off functions) in �" and r�", we can use a parity argument analogous to the previous
one to conclude that

M.�"/
o
DM.�o" /CO.k 

e
" k�j 

o
" j]/

and thusˇ̌̌̌
Re
Z
B.0;R"/

Vd .z C �
C
1 /

xw.z/
N.�"/.z C �

C
1 / xwx1.z/

ˇ̌̌̌
� Ck e" k�j 

o
" j] �

C"p
jlog "j

:

It remains to estimate the term relative to the error. In order to do that we write E D
iVdR, thusZ
B.0;R"/

Vd .z C �
C
1 /

xw.z/
E.z C �C1 / xwx1.z/ D

Z
B.0;R"/

iw.z/R.z C �C1 / xwx1.z/.1CO."
2//:

We set
Ba WD Re

Z
B.0;R"/

iw.z/Ra.z C �
C
1 / xwx1 ;

Bb WD Re
Z
B.0;R"/

iw.z/Rb.z C �
C
1 / xwx1 ;

Bc WD Re
Z
B.0;R"/

iw.z/Rc.z C �
C
1 / xwx1 ;

(5.5)
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where we recall that Sa.Vd / D iVdRa, Sb.Vd / D iVdRb , Sc.Vd / D iVdRc were given
by (3.1).

Proof of Theorem 1. Assume nC D n � 2 and n� D 0 in (2.3). From Lemma 3.5 we find
that

Bb D
Od""p
jlog "j

Re
Z
B.0;R"/

jwx1 j
2
CO

� "p
jlog "j

�
;

where we used that '1 D 0. We set

a1 WD
1

jlog "j

Z 2�

0

Z R"

0

�2 sin2 s
r

dr ds;

and we recall that jlogR"j is of the same order as jlog "j and does not depend on Od". Thus,
using the fact that limr!C1 �.r/ D 1 we can see that

a1 D � C o".1/: (5.6)

Therefore we conclude that

Bb D Od"�"
p
jlog "j C o"."

p
jlog "j/: (5.7)

On the other hand, from (3.5) we deduce that in B.0;R"/ there holds

Sa.Vd / xwx1 D Vd

²�
1 �

ˇ̌̌̌ nY
jD1

wj
ˇ̌̌̌2�
�

nX
jD1

.1 � jwj j2/C

nX
jD1

X
l¤j

rwl

wl
rwj

wj

³
xw1x1

D 2Vd
X
j¤1

rw1

w1
rwj

wj
xw1x1 CO."

2
jlog "j/

D 2Vd
X
j¤1

h��01�0j
�1�j

�
1

r1rj

�
cos.�1 � �j /C i

� �01
�1rj

�
�0j

�j r1

�
sin.�1 � �j /

i
�

�
�01 cos �1 C i

�1 sin �1
r1

�
e�i�1

CO."2jlog "j/:

Thus we find

Ba D �2
X
j¤1

Z
¹r1<R"º

�01�1

r1rj

�
cos.�1 � �j / cos �1 C sin.�1 � �j / sin �1

�
CO."2jlog "j/

D �2
X
j¤1

Z
¹r1<R"º

�01�1 cos �j
r1rj

CO."2jlog "j/:
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To compute the last term we observe that, since R" D o".
1

"
p
jlog "j

/, inside the ball
¹r1 < R"º we have

cos �j
rj
D
jRe.�Cj � �

C
1 /j

j�Cj � �
C
1 j
2
.1C o".1// for every j ¤ 1;

D
d"
�
1 � cos.2�.j � 1/=n/

�
2d2"

�
1 � cos.2�.j � 1/=n/

� .1C o".1//
D

1

2d"
.1C o".1//;

where we have used that �Cj D d"e
2i.j�1/�=n. Hence,

nX
jD2

Z
r1<R"

cos �j
rj

�01�1 dr1 d�1 D
2�

2d"
.n � 1/.1C o".1//

Z R"

0

�01�1 dr1:

Noticing that
R R"
0
�01�1 dr1 D 1

2
.�21.R"/ � �1.0// D

1
2
C o".1/ we conclude that

nX
jD2

Z
r1<R"

cos �j
rj

�01�1 dr1 d�1 D
�

d"

n � 1

2
.1C o".1//;

and thus
Ba D �

n � 1

Od"
"
p
jlog "j� C o"."

p
jlog "j/: (5.8)

For the last term in the error we have

Rc.z/ xwx1.z � �
C
1 / D c

Od""
p
jlog "j

nX
jD1

�
sin.�j � 'j /

�0j

�j
C i

cos.�j � 'j /
rj

�
�

�
�01 cos �1 C i

�1 sin �1
r1

�
e�i�1 :

Thus, by using that '1 D 0, we find

Bc D �c Od""
p
jlog "j

Z
j�1j<R"

�01�1

r1
.sin2 �1 C cos2 �1/CO."2jlog "j3=2/

D �c Od""
p
jlog "j2�

Z R"

0

�01.r1/�1.r1/ dr1 CO."2jlog "j3=2/:

Therefore, sinceZ R"

0

�01.r1/�1.r1/ dr1 D
1

2
.�2.R"/ � �

2.0// D
1

2
CO."2jlog "j/;

we find
Bc D �c Od""

p
jlog "j� C o"."

p
jlog "j/: (5.9)
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Hence, we conclude that

c1c� D "
p
jlog "j

�
�
a0

Od"
C Qa1 Od"

�
C o"."

p
jlog "j/;

with
a0 WD .n � 1/�; Qa1 WD .1 � c/�; (5.10)

which is positive since we assumed c < 1. Let us point out that in this expression,
o"."

p
jlog "j/ is a continuous function of the parameter Od .

By applying the intermediate value theorem we can find Od0 near
q
a0
Qa1
D

q
n�1
1�c

such
that

c1 D c1. Od0/ D 0;

and therefore, for such a Od0 we conclude that Vd C '" is a solution of (2.1).

Proof of Theorem 2. Assume nC D nC 1 and n� D 1 in (2.3), with ��1 D 0. The result
follows analogously to the case of Theorem 1. Indeed, estimates (5.3) and (5.4) hold
straightforwardly, so we only have to estimate the projection of the error term. Let us
define Ba, Bb and Bc as in (5.5). Since j��1 j D 0 the terms Bb and Bc are estimated
exactly as in the proof of Theorem 1, to get

Bb D Od"�"
p
jlog "j C o"."

p
jlog "j/;

Bc D �c Od"
p
jlog "j� C o"."

p
jlog "j/:

To estimate Ba we see that in this case

Sa.Vd / xwx1 D 2Vd
X
j¤1

h��01�0j
�1�j

�
1

r1rj

�
cos.�1 � �j /C i

� �01
�1rj

�
�0j

�j r1

�
sin.�1 � �j /

i
�

�
�01 cos �1 C i

�1 sin �1
r1

�
e�i�1

C 2Vd

h��01�0
�1�
C

1

r1r

�
cos.�1 � �/C i

� �01
�1r
C

�0

�r1

�
sin.� � �1/

i
�

�
�01 cos �1 C i

�1 sin �1
r1

�
e�i�1 CO."2jlog "j/;

and thus

Ba D �2
X
j¤1

Z
¹r1<R"º

�01�1

r1rj

�
cos.�1 � �j / cos �1 C sin.�1 � �j / sin �1

�
C 2

Z
¹r1<R"º

�01�1

r1r

�
cos.�1 � �/ cos �1 C sin.�1 � �/ sin �1

�
CO."2jlog "j/

D �2
X
j¤1

Z
¹r1<R"º

�01�1 cos �j
r1rj

C 2

Z
¹r1<R"º

�01�1 cos �
r1r

CO."2jlog "j/;
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which implies

Ba D �2
X
j¤1

Z
¹r1<R"º

�01�1 cos �j
rj

dr1 d�1 C 2
Z
¹r1<R"º

�01�1 cos �
r

dr1 d�1

CO."2jlog "j/

D �"
p
jlog "j

Qa0

Od"
C o"."

p
jlog "j/;

with
Qa0 WD nC � 3: (5.11)

Therefore,

c1c� D "
p
jlog "j

�
�
Qa0

Od"
C a1 Od"

�
C o"."

p
jlog "j/;

with a1 defined in (5.10), and the result follows as in the previous case. More precisely,

thanks to the intermediate value theorem we find Od" near
q
Qa0
a1
D

q
nC�3
1�c

such that c1D 0.

A. The standard vortex and its linearized operator

The building block used to construct our solutions to equation (2.1) is the standard vortex
of degree 1 in R2, which we denote w. It satisfies

�w C .1 � jwj2/w D 0 in R2;

and can be written as

w.x1; x2/ D �.r/e
i� where x1 D r cos � , x2 D r sin �:

Here � is the unique solution of8<:�00 C
�0

r
�
�

r2
C .1 � �2/� D 0 in .0;1/;

�.0C/ D 0; �.C1/ D 1I

(A.1)

see [8, 24]. In this section we collect useful properties of �.

Lemma A.1. Let � be the unique solution of (A.1). Then

(1) �.0/ D 0, �0.0/ > 0, 0 < �.r/ < 1 and �0.r/ > 0 for all r > 0;

(2) �.r/ D 1 � 1
2r2
CO. 1

r4
/ for large r;

(3) �.r/ D ˛r � ˛r3

8
CO.r5/ for r close to 0 for some ˛ > 0;

(4) if we define T .r/ WD �0.r/ � �
r

then T .0/ D 0 and T .r/ < 0 in .0;C1/;

(5) �0.r/ D 1
r3
CO. 1

r4
/, �00.r/ D O. 1

r4
/ for large r .

For the proof of this lemma we refer to [8, 24].
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An object of special importance to construct our solution is the linearized Ginzburg–
Landau operator around w, defined by

L.�/ WD �� C .1 � jwj2/� � 2Re. xw�/w:

This operator does have a kernel, as the following result states.

Lemma A.2. Suppose that � 2 L1.R2/ satisfies L.�/ D 0 in R2 and the symmetry
�. Nz/D x�.z/ holds. Assume furthermore that when we write � D iw and  D 1C i 2
with  1;  2 2 R we have

j 1j C .1C jzj/jr 1j � C; j 2j C jr 2j �
C

1C jzj
; jzj > 1:

Then
� D c1wx1

for some real constant c1.

Lemma A.3. Suppose that � 2 L1loc.R
2/ satisfies L.�/ D 0 in R2 and the symmetry

�. Nz/D �.z/. Assume furthermore that when we write � D iw and  D  1 C i 2 with
 1;  2 2 R we have

j 1j C .1C jzj/jr 1j � C.1C jzj/
˛; j 2j C jr 2j �

C

1C jzj
; jzj > 1;

for some ˛ < 3. Then
� D c1wx1

for some real constant c1.

The proofs of these results can be found in [15, Lemmas 7.1 and 7.2].
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