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A Bernstein-type theorem for minimal graphs over
convex domains

Nick Edelen and Zhehui Wang

Abstract. Given any n � 2, we show that if � ¨ Rn is an open convex domain (e.g. a half-space),
and uW�! R is a solution to the minimal surface equation which agrees with a linear function on
@�, then u must itself be linear.

1. Introduction

The classical Bernstein theorem asserts that any entire minimal graph over Rn with
2 � n � 7 is a hyperplane. This was originally proven when n D 2 by Bernstein ([4]),
n D 3 by De Giorgi ([7]), n D 4 by Almgren ([3]), and n D 5; 6; 7 by Simons ([18]). For
n � 8 there were counter examples constructed by Bombieri, De Giorgi, and Giusti ([6]).

Here we prove a Bernstein-type theorem for minimal graphs with Dirichlet boundary
conditions in a convex subdomain of Rn.

Theorem 1.1. Let � ¨ Rn be an open, convex subset of Rn. Suppose u 2 C 2.�/ \
C 0.x�/ solves X

i

Di

� Diup
1C jDuj2

�
D 0 in �; u D l on @�

for some linear function l WRn ! R. Then u is linear, and if � is not a half-space, then in
fact u D l .

We emphasize that unlike the entire case, we require no dimensional restriction. This
is due to the very rigid nature of area-minimizing hypersurfaces-with-boundary contained
in a convex cylinder x� � R, and our Theorem 1.1 is a consequence of a more general
Bernstein-type theorem for these types of surfaces. We state this here. See the following
section for notation.

Theorem 1.2. Let�¨ Rn be an open, convex subset of Rn, l WRn!R a linear function,
and T 2 	n.RnC1/ a mass-minimizing integral n-current in RnC1. Suppose T has the
form T D @ŒE� � ŒG� for E � RnC1 satisfying

E n .x� �R/ D
®
xnC1 < l.x1; : : : ; xn/

¯
n .x� �R/
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and ŒG� D Œgraph.l jRnnx�/� endowed with the upwards orientation. Then

(a) T D ŒH � for some half-hyperplane H , if � is a half-space;

(b) T D Œgraph.l j�/� if � is not a half-space.

We also remark that even when n � 7 and � is a half-space, then for general l one
cannot simply reflect to reduce to the standard Bernstein problem, as one may not obtain a
graph after reflection. (Of course, if u has zero Dirichlet or Neumann data, then a reflection
argument like this would work.)

Many others have studied the behavior of minimal graphs over unbounded domains
in Rn. In exterior domains Rn n � (� bounded and 2 � n � 7), [5, 16] proved that the
gradient of a minimal graph u is bounded and has a limit as jxj ! 1. When n � 8, Du
may not be bounded, but [17] showed precise cylindrical asymptotics; [20, 21] proved
related results for domains in R2.

When � � R2 is contained in a wedge of opening angle < � , then [14] showed that
any minimal graph over � with zero Dirichlet data must be 0. In a similar vein, when
� � R2 is a wedge with opening angle ¤ �; 2� , then [11] showed any minimal graph
with zero Neumann data away from the cone point must be constant (see also [13]). In [12]
the second-named author and his collaborators obtained Liouville-type theorems for min-
imal graphs over half-spaces (for any n) with linear Dirichlet boundary value or constant
Neumann boundary value.

If sptT 6� x��R, or one relaxes the condition T D @ŒE�� ŒG�, then Theorem 1.2 can
fail.

Example 1.1. Half of Enneper’s surface, and the half-helicoid, are both area-minimizing
hypersurfaces in R3 which bound a line ([22]; cf. [8]). Neither is contained in a half-space.
The tangent cone at infinity to half-Enneper’s surface is a plane with multiplicity 2 on one
side, and multiplicity 1 on the other. The half-helicoid does not even have quadratic area
growth. Of course, a plane with multiplicity j on one side, j C 1 on the other, is area
minimizing, and contained in a half-space, but does not admit a decomposition of the
form @ŒE� � ŒG� unless j D 0.

The surface T D ¹x2 D 0; x3 � 0º [ ¹x2 D 1; x3 � 0º endowed with the appropriate
orientation is area minimizing in R3 (the constant vector field e2 is a calibration), con-
tained in a slab R � Œ0; 1� � R, and has linear boundary ŒR � ¹.0; 0/º� � ŒR � ¹.1; 0/º�,
but is not contained in a hyperplane. In this case the surface fails to admit the appropriate
boundary structure T D @ŒE� � ŒG�.

On the other hand, we do not know any example of a non-planar area-minimizing
surface with compact boundary contained in a hyperplane – it is possible one might be
able to weaken the hypotheses on T when � is not a half-space or a slab.

We first prove the technical Lemma 2.2 which allows us to reduce Theorem 1.1 to
Theorem 1.2. We use the convexity assumption most strongly here. We prove Theo-
rem 1.2 using a barrier argument, which is slightly different depending on whether �
is a half-space, a slab, or neither of those two (in which case � is contained in a con-
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vex cone, itself being a proper subset of some half-space). The basic idea is to rotate a
half-plane around the linear boundary of T until it touches T , and then use the strong-
maximum principle for minimal surfaces ([19]). This is easiest in the third case, and in
fact here we do not even require convexity of �, only that � is contained in some cone,
which itself contains no half-space. In the second case (when � is a slab), we need to
additionally use the structure T D @ŒE�, to rule out the possibility that T looks like a ver-
tical plane. The first case (when � is a half-space) is in some sense the least rigid, and
we apply the barrier argument to a tangent cone of T rather than T itself, to show that
any mass-minimizing multiplicity-1 hypercone contained in a half-space and with linear
boundary must itself be a multiplicity-1 half-plane. This classification result for minimiz-
ing cones-with-boundary is actually a corollary of the remarkable theorem due to [10],
which classifies any mass-minimizing hypercone with linear boundary as linear, but since
our setting is vastly simpler we provide a much shorter, largely self-contained proof.

2. Preliminaries

We first outline our notation. Unless otherwise stated we allow n � 1. Let us write e1; : : : ;
enC1 for the standard basis of RnC1. For k < nC 1, we identify Rk � Rk � ¹0nC1�kº �
RnC1. Given v 2 RnC1, write Rv D ¹rv W r 2 Rº. Given U � RnC1, write U C Rv D
¹uC rv W u 2 U; r 2 Rº. Let �x;r .y/ D .y � x/=r be the translation/dilation map.

If uW� � Rn ! R, write graph.u/ D ¹.x0; u.x0// W x0 2 �º for the graph of u in
RnC1. We shall always assume graph.u/ is endowed with the “upwards” orientation
(i.e. so that the normal � satisfies � � enC1 > 0). Given a set U � RnC1, write xU for the
closure of U , and write d.x;U / D inf¹jx � yj W y 2 U º for the usual Euclidean distance.
For a 2 RnC1, Br .a/ always denotes the open Euclidean r-ball centered at a, and more
generally Br .U / D ¹x W d.x; U / < rº is the open r-tubular neighborhood of U . Write
Hk for the k-dimensional Hausdorff measure, and !k D Hk.Bk1 / for the k-volume of
the k-dimensional unit ball.

Recall that T is an integer-multiplicity rectifiable k-current in an open set U if there
is a countably k-rectifiable set MT � U , an HkxMT -measurable simple unit k-vector
�T orienting TxMT for Hk-a.e. x, and an HkxMT -measurable positive integer-valued
function �T , so that

T .!/ D

Z
MT

h!; �T i�T dHk

for every smooth, compactly supported k-form in U . We write kT k � Hkx�T xMT for
the mass measure of a current. Given a Lipschitz map f WRnC1 ! RnC1 which is proper
when restricted to sptT , we write f]T for the pushforward.

We denote by 	k.U / the set of integral k-currents in U : that is, integer-multiplicity
rectifiable k-currents T in U with the property that both kT k and k@T k are Radon mea-
sures in U . We say T 2 	k.U / is mass minimizing in an open set U 0 � U if, for every
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W �� U 0 and every S 2 	k.U
0/ satisfying @S D 0, sptS � W , we have

kT k.W / � kT C Sk.W /:

If L is a Lipschitz submanifold with a fixed (for the duration of this paper) HkxL-
measurable choice of orientation, then we will write ŒL� for the multiplicity-1 rectifiable
k-current induced by integration. If E is a subdomain of RnC1, we will always orient E
with the constant, positive orientation of RnC1. We say that E is a set of locally finite
perimeter in U if ŒE� 2 	nC1.U /.

We will use the following basic facts about convex domains.

Lemma 2.1. If � is an open convex subdomain of Rn, then

(a) @� is locally Lipschitz, and hence � is a set of locally finite perimeter;

(b) the nearest point projection p�WRn ! x� is 1-Lipschitz;

(c) for any ball Br .x/, we have Hn�1.Br .x/ \ @�/ � Hn�1.@Br .x//.

Point (c) follows from points (a) and (b) by showing that p�W @Br .x/! Br .x/ \ @�

is onto. We leave the rest of the proof to the reader.
Our main technical lemma, which allows us to reduce Theorem 1.1 to a problem about

mass-minimizing boundaries, is the following.

Lemma 2.2. Let � be an open convex domain in Rn, and l WRn ! R a locally Lipschitz
function. Take u 2 C 2.�/ \ C 0.x�/ a solution toX

i

Di

� Diup
1C jDuj2

�
D 0 on �; u D l on @�:

Define

E D
®
.x0; xnC1/ 2 � �R W xnC1 < u.x

0/
¯

[
®
.x0; xnC1/ 2 .R

n
n�/ �R W xnC1 < l.x

0/
¯
;

and T D Œgraph.uj�/�, ŒG� D Œgraph.l jRnnx�/�, both oriented with the upwards unit nor-
mal.

Then

(a) E is a set of locally finite perimeter in RnC1, and @ŒE� D T C ŒG�, k@ŒE�k D
kT k C kŒG�k;

(b) T is an integral mass-minimizing current in RnC1;

(c) kT k.Br .0// � c.n/rn for all r > 0.

Proof. We first observe that by the usual calibration argument, T is mass minimizing in
��R. In other words, given any S 2	n.��R/with @S D 0, and sptS �W ����R,
then

kT k.W / � kT C Sk.W /: (1)
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Let us write L D graph.l j@�/. Trivially, E has locally finite perimeter in RnC1 n
L since @E is locally Lipschitz in this region, and, moreover, @ŒE�x.� � R/ D T and
@ŒE�x.RnC1 n .x� �R// D ŒG�. Since both u and l are continuous, we have

k@ŒE�k..@� �R/ n L/ D 0: (2)

Fix r > 0, " > 0, and let�" D ¹x 2� W d.x;@�/ > "º. ThenD" WD .�" �R/\Br .0/
is a convex set of locally finite perimeter, and

k@ŒD"�k.Br .0// � Hn.@Br .0// � !nr
n: (3)

Taking S D @ŒE [D"� � @ŒE� in (1), we deduce kT k.D"/ � c.n/rn, and hence taking
"! 0 gives

kT k.Br .0/ \ .� �R// D k@ŒE�k.Br .0/ \ .� �R// � c.n/rn: (4)

On the other hand, if K is any bound for the Lipschitz constant of l jBr .0/, then we have
the trivial bound

k@ŒE�k.Br .0/ n .x� �R// � c.n;K/rn: (5)

Combining (2), (4), (5), we obtain

k@ŒE�k.Br .0/ n L/ � c.n;K/r
n: (6)

Now take X 2 C 1c .Br .0/;R
nC1/, and fix 0 < � < r . Let d WB2r .0/! R be a smooth

function such that

d.x/ 2 Œ�=2; �� H) x 2 B2� .L/ n B�=4.L/; jDd j � 2:

(For example, d could be a mollification of d.�; L/.) Let �.t/WR! R be a non-negative,
increasing function which is � 0 on .�1; 1=2�, � 1 on Œ1;1/, and j�0j � 10. Set � D
�.d=�/.

Since L is countably .n�1/-rectifiable with locally finite Hn�1-measure (being the
graph of a locally Lipschitz function over a locally Lipschitz domain), we have ([9, Section
3.2.29])

lim sup
�!0

��2LnC1.B� .L/ \ Br .0// D Hn�1.L \ Br .0// � c.n;K/r
n�1: (7)

We compute, using (6), (7), and taking � > 0 sufficiently small,ˇ̌̌̌Z
E

� div.X/ dLnC1

ˇ̌̌̌
�

ˇ̌̌̌Z
�X � �E dk@ŒE�k

ˇ̌̌̌
C jX jC 0

ˇ̌̌̌Z
Br .0/

jD�j dLnC1

ˇ̌̌̌
� jX jC 0k@ŒE�k.Br .0/ n L/

C 20jX jC 0�
�1LnC1.Br .0/ \ B2� .L//

� c.n;K/jX jC 0r
n
C c.n;K/jX jC 0� r

n�1:
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Here �E is the outward unit normal of @ŒE� away from L. Letting � ! 0 givesˇ̌̌̌Z
E

div.X/ dLnC1

ˇ̌̌̌
� c.n;K/jX jC 0r

n;

which implies thatE has locally finite perimeter, and hence @ŒE� is integral. As a corollary,
since Hn.L/ D 0 we get

k@ŒE�k.L/ D 0: (8)

Finally, we observe that (2), (8) imply

@ŒE� D @ŒE�x.� �R/C @ŒE�x..RnC1 n x�/ �R/:

which gives the equalities of item (a).
Item (a) implies T D @ŒE� � ŒG� 2 	n.RnC1/. We show T is mass minimizing in

RnC1. Let p"WRnC1! �" �R denote the nearest-point projection. By Lemma 2.1, p" is
area decreasing, and by construction .p0/]T D T .

Take r > 0 and S 2 	n.RnC1/ satisfying @S D 0, sptS � Br .0/. From (1) we have,
for every " > 0,

kT k.Br .0// � kT C .p"/]Sk.BR.0//

� kT C Sk.Br .0/ \ .�" �R//

C kT k.Br .0/ n .�" �R//C kSk.Br .0/ n .�" �R//:

Taking "! 0 and using that kT k.RnC1 n .� �R// D 0 gives

kT k.Br .0// � kT C Sk.Br .0/ \� �R/C kSk.Br .0/ n� �R/ D kT C Sk.Br .0//;

which is the required inequality. This proves item (b). Lastly, item (c) follows from (6)
and (8).

3. Proofs of the main theorems

In view of Lemma 2.2, Theorem 1.1 trivially follows from Theorem 1.2. We will prove
Theorem 1.2 differently depending on whether � is a half-space (Case 1), or a slab (Case
2), or neither of the two (Case 3). The first case is effectively handled by Lemma 3.3, the
second case by Lemma 3.2, and the third by Lemma 3.1. Before proving these lemmas
and the main theorem, we make a few observations that will come in useful.

First, given T as in Theorem 1.2, and any Br .x/ � RnC1, then by taking S D @ŒE [
Br .x/� � @ŒE� as a comparison current we get the bound

kT k.Br .x// � Hn.@Br .x//CHn.G \ Br .x// � c.n/r
n: (9)

Second, if T as in Theorem 1.2 has @T D ŒRn�1�, then if we denote by jT j the varifold
induced by T and define �.x1; : : : ; xnC1/D .x1; : : : ; xn�1;�xn;�xnC1/, then the varifold

V D jT j C �]jT j (10)

is a stationary integral varifold in RnC1 with kV k.Br .0// D 2kT k.Br .0// (cf. [2]).
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Third, by standard monotonicity for stationary varifolds ([15]), for the same T we
have the monotonicity

�T .0; r/ � �T .0; s/ D
1

!n

Z
Br .0/nBs.0/

jx?j2

jxjnC2
dkT k.x/; (11)

where �T .x; r/ D !�1n r�nkT k.Br .x// is the usual Euclidean density ratio, and x? is the
orthogonal projection of x onto TxT ?, defined for kT k-a.e. x. In particular, �T .0; r/ is
increasing, and constant precisely when T is a cone, i.e. when .�0;�/]T D T for all � > 0.
Write �T .x/ D limr!0 �T .x; r/.

To handle Case 3 we can use a straightforward barrier argument, more or less just
rotating a plane until it touches spt T , and then using the strong maximum principle for
stationary varifolds ([19]).1 We get very strong rigidity because our assumption on �
precludes the possibility that x�C Rv contains our barrier half-hyperplane, so T cannot
have any non-zero pieces outside x�.

Lemma 3.1. Let � be an open convex cone in Rn, which is a proper subset of some
half-space, and let v 2 RnC1 with v � enC1 > 0. Suppose T 2 	n.RnC1 \ ¹xnC1 > 0º/
is mass minimizing in ¹xnC1 > 0º, and has the form T D @ŒE�x¹xnC1 > 0º for some set
E � x�CRv. Then T D 0.

Proof. After a rotation/translation in Rn we can arrange that if K is the space of transla-
tional symmetry of � (i.e. that v 2 K ” �C v D �), then � � Rn�1 � .0;1/ and
x� \ Rn�1 D K. Note that if n D 2 then K D ¹0º, and in general K is at most .n � 2/-
dimensional. Suppose T ¤ 0. Then

˛ D sup
x2sptT nRn�1

d.x;Rn/

d.x;Rn�1/
> 0:

Choose a sequence xi so that
d.xi ;Rn/

d.xi ;Rn�1/
! ˛:

After translating T by an element of K, we can assume that xi 2 K?.
Let Ti D .�0;jxi j/]T , and yi D xi=jxi j. Since Ti is a minimizing boundary in

¹xnC1 > 0º, we have bounds of the form kTik.U / � c.U / for any U �� ¹xnC1 > 0º,
and with c independent of i . Therefore, after passing to a subsequence, we can find
a T 0 2 	n.¹xnC1 > 0º/ which is minimizing and has zero boundary, so that Ti ! T 0

in ¹xnC1 > 0º as both currents and measures. Upper semicontinuity of density implies
sptTi ! sptT 0 in the local Hausdorff distance in ¹xnC1 > 0º, and sptT 0 � x�CRv.

1In fact, since our barriers are planes, and T is a minimizing boundary near the point of contact, one
could instead use Allard’s regularity theorem ([1]) and the strong maximum principle for second-order
elliptic PDEs.
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Passing to a further subsequence, we can assume yi ! y 2 @B1 \K
? \ .x�C Rv/.

Since y 2 K?, we have d.y;Rn�1/ > 0, and hence d.y;Rn/ > 0 also. In particular,
y 2 sptT 0.

By construction, and by the local Hausdorff convergence of supports, we have

˛ D
d.y;Rn/

d.y;Rn�1/
D sup
z2sptT 0nRn�1

d.z;Rn/

d.z;Rn�1/
:

Therefore if H is the hyperplane containing both Rn�1 and y, we deduce that spt T 0

lies to one side of H , and touches H at y. By the strong maximum principle ([19]), we
deduce that H \ ¹xnC1 > 0º � sptT 0 \ ¹xnC1 > 0º � .x�CRv/ \ ¹xnC1 > 0º. This is
a contradiction, since v � enC1 ¤ 0 and x� ¤ Rn�1 � Œ0;1/.

For Case 2, we use in part a similar barrier argument, but we additionally have to use
very strongly the structure T D @ŒE�, for E contained in an .n C 1/-dimensional slab.
This is to rule out T looking like a vertical plane very far away from its boundary. Of
course if E is not contained in a slab, this could occur, but when E is sandwiched as well
as T this violates the mass-minimizing condition.

Lemma 3.2. Let � D Rn�1 � .0; 1/, and v 2 RnC1 with v � enC1 > 0. Suppose T 2
	n.RnC1 \ ¹xnC1 > 0º/ is mass minimizing in ¹xnC1 > 0º, and has the form T D

@ŒE�x¹xnC1 > 0º for some set E � x�CRv. Then T D 0.

Proof. Assume that T ¤ 0. Then

˛ D sup
x2sptT

d.x;Rn/ > 0:

Choose a sequence xi 2 sptT with d.xi ;Rn/! ˛. After translating in the Rn�1 direction
we can assume xi D zi C vri for zi 2 ¹0n�1º � Œ0; 1� and ri 2 .0;1/. We can also assume
zi ! z 2 Œ0; 1�.

Let Ti D .�xi ;1/]T � @Œ�xi ;1.E/�x¹xnC1 > �d.xi ;Rn/º. Since each Ti is a mass-
minimizing boundary in ¹xnC1 > �d.xi ;Rn/º, for any U �� ¹xnC1 > �˛º we have
bounds of the form kTik.U / � c.U / for c independent of i . Passing to a subsequence,
we can find a mass-minimizing T 0 2 	n.¹xnC1 > �˛º/ so that Ti ! T 0 as both currents
and measures in ¹xnC1 > �˛º. Since 0 2 spt Ti , 0 2 spt T 0 by upper semicontinuity of
density. Moreover, by taking the current limit of Œ�xi ;1.E/� as well, T 0 has the form T 0 D

@ŒE 0�x¹xnC1 > �˛º for E 0 � .x� � z/CRv.
If ˛ <1, then sptT 0 lies below the hyperplane H D ¹xnC1 D 0º, and touches H at

0, and T 0 is mass minimizing in a neighborhood of H (since ˛ > 0). The strict maximum
principle implies H � sptT 0 � .x� � z/CRv, which is a contradiction.

If ˛ D1, then T 0 D @ŒE 0� is a non-zero mass-minimizing boundary in RnC1. There-
fore we can find a sequence ri !1 so that the rescaled T 0i D .�0;ri /]T

0 � @Œ�0;ri .E
0/�

converge as both currents and measures to a mass-minimizing boundary T 00 D @ŒE 00� 2
	n.RnC1/. Since 0 2 sptT 0i , 0 2 sptT 00 also. But nowE 00 �Rn�1CRv and so as .nC 1/-
currents ŒE 00� D 0. This is a contradiction.
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Case 1 follows from the characterization below of minimizing hypercones with linear
boundary. This fact is essentially a direct consequence of [10], but since our setting is
much simpler, one can give a much easier proof.

Lemma 3.3. Let � D Rn�1 � .0;1/ � Rn, and a 2 R. Suppose T 2 	n.RnC1/ is a
mass-minimizing cone in RnC1 of the form T D @ŒE� � ŒG�, where E � RnC1 satisfies
E \ ¹xn < 0º D ¹xnC1 < axn; xn < 0º, and ŒG�D Œ¹xnC1 D axn; xn < 0º� oriented with
the upwards unit normal. Then T D ŒH � for some half-hyperplane H , and in particular
�T .0/ D 1=2.

Proof. We induct on n. If nD 1, then T D
PN
iD1Œli � is a finite union of rays (with orienta-

tion) from the origin contained in Œ0;1/�R. Since @T D Œ¹0º� and T is mass minimizing,
a standard comparison argument implies either N D 1 or each li � ¹0º � R. If we had
sptT D ¹0º �R, then we would have spt @ŒE� D ¹x2 D ax1; x1 < 0º [ ¹x1 D 0º, which
is impossible. So we must have N D 1, which proves the n D 1 case.

Take n � 2, and suppose by induction Lemma 3.3 holds for any n0 � n� 1 in place of
n. We claim that T is regular and multiplicity 1 in a neighborhood of Rn�1 n ¹0º. To see
this, take any x 2Rn�1 n ¹0º, and then by (9), (11), and compactness for mass-minimizing
currents we can find a mass-minimizing tangent cone T 0 2 	n.RnC1/ to T at x, satisfying
@T 0 D ŒRn�1�, �T 0.0/ D �T .x/, and T 0 D @ŒE 0� � ŒG�.

Since x ¤ 0, (11) implies we can write T 0 D ŒRx� � T 00 for T 00 a mass-minimizing
cone in .Rx/? Š Rn satisfying the hypotheses of Lemma 3.3 with n � 1 in place of n.
By induction we have �T 00.0/ D 1=2, and hence �T .x/ D 1=2 for every x 2 Rn�1 n ¹0º.
By reflecting T about Rn�1 as in (10), we obtain a stationary integral varifold V in RnC1,
satisfying �V .x; 0/ D 1 for every x 2 Rn�1 n ¹0º. Allard’s theorem ([1]) implies V is
regular near Rn�1 n ¹0º, and hence T is regular near Rn�1 n ¹0º also. This proves our
claim.

Now set
� D sup

x2sptT nRn�1

arcsin
� x � enC1

d.x;Rn�1/

�
; (12)

where arcsinW Œ�1;1�! Œ��=2;�=2�. If � D��=2, then sptT �H D¹xnC1<0; xnD 0º,
and so by our hypothesis on T and E we have T D ŒH �.

Suppose � > ��=2, and let H be the half-plane Rn�1 � ¹t cos �en C t sin �enC1 W
t 2 Œ0;1/º. By our choice of � and by our assumption on T , spt T lies inside the region
bounded byH and ¹xnC1 � 0; xnD 0º. Choose a sequence xi 2 sptT \ @B1 nRn�1 max-
imizing (12) (recalling spt T is dilation invariant), and without loss of generality assume
xi ! x 2 spt T \ @B1 \H . If x 62 Rn�1 the strong maximum principle ([19]) implies
H � spt T . Otherwise, if x 2 Rn�1, then since T is regular near Rn�1 n ¹0º the Hopf
lemma implies H D sptT near x, and hence H � sptT also.

Endow ŒH � with the correct orientation so that @ŒH� D �@ŒG� D @T . Since T is
integral and multiplicity 1, from the standard monotonicity formula we can write T D
ŒH �C T 0, kT k D kŒH �k C kT 0k, where T 0 is a mass-minimizing cone in RnC1 n Rn�1

with @T 0 D 0. Since T is regular (and multiplicity 1) near Rn�1 n ¹0º, we have T D ŒH �
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in a neighborhood U of Rn�1 n ¹0º. We deduce that the varifold jT 0j is a stationary inte-
gral varifold cone in RnC1 which is supported in a half-space Rn�1 � Œ0;1/ � R, and
hence either T 0 D 0 or spt T 0 D Rn�1 � ¹0º � R. But kT 0k.U / D 0, and so the latter is
impossible. We deduce that T D ŒH �.

Proof of Theorem 1.2. First assume that � is a half-space. Then after a rotation, transla-
tion in Rn, we can assume�DRn�1 � .0;1/. After a further rotation in Rn�1 � ¹0º �R,
we can assume that l.x/ D axn for some a 2 R, and E \ ¹xn < 0º D ¹xnC1 < axn;

xn < 0º, and (hence) T D @ŒE� � Œ¹xnC1 D axn; xn < 0º�.
Choose any sequence of radii ri ! 0, and let T 0i D .�0;ri /]T . By (9), (11), and com-

pactness of mass-minimizing integral currents, we can pass to a subsequence and get
convergence T 0i ! T 0 as both currents and measures, where T 0 2 	n.RnC1/ is a mass-
minimizing cone. Moreover, we continue to have T 0 D @ŒE 0�� ŒG�, for some open set E 0

satisfying E 0 \ ¹xn < 0º D E \ ¹xn < 0º. Lemma 3.3 implies that �T 0.0/ D 1=2, and
hence �T .0/ D 1=2 also.

We can apply the same reasoning to a sequence ri !1 to deduce �T .0;1/ D 1=2
also, and therefore T is a cone. We get that T D T 0 D ŒH � for some half-hyperspace H .
This proves the first case.

Assume now � is the slab trapped between two hyperplanes. Let R be a composition
of rotations, dilations, and translations of RnC1 which takes the subgraph ¹xnC1 < l.x0/ W
x0 2 Rnº to ¹xnC1 < 0º, and takes graph.l j�/ to the slab �0 D Rn�1 � .0; 1/. Let v D
R.enC1/, T 0 D R]T , E 0 D R.E/. Then v � enC1 > 0, R.��R/D�0 CRv, E 0 n .�0 C
Rv/ D ¹xnC1 < 0º n .�0 CRv/, and T 0 D @ŒE 0� � ŒRn�1 � ..�1; 0/ [ .1;1//�.

Note that T 0x¹xnC1 > 0º D @ŒE 0�x¹xnC1 > 0º and E 0 \ ¹xnC1 > 0º � .�0 C Rv/.
Therefore, we can apply Lemma 3.2 to deduce T 0x¹xnC1 > 0º D 0. By replacing E 0 with
RnC1 n E 0 and reflecting around Rn, we can again apply Lemma 3.2 to get T 0x¹xnC1 <
0º D 0. So spt T 0 � Rn, and so we must have E 0 D ¹xnC1 < 0º. This proves the second
case.

Assume finally that � is neither a half-space or a slab. Then there must be two points
in @� with non-parallel supporting hyperplanes. It follows that there is an open convex
cone �0, which is not a half-space, so that after a translation in Rn we have � � �0.

We can apply a similar rotation/translation/dilationR as in Case 2 to rotate graph.l j�0/
to some convex cone �00 � Rn (which again is not a half-space). If T 00 D R]T , then
arguing as in Case 2 except with Lemma 3.1 in place of Lemma 3.2, we get that sptT 00 �
Rn, and hence T D Œgraph.l j�/�. This completes Case 3, and the proof of Theorem 1.2.
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