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1 Introduction

In modern number theory, it is an attractive area of research to connect L-values
with Selmer groups. For instance, the Birch and Swinnerton-Dyer conjecture
relates arithmetic data of an elliptic curve over a number field to the behavior
of its L-function at s = 1. In the present paper, we prove that the dimension of
the (classical) p-Selmer group Sel(Q, E[p]) of an elliptic curve E/Q is controlled
by certain analytic quantities associated with modular symbols as conjectured
by Kurihara in [10].

1.1 Main result

In order to explain the main result in detail, we first introduce some notations
and hypotheses. Let E/Q be an elliptic curve and let Sbad(E) denote the set
of primes at which E has bad reduction. For each prime ` ∈ Sbad(E), we
denote by Tam`(E) := [E(Q`) : E0(Q`)] the Tamagawa number for E/Q`. As
in the paper [10] of Kurihara, we consider a prime p > 3 satisfying the following
conditions:
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(a) p is a good ordinary prime for E.

(b) The action of Gal(Q/Q) on E[p] is surjective.

(c) p - #E(Fp)
∏
`∈Sbad(E) Tam`(E).

Let P1,0 denote the set of Kolyvagin primes, that is,

P1,0 := {` 6∈ Sbad(E) | E(F`)[p] ∼= Fp and ` ≡ 1 (mod p)}.

We define N1,0 to be the set of square-free products in P1,0. We fix a gener-
ator h` ∈ Gal(Q(µ`)/Q) for each prime ` ∈ P1,0, and we obtain a surjective
homomorphism (induced by the discrete logarithm to the base h`)

logh` : Gal(Q(µ`)/Q)
∼
−! Z/(`− 1) −! Fp; ha` 7! a mod p.

Let fE denote the newform of weight 2 associated with E/Q. Take an integer
d ∈ N1,0. For any integer a with (a, d) = 1, we write σa ∈ Gal(Q(µd)/Q) for
the element satisfying σa(ζ) = ζa for any ζ ∈ µd and put

[a/d] := 2π
√
−1

∫ a/d

√
−1∞

fE(z) dz.

The assumption (b) implies that Re([a/d])/Ω+
E ∈ Zp, where Ω+

E is the Néron
period of E (cf. [23]). Following Kurihara in [10], we define an analytic quan-

tity δ̃d which relates to L-values by

δ̃d :=

d∑
a=1

(a,d)=1

Re([a/d])

Ω+
E

·
∏
`|d

logh`(σa) ∈ Fp, .

Kurihara remarked in [10] that it is easy to compute the analytic quantity δ̃d
(see [10, §5.3]), and gave the following conjecture.

Conjecture 1.1 ([10, Conjecture 1]). There is an integer d ∈ N1,0 with δ̃d 6= 0.

Concerning this conjecture, Kurihara proved in [10] that the non-degeneracy
of the p-adic height pairing and the Iwasawa main conjecture for E/Q imply
Conjecture 1.1. In the paper [5], Chan-Ho Kim, Myoungil Kim, and Hae-Sang

Sun called δ̃d Kurihara number at d and gave a simple and efficient numerical
criterion to verify the Iwasawa main conjecture for E/Q by using δ̃d, namely,
they proved in [5] that Conjecture 1.1 implies the Iwasawa main conjecture for
E/Q. Moreover, Chan-Ho Kim and Nakamura in [6] generalized this numerical
criterion to the additive reduction case. In the present paper, we give the
following answer to Conjecture 1.1.

Theorem 1.2 (Corollary 4.3). Conjecture 1.1 is equivalent to the Iwasawa
main conjecture for E/Q.
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Remark 1.3. Skinner and Urban proved in [22] that if there exists a prime
q 6= p such that ordq(NE) = 1 and E[p] is ramified at q, then the Iwasawa main
conjecture for E is valid. Here NE is the conductor of E/Q.

Next, let us explain the relation between the structure of the p-Selmer group
Sel(Q, E[p]) and the analytic quantities δ̃d. For that, we use the following
terminology of Kurihara in [10].

Definition 1.4. We say that an integer d ∈ N1,0 is δ-minimal if δ̃d 6= 0 and

δ̃e = 0 for any positive proper divisor e of d.

Recall that, by the definition of the p-Selmer group, the localization map at `
induces a natural homomorphism

Sel(Q, E[p]) −! E(Q`)⊗Z Fp.

Let d ∈ N1,0 be a δ-minimal integer. Kurihara proved in [10] that the natural
homomorphism

Sel(Q, E[p]) ↪−!
⊕
`|d

E(Q`)⊗Z Fp (1)

is injective (see Remark 4.5), and he conjectured in [10, Conjecture 2] that the
homomorphism (1) is an isomorphism. By the definition of P1,0, we have

dimFp(E(Q`)⊗Z Fp) = 1

for each prime divisor ` | d, and hence this conjecture is equivalent to that

dimFp(Sel(Q, E[p])) = ν(d),

where ν(d) denotes the number of distinct prime divisors of d. Kurihara showed
in [10, Theorem 4] that (1) is an isomorphism in some special cases. In the
present paper, we solve this conjecture.

Theorem 1.5 (Theorem 4.8). For any δ-minimal integer d ∈ N1,0, we have
the natural isomorphism

Sel(Q, E[p])
∼
−!

⊕
`|d

E(Q`)⊗Z Fp,

and hence dimFp(Sel(Q, E[p])) = ν(d).

Remark 1.6. Theorem 1.5 implies that for any integer d ∈ N1,0 with δ̃d 6= 0,
we have

dimFp(Sel(Q, E[p])) ≤ ν(d).

Note that the analytic quantity δ̃d is computable, as the author mentioned
above.
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Remark 1.7. After the author had got almost all the results in the present pa-
per, Chan-Ho Kim told the author that he also proved the same result (see [7]).

Remark 1.8. The analogue of Theorem 1.5 for ideal class groups does not hold.
Kurihara has given a counter-example in [10, §5.4]. In Remark 4.9, we explain
an important property to prove Theorem 1.5.

By using the functional equation for modular symbols (see [13, (1.6.1)]), Kuri-
hara showed in [10, Lemma 4] that wE = (−1)ν(d) for any δ-minimal integer
d ∈ N1,0. Here wE denotes the (global) root number of E/Q. Hence, as an ap-
plication of Theorem 1.5, we obtain the following result concerning the parity
of the order of vanishing of L-function L(E/Q, s) at s = 1:

Corollary 1.9. Suppose that the Iwasawa main conjecture for E/Q holds
true. Then we have

dimFp(Sel(Q, E[p])) ≡ ords=1(L(E/Q, s)) (mod 2).

Moreover, if the p-primary part of the Tate–Shafarevich group for E/Q is finite,
then we have

rankZ(E(Q)) ≡ ords=1(L(E/Q, s)) (mod 2).

Proof. Since we assume that the Iwasawa main conjecture for E/Q holds
true, Theorem 1.2 shows that there is a δ-minimal integer d ∈ N1,0. Then,
Theorem 1.5, combined with the fact that wE = (−1)ν(d), implies that
wE = (−1)dimFp (Sel(Q,E[p])). Since wE = (−1)ords=1(L(E/Q,s)), we have
dimFp(Sel(Q, E[p])) ≡ ords=1(L(E/Q, s)) (mod 2).

Remark 1.10. Corollary 1.9 has already been proved by Nekovář in [14] (see
also [15]), assuming only the condition (a). However, the proof of Corollary 1.9
is completely different from that of [14, Theorem A].

The proof of Theorem 1.5 is based on the theory of Kolyvagin systems of rank 0
developed in [21]. In §2, we introduce the theory of Kolyvagin systems. In §3,
we construct a Kolyvagin system of rank 0 from modular symbols. In §4, we
discuss the relation between this Kolyvagin system and the set of the analytic
quantities {δ̃d}d∈N1,0

, and we give a proof of Theorem 1.5. Moreover, by using
the Kolyvagin system constructed in §3, we construct an explicit basis of the
p-Selmer group (see Corollary 4.10).

1.2 A mod p analog of the Mazur–Tate refined conjecture of
BSD type

As in the previous subsection, let E/Q be an elliptic curve satisfying the con-
ditions (a), (b), and (c). For each integer d ∈ N1,0, the Mazur–Tate modular

element θ̃Q(µd) is defined by

θ̃Q(µd) :=

d∑
a=1

(a,d)=1

Re([a/d])

Ω+
E

σa ∈ Zp[Gal(Q(µd)/Q)],
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and Mazur and Tate conjectured in [13] a refined Birch and Swinnerton-Dyer

conjecture consisting of two parts, by using θ̃Q(µd). One of the two parts con-

cerns the order of vanishing of θ̃Q(µd) (the rank-part). More precisely, the
following is the rank-part of the Mazur-Tate conjecture.

Conjecture 1.11 (Mazur–Tate). Let Id := ker(Zp[Gal(Q(µd)/Q)] −! Zp).
Then

θ̃Q(µd) ∈ (Id)rE ,

where rE := rankZ(E(Q)).

Remark 1.12.

(1) Under the validity of the µ = 0 conjecture, Kurihara proved Conjecture
1.11 (see [10, Remark 2] and [13, Proposition 3]).

(2) Since we only consider integers in N1,0 in the present paper, Conjecture
1.11 is proved by Ota when p ≥ rE (see [16, Theorem 1.2]).

By using Ota’s results in [16], we show the following theorem which is a mod p
analog of Conjecture 1.11.

Theorem 1.13. Let Id := ker(Fp[Gal(Q(µd)/Q)] −! Fp). We have

θ̃Q(µd) mod p ∈ (Id)rp ,

where rp := dimp(Sel(Q, E[p])).

Proof. Note that rp − 1 ≤ dimp(ker(Sel(Q, E[p]) −! E(Qp)/p)) since
E(Qp)/p ∼= Fp. Then by [16, Proposition 3.3, Theorem 4.9, Corollary 5.13], we
have

θ̃Q(µd) mod p ∈ (Id)rp−1.

Moreover, the p-parity conjecture (see [14]) and the functional equation of the

modular element θ̃Q(µd) (see [16, Proposition 5.16]) show that

θ̃Q(µd) mod p ∈ (Id)rp

(see the proof of [16, Theorem 5.17]).

Remark 1.14. In the statement of [16, Theorem 4.9], there is the assump-
tion that max`|S{e`(D)} < p. This assumption is only used to prove [16,
Lemma 3.1], which states a certain relation between Darmon–Kolyvagin deriva-
tives. However, since q = p in our case, [16, Lemma 3.1] holds true without
any assumption, and hence the conclusion of [16, Theorem 4.9] is valid without
the assumption that max`|S{e`(D)} < p.
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Theorem 1.13 is equivalent to that the maximum value of the set of the van-
ishing orders of θ̃Q(µd) mod p is at least rp, namely,

rp ≤ max{r ≥ 0 | θ̃Q(µd) mod p ∈ (Id)r for any d ∈ N1,0}.

As a corollary of the main result of the present paper, we show the opposite
inequality.

Theorem 1.15. Suppose that the Iwasawa main conjecture for E/Q holds true.
Then we have

rp = max{r ≥ 0 | θ̃Q(µd) mod p ∈ (Id)r for any d ∈ N1,0}.

Proof. Since we assume the validity of the Iwasawa main conjecture for E/Q,
we have a δ-minimal integer d ∈ N1,0 by Theorem 1.2. Then

ν(d) = rp

by Theorem 1.5. Hence it suffices to show that θ̃Q(µd) mod p 6∈ (Id)ν(d)+1.
This fact follows from the definition of the δ-minimality, Remark 3.1, and
Lemmas 3.13 and 3.14.
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2 The theory of Kolyvagin system

In this section, we recall the theory of Kolyvagin systems. The contents of this
section are based on [11, 21].

Let p > 3 be a prime satisfying the hypotheses (a), (b) and (c). For notational
simplicity, we put

M/pm := M/pmM

for any abelian group M . Fix integers n ≥ 0 and m ≥ 1. Let Qn denote the
n-th layer of the cyclotomic Zp-extension of Q. We then put

R := Zp/pm[Gal(Qn/Q)] and T := Ind
GQ
GQn

(E[pm]).

Note that T satisfies the hypotheses (H.0) – (H.3) in [11, §3.5]. However, T
does not satisfy the hypothesis (H.4) in [11, §3.5] when p = 3.
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2.1 Selmer structures

We introduce two Selmer structures on T . Recall that a Selmer structure F
on T is a collection of the following data:

• a finite set S(F) of rational primes containing Sbad(E) ∪ {p},

• a choice of R-submodule H1
F (GQ` , T ) of H1(GQ` , T ) for each prime ` ∈

S(F).

Here, for any field K, we denote by K a separable closure of K and set GK :=
Gal(K/K). For each prime ` 6∈ S(F), we set

H1
F (GQ` , T ) := H1

ur(Q`, T ) := ker
(
H1(GQ` , T ) −! H1(GQur

`
, T )
)
,

where Qur
` denotes the maximal unramified extension of Q`. We define the

Selmer module H1
F (GQ, T ) by

H1
F (GQ, T ) := ker

(
H1(GQ, T ) −!

⊕
`

H1(GQ` , T )/H1
F (GQ` , T )

)
.

Set T∨(1) := Hom(T, µp∞). For each prime `, we define

H1
F∗(GQ` , T

∨(1)) ⊂ H1(GQ` , T
∨(1))

to be the orthogonal complement of H1
F (GQ` , T ) with respect to the local Tate

pairing. Hence we obtain the dual Selmer structure F∗ on T∨(1). Throughout
this paper, we regard F∗ as a Selmer structure on T by using the isomorphism
T ∼= T∨(1) induced by the Weil pairing.

Theorem 2.1 ([11, Theorem 2.3.4]). Let F1 and F2 be Selmer structures on T
satisfying

H1
F1

(GQ` , T ) ⊂ H1
F2

(GQ` , T )

for all primes `. Then we have an exact sequence of R-modules

0 −! H1
F1

(GQ, T ) −! H1
F2

(GQ, T ) −!
⊕
`

H1
F2

(GQ` , T )/H1
F1

(GQ` , T )

−! H1
F∗1 (GQ, T )∨ −! H1

F∗2 (GQ, T )∨ −! 0,

where ` runs over all the rational primes satisfying H1
F1

(GQ` , T ) 6=
H1
F2

(GQ` , T ). Here (−)∨ := Hom(−,Qp/Zp).

Lemma 2.2 ([1, §3.2], [11, Lemma 3.5.3]). For any Selmer structure F on T ,
the canonical map E[p] ↪−! T induces an isomorphism

H1
F∗(GQ, E[p])

∼
−! H1

F∗(GQ, T )[mR].

Here mR denote the maximal ideal of R. In particular, H1
F∗(GQ, E[p]) = 0 if

and only if H1
F∗(GQ, T ) = 0.
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Following Mazur and Rubin, we define the transversal local condition
H1

tr(GQ` , T ) and a Selmer structure Fab (c) on T .

Definition 2.3.

(1) For any integer d, we write Q(d) for the maximal p-subextension of Q(µd).

(2) For any prime `, define

H1
tr(GQ` , T ) := ker

(
H1(GQ` , T ) −! H1(GQ(`)⊗Q` , T )

)
.

We also set H1
/∗(GQ` , T ) := H1(GQ` , T )/H1

∗ (GQ` , T ) for ∗ ∈ {ur, tr}.

(3) Let a, b, and c be pairwise relatively prime (square-free) integers. Define
the Selmer structure Fab (c) on T by the following data:

– S(Fab (c)) := S(F) ∪ {` | abc},

– H1
Fab (c)(GQ` , T ) :=


H1(GQ` , T ) if ` | a,
0 if ` | b,
H1

tr(GQ` , T ) if ` | c,
H1
F (GQ` , T ) otherwise.

Note that (Fab (c))∗ = (F∗)ba(c). For simplicity, we will write Fa, Fb,
F(c), ... instead of Fa1 (1), F1

b (1), F1
1 (c), ..., respectively.

Definition 2.4 (classical Selmer structure). We define the classical Selmer
structure Fcl on T by the following:

• S(Fcl) := Sbad(E) ∪ {p},

• H1
Fcl

(GQ` , T ) := im
(⊕

l|`E(Qn,l)/pm ↪−! H1(GQ` , T )
)

for each prime

` ∈ S(Fcl).

By definition, the Selmer module H1
Fcl

(GQ, T ) coincides with the classical pm-
Selmer group Sel(Qn, E[pm]) associated with the elliptic curve E/Qn. We also
note that Fcl = F∗cl.

Definition 2.5 (canonical Selmer structure). We define the canonical Selmer
structure Fcan on T by

Fcan = Fpcl.

Lemma 2.6. For any prime ` 6= p, we have

H1
Fcan

(GQ` , T ) = H1
Fcl

(GQ` , T ) = H1
ur(GQ` , T ).

Proof. By definition, it suffices to show that E(K)/pm = H1
ur(GK , E[pm])

for any unramified p-extension K/Q`. Note that #H1
ur(GK , E[pm]) =

#H0(GK , E[pm]) = #E(K)/pm since ` 6= p. Hence it suffices to show that
E(K)/pm ⊂ H1

ur(GK , E[pm]). Since we assume that ` 6= p and p - Tam`(E),

we have E(Qur
` )/pm = Ẽ(F`)/pm = 0, where Ẽ denotes the reduction of E at `.

This fact implies E(K)/pm ⊂ H1
ur(GK , E[pm]).
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Remark 2.7. Let K/Q` be an unramified extension. The assumption that
p - Tam`(E) implies that E(Qur

` )[p∞] is divisible. This fact shows that

H1
ur(GK , Tp(E)) = ker(H1(GK , Tp(E)) −! H1(GQur

`
, Tp(E))⊗Qp)

and im
(
H1

ur(GK , Tp(E)) −! H1(GK , E[pm])
)

= H1
ur(GK , E[pm]). Therefore,

by Lemma 2.6, the canonical Selmer structure in the present paper is the same
as the Selmer structure induced by the canonical Selmer structure defined in
[11, Definition 3.2.1].

Note that we have the canonical injection E[p] ↪−! T .

Definition 2.8. We say that a Selmer structure F on T is cartesian if the
homomorphism

coker
(
H1
F (GQ` , T ) −! H1(GQ` , E[p])

)
−! H1(GQ` , T )/H1

F (GQ` , T )

induced by E[p] ↪−! T is injective for any prime ` ∈ S(F).

Proposition 2.9. The Selmer structure Fcan on T is cartesian.

Proof. Since we assume p - #E(Fp), we haveH2(GQp , E[p]) ∼= H0(GQp , E[p]) =
0. This fact implies coker

(
H1
Fcan

(GQp , T ) −! H1(GQp , E[p])
)

= 0.
Take a prime ` ∈ Sbad(E). Since Qn/Q is unramified at `, Lemma 2.6 shows
that there are natural injections

coker
(
H1
Fcan

(GQ` , T ) −! H1(GQ` , E[p])
)
↪−! H1(GQur

`
, E[p])

and

H1(GQ` , T )/H1
Fcan

(GQ` , T ) ↪−! H1(GQur
`
, T ) ∼=

⊕
l|`

H1(GQur
`
, E[pm]).

Since p - Tam`(E), the module E(Qur
` )[p∞] is divisible. Hence E(Qur

` )[pm]
×p
−!

E(Qur
` )[pm−1] is surjective, and H1(GQur

`
, E[p]) −! H1(GQur

`
, E[pm]) is injec-

tive. This completes the proof.

2.2 Structure of local points

Let K/Q be a finite abelian p-extension and put

G := Gal(K/Q).

Let Ê denote the formal group associated with E/Qp and put

Ê(mKp) :=
⊕
p|p

Ê(mKp
).

Here mL denotes the maximal ideal of the ring of integers of L for any algebraic
extension L/Qp.
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Lemma 2.10. We have Ê(mQp)/p = (Ê(mKp)/p)G.

Proof. Since p - #E(Fp), Tan proved in [24, Theorem 2 (a)] that

H1(GQp , Ê(mQp)) = 0.

Take a prime p | p of K and put Gp := Gal(Kp/Qp). The injectivity of the infla-

tion map H1(Gp, Ê(mKp
)) −! H1(GQp , Ê(mQp)) implies H1(Gp, Ê(mKp

)) =

0. Since Kp/Qp is a p-extension and E(Qp)[p] = 0, the module E(Kp) is

p-torsion-free. Hence the vanishing of H1(Gp, Ê(mKp
)) implies

Ê(mQp)/p = (Ê(mKp
)/p)Gp .

Since
Ê(mKp)/p ∼= Ê(mKp

)/p⊗Fp Fp[G/Gp],

we see that Ê(mQp)/p = (Ê(mKp)/p)G.

Proposition 2.11. The Zp[G]-module Ê(mKp) is free of rank 1.

Proof. For any finitely generated Fp[G]-module M , put M∗ :=
HomFp[G](M,Fp[G]). Since Fp[G] is a zero-dimensional Gorenstein local ring,

we have M ∼= M∗∗ by Matlis duality. Applying this fact to ((Ê(mKp)/p)∗)G

and Ê(mKp)/p, we obtain

((Ê(mKp)/p)∗)G ∼= (((Ê(mKp)/p)∗)G)∗∗

∼= ((Ê(mKp)/p)∗∗)G)∗

∼= (Ê(mKp)/p)G)∗.

By Lemma 2.10, we have ((Ê(mKp)/p)G)∗ = (Ê(mQp)/p)∗ ∼= (Fp)∗ ∼= Fp.
Hence (Ê(mKp)/p)∗ is a cyclic Fp[G]-module. Furthermore, the fact that

Ê(mKp) ∼= Z[K : Q]
p as Zp-modules implies that

(Ê(mKp)/p)∗ ∼= Fp[G].

Therefore, Ê(mKp)/p is also free of rank 1, and the Zp[G]-module Ê(mKp) is

cyclic. Since Ê(mKp) ∼= Z[K : Q]
p , we conclude that Ê(mKp) ∼= Zp[G].

Definition 2.12. For any integer m ≥ 1, we put

H1
f (GQp , Ind

GQ
GK

(E[pm])) := im
(
Ê(mKp)/pm ↪−! H1(GQp , Ind

GQ
GK

(E[pm]))
)
.

We also define H1
/f (GQp , Ind

GQ
GK

(E[pm])) to be

H1(GQp , Ind
GQ
GK

(E[pm]))/H1
f (GQp , Ind

GQ
GK

(E[pm])).
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Remark 2.13. Since we assme p - #E(Fp), we have H1
f (GQp , T ) = H1

Fcl
(GQp , T )

when K = Qn.

Corollary 2.14.

(1) The Zp/pm[G]-modules

H1
f (GQp , Ind

GQ
GK

(E[pm])) and H1
/f (GQp , Ind

GQ
GK

(E[pm]))

are free of rank 1.

(2) For any subfield K ′ ⊂ K, we have natural isomorphisms

H1
f (GQp , Ind

GQ
GK

(E[pm]))Gal(K/K′)
∼
−! H1

f (GQp , Ind
GQ
GK′

(E[pm])),

H1
/f (GQp , Ind

GQ
GK

(E[pm]))Gal(K/K′)
∼
−! H1

/f (GQp , Ind
GQ
GK′

(E[pm])).

Proof. For simplicity, we put TK := Ind
GQ
GK

(Tp(E)). We note that

TK/p
m ∼= Ind

GQ
GK

(E[pm]). Since H2(GQp , E[p]) ∼= H0(GQp , E[p]) = 0 and

RΓ(GQp , TK) ⊗L
Zp[G] Fp ∼= RΓ(GQp , E[p]), the perfect complex RΓ(GQp , TK)

is of perfect amplitude in [1, 1]. Hence, for any ideal I of Zp[G], we have

H1(GQp , TK)⊗Zp[G] Zp[G]/I
∼
−! H1(GQp , TK/ITK).

Furthermore, the local Euler characteristic formula implies that
H1(GQp , TK/ITK) is a free Zp[G]/I-module of rank 2. By Proposition 2.11,
the Zp/pm[G]-module H1

f (GQp , TK/p
m) is free of rank 1. Since Zp/pm[G] is a

self-injective ring, H1
/f (GQp , TK/p

m) is also free of rank 1.

Let us show the claim (2). By claim (1), the exact sequence of Zp/pm[G]-
modules

0 −! H1
f (GQp , TK/p

m) −! H1(GQp , TK/p
m) −! H1

/f (GQp , TK/p
m) −! 0

is split. Hence we obtain the exact sequence of free Zp/pm[Gal(K ′/Q)]-modules

0 −! H1
f (GQp , TK/p

m)Gal(K/K′) −!H
1(GQp , TK/p

m)Gal(K/K′)

−! H1
/f (GQp , TK/p

m)Gal(K/K′) −! 0.

Since H1(GQp , TK/p
m)Gal(K/K′)

∼
−! H1(GQp , TK′/p

m), the homomorphism

H1
f (GQp , TK/p

m)Gal(K/K′) −! H1
f (GQp , TK′/p

m)

is injective. Hence by claim (1), we obtain isomorphisms

H1
f (GQp , TK/p

m)Gal(K/K′)
∼
−! H1

f (GQp , TK′/p
m)

H1
/f (GQp , TK/p

m)Gal(K/K′)
∼
−! H1

/f (GQp , TK′/p
m).
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Corollary 2.15. The Selmer structure Fcl on T is cartesian.

Proof. By Proposition 2.9, it suffices to show that the homomorphism

H1
/f (GQp , E[p]) −! H1

/f (GQp , T )

is injective. Note that this map factors through H1
/f (GQp , E[pm]). By Corol-

lary 2.14, the canonical homomorphism H1
/f (GQp , E[pm]) −! H1

/f (GQp , T )

is injective. Let us show that H1
/f (GQp , E[p]) −! H1

/f (GQp , E[pm]) is injec-

tive. Since H1(GQp , E[pm]) is a free Zp/pm-module and H1(GQp , E[pm]) ⊗
Fp ∼= H1(GQp , E[p]), the canonical homomorphism H1(GQp , E[p]) −!
H1(GQp , E[pm]) is injective. By definition, we have

H1
f (GQp , E[pm])⊗ Fp = Ê(mQp)/pm ⊗ Fp = Ê(mQp)/p = H1

f (GQp , E[p]).

Since H1
f (GQp , E[pm]) ∼= Zp/pm by Corollary 2.14, we see that the canonical

homomorphism H1
/f (GQp , E[p]) −! H1

/f (GQp , E[pm]) is injective.

2.3 Kolyvagin systems of rank 1

In this subsection, we recall the definition of Kolyvagin systems of rank 1
introduced by Mazur and Rubin in [11]. We set

Pm,n := {` 6∈ Sbad(E) | E(F`)[pm] ∼= Z/pm and ` ≡ 1 (mod pmax{m,n+1})}.

For any prime ` ∈ Pm,n, the R-module H1
ur(GQ` , T ) ∼= T/(Fr` − 1)T is free of

rank 1. Moreover, by [11, Lemmas 1.2.1, 1.2.3 and 1.2.4], we have

H1(GQ` , T ) = H1
ur(GQ` , T )⊕H1

tr(GQ` , T )

and the R-modules H1
tr(GQ` , T ), H1

/ur(GQ` , T ), and H1
/tr(GQ` , T ) are free of

rank 1. Let Nm,n denote the set of square-free products in Pm,n. For each
integer d ∈ Nm,n, we put

Gd :=
⊗
`|d

Gal(Q(`)/Q).

For any prime ` ∈ Pm,n, we have two homomorphisms

v` : H1(GQ, T )
loc`−−! H1(GQ` , T ) −! H1

/ur(GQ` , T ),

ϕfs
` : H1(GQ, T )

loc`−−! H1(GQ` , T )
prur−−! H1

ur(GQ` , T )
φfs
`−−! H1

/ur(GQ` , T )⊗Z G`.

Here φfs
` is the finite-singular comparison map defined in [11, Definition

1.2.2] and prur denotes the projection map with respect to the decomposition
H1(GQ` , T ) = H1

ur(GQ` , T )⊕H1
tr(GQ` , T ).
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Definition 2.16. We define the module KS1(T,Fcan) of Kolyvagin systems of
rank 1 to be the set of elements

(κd)d∈Nm,n ∈
∏

d∈Nm,n

H1
Fcan(d)(GQ, T )⊗Z Gd

satisfying the finite-singular relation

v`(κd) = ϕfs
` (κd/`)

for any integer d ∈ Nm,n and any prime ` | d.

For any integer d, we denote by ν(d) ∈ Z≥0 the number of prime divisors of d.

Lemma 2.17. Let a, b, c ∈ Nm,n be pairwise relatively prime integers with ν(a)−
ν(b) ≥ 1. If H1

(F∗can)ba(c)(GQ, E[p]) = 0, then the R-module H1
(Fcan)ab (c)(GQ, T ) is

free of rank ν(a)− ν(b) + 1.

Proof. Since Fcan is cartesian by Proposition 2.9, so is (Fcan)ab (c) by [19, Corol-
lary 3.18]. By [11, Proposition 6.2.2], we have

χ(Fcan) := dimFp(H1
Fcan

(GQ, E[p]))− dimFp(H1
F∗can(GQ, E[p])) = 1,

and [19, Corollary 3.21] implies χ((Fcan)ab (c)) = ν(a) − ν(b) + 1. Hence this
lemma follows from [19, Lemma 4.6].

2.4 Kolyvagin systems of rank 0

In this subsection, we recall the definition of Kolyvagin system of rank 0 in our
previous paper [21]. Fix an isomorphism

H1
/ur(GQ` , T ) ∼= R

for each prime ` ∈ Pm,n. We then have homomorphisms

v` : H1(GQ` , T ) −! H1
/ur(GQ` , T ) ∼= R,

ϕfs
` : H1(GQ` , T ) −! H1

/ur(GQ` , T )⊗Z G` ∼= R⊗Z G`.

We put Mm,n := {(d, `) ∈ Nm,n × Pm,n | ` is coprime to d}.

Definition 2.18. A Kolyvagin system of rank 0 is an element

(κd,`)(d,`)∈Mm,n
∈

∏
(d,`)∈Mm,n

H1
F`cl(d)(GQ, T )⊗Z Gd

which satisfies the following relations for any elements (d, `), (d, q), (d`, q) ∈
Mm,n:

v`(κd`,q) = ϕfs
` (κd,q),

v`(κ1,`) = vq(κ1,q),

vq(κd`,q) = −ϕfs
` (κd,`).
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We denote by KS0(T,Fcl) the module of Kolyvagin systems of rank 0. For any
Kolyvagin system κ ∈ KS0(T,Fcl) and any element (d, `) ∈Mm,n, we put

δ(κ)d := v`(κd,`) ∈ R⊗Z Gd.

Note that, by the definition of Kolyvagin system of rank 0, the element δ(κ)d is
independent of the choice of the prime ` - d. Hence we obtain a homomorphism

δ : KS0(T,Fcl) −!
∏

d∈Nm,n

R⊗Z Gd.

Note that Fcl = F∗cl.

Lemma 2.19. Let a, b, c ∈ Nm,n be pairwise relatively prime integers with
ν(a) ≥ ν(b). If H1

(Fcl)ba(c)(GQ, E[p]) = 0, then the R-module H1
(Fcl)ab (c)(GQ, T )

is free of rank ν(a)− ν(b).

Proof. Since H1
(Fcl)ba(c)(GQ, E[p]) = 0, Lemma 2.2 shows that

H1
(Fcl)ba(c)(GQ, T ) = 0. Hence applying Theorem 2.1 with F1 = (Fcl)

a
b (c)

and F2 = (Fcan)ab (c), we obtain an exact sequence

0 −! H1
(Fcl)ab (c)(GQ, T ) −! H1

(Fcan)ab (c)(GQ, T ) −! H1
/f (GQp , T ) −! 0.

Hence this lemma follows from Corollary 2.14 and Lemma 2.17.

Since Fcl is cartesian by Corollary 2.15, the following theorem is proved in [21,
Proposition 5.6, Theorem 5.8].

Theorem 2.20.

(1) For any element (d, `) ∈ Mm,n satisfying H1
(Fcl)`(d)(GQ, E[p]) = 0, the

projection map

KS0(T,Fcl) −! H1
F`cl(d)(GQ, T )⊗Z Gd

is an isomorphism. In particular, the R-module KS0(T,Fcl) is free of
rank 1.

(2) For any basis κ ∈ KS0(T,Fcl) and any integer d ∈ Nm,n, we have

R · δ(κ)d = Fitt0
R(H1

Fcl(d)(GQ, T )∨).

Remark 2.21. For any Selmer structure F on E[p] with χ(F) ≥ 0, there are
infinitely many integers d ∈ Nm,n satisfying H1

F∗(d)(GQ, E[p]) = 0 (see [11,

Corollary 4.1.9]).

Corollary 2.22. The homomorphism δ is injective.

Proof. Take an integer d ∈ Nm,n with H1
Fcl(d)(GQ, E[p]) = 0. Then by The-

orem 2.20, we have δ(κ)d ∈ R×. Since the R-module KS0(T,Fcl) is free of
rank 1 by Theorem 2.20, the map δ is injective.
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2.5 Map from Kolyvagin systems of rank 1 to Kolyvagin systems
of rank 0

Fix an isomorphism
H1
/f (GQp , T ) ∼= R.

Then we obtain a homomorphism ϕ : H1(GQ, T ) −! H1
/f (GQp , T ) ∼= R. We

also denote by ϕ : KS1(T,Fcan) −!
∏
d∈Nm,n R ⊗Z Gd the homomorphism in-

duced by ϕ. In this subsection, we construct a natural map KS1(T,Fcan) −!
KS0(T,Fcl) such that the diagram

KS1(T,Fcan) //

ϕ

((

KS0(T,Fcl)

δ

��∏
d∈Nm,n R⊗Z Gd

(2)

commutes. In order to construct this map, we introduce the module of Stark
systems.
For any R-module M , we put

M∗ := HomR(M,R) and
⋂r

R
M :=

(∧r

R
M∗
)∗

for any integer r ≥ 0. Since the functorM 7!M∗ is exact, anR-homomorphism
φ : M −! F , where F is free of rank 1, induces a natural homomorphism

φ :
⋂r+1

R
M −! F ⊗R

⋂r

R
ker(φ).

Definition 2.23. Let F be a Selmer structure on T . For any integers d ∈ Nm,n
and r ≥ 0, define

Wd :=
⊕
`|d

H1
/ur(GQ` , T )∗,

Xr
d(T,F) :=

⋂r+ν(d)

R
H1
Fd(GQ, T )⊗R det(Wd).

Then for any positive divisor e of d, the exact sequence

0 −! H1
Fe(GQ, T ) −! H1

Fd(GQ, T ) −!
⊕
`| de

H1
/ur(GQ` , T )

induces a natural homomorphism

Φd,e : Xr
d(T,F) −! Xr

e (T,F)

(see [19, Definition 2.3]). If f | e | d, then we have Φd,f = Φe,f ◦Φd,e (see [19,
Proposition 2.4]), and we obtain the module of Stark systems of rank r

SSr(T,F) := lim −
d∈Nm,n

Xr
d(T,F).
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Since we have the isomorphisms

H1
ur(GQ` , T )

φfs
`−! H1

/ur(GQ` , T )⊗Z G` and H1
ur(GQ` , T )

∼
−! H1

/tr(GQ` , T )

for any prime ` | d, we see that the exact sequence

0 −! H1
Fcan(d)(GQ, T ) −! H1

Fdcan
(GQ, T ) −!

⊕
`|d

H1
/tr(GQ` , T )

induces a natural homomorphism

Πd : X1
d(T,Fcan) −!

⋂1

R
H1
Fcan(d)(GQ, T )⊗Z Gd = H1

Fcan(d)(GQ, T )⊗Z Gd,

and we obtain

Reg1 : SS1(T,Fcan) −! KS1(T,Fcan); (εd)d∈Nm,n 7! ((−1)ν(d)Πd(εd))d∈Nm,n

(see [2, Proposition 4.3] or [12, Proposition 12.3]). The following important
proposition is proved by Mazur and Rubin in [12, Proposition 12.4] (see also
[1, Theorem 5.2(i)] and [20, Theorem 3.17]).

Theorem 2.24. The map

Reg1 : SS1(T,Fcan) −! KS1(T,Fcan)

is an isomorphism.

For any integer d ∈ Nm,n, the exact sequence

0 −! H1
Fcl(d)(GQ, T ) −! H1

Fdcl
(GQ, T ) −!

⊕
`|d

H1
/tr(GQ` , T )

induces a natural homomorphism

Π′d : X0
d(T,Fcl) −!

⋂0

R
H1
Fcl(d)(GQ, T )⊗Z Gd = R⊗Z Gd.

Hence we obtain a homomorphism

ψ : SS0(T,Fcl) −!
∏

d∈Nm,n

R⊗Z Gd; (εd)d∈Nm,n 7! (Π′d(εd))d∈Nm,n .

In [21, §5.2], we construct the canonical homomorphism

Reg0 : SS0(T,Fcl) −! KS0(T,Fcl)

such that the diagram

SS0(T,Fcl)
Reg0 //

ψ

((

KS0(T,Fcl)

δ

��∏
d∈Nm,n R⊗Z Gd

(3)
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commutes.
For any integer d ∈ Nm,n, we have an exact sequece

0 −! H1
Fdcl

(GQ, T ) −! H1
Fdcan

(GQ, T )
ϕ
−! R.

This exact sequence induces a homomorphism X1
d(T,Fcan) −! X0

d(T,Fcl), and
we obtain a homomorphism SS1(T,Fcan) −! SS0(T,Fcl). By construction, the
diagram

SS1(T,Fcan) //

Reg1

��

SS0(T,Fcl)

ψ

��
KS1(T,Fcan)

ϕ // ∏
d∈Nm,n R⊗Z Gd

(4)

commutes. Since Reg1 is an isomorphism, by using the commutative diagrams
(3) and (4), we obtain the homomorphism KS1(T,Fcan) −! KS0(T,Fcl) such
that the diagram (2) commutes.

3 Construction of the Kolyvagin system of rank 0 from modular
symbols

Let p ≥ 3 be a prime satisfying the hypotheses (a), (b), and (c). For any finite
abelian extension K/Q, we put

RK := Zp[Gal(K/Q)] and TK := Ind
GQ
GK

(Tp(E)).

3.1 Modular sysmbols

We recall the definition of the Mazur–Tate elements. For any integer d ≥ 1, we
define the modular element θ̃Q(µd) by

θ̃Q(µd) :=

d∑
a=1

(a,d)=1

Re([a/d])

Ω+
E

σa ∈ Q[Gal(Q(µd)/Q)].

Here σa ∈ Gal(Q(µd)/Q) is the element satisfying σa(ζ) = ζa for any ζ ∈ µd.
For any integer e | d, we put

νd,e : RQ(µe) −! RQ(µd); x 7!
∑

σ∈Gal(Q(µd)/Q(µe))

σx.

Define P := {` 6= p | E has good reduction at ` } and N denotes the set of
square-free products in P. Since GQ −! GL(E[p]) is surjective, for any integers
d ∈ N and n ≥ 1, we have

θ̃Q(µdpn ) ∈ RQ(µdpn )
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(see [23]). Let α ∈ Z×p be the unit root of x2 − apx + p = 0, where ap :=
p+ 1−#E(Fp). We set

ϑQ(µdpn ) := α−n(θ̃Q(µdpn ) − α−1νdpn,dpn−1(θ̃Q(µdpn−1 ))) ∈ RQ(µdpn ).

Then the set {ϑQ(µdpn )}n≥1 is a projective system and we get an element

ϑQ(µdp∞ ) := lim −
n

ϑQ(µdpn ) ∈ lim −
n

RQ(µdpn ) =: ΛQ(µdp∞ ).

Remark 3.1. Note that for any positive integer p - d, we have

ϑQ(µd) =
(
1− α−1σp

) (
1− α−1σ−1

p

)
θ̃Q(µd).

The assumption (c) shows that α 6≡ 1 (mod p), and
(
1− α−1σp

) (
1− α−1σ−1

p

)
is a unit in RQ(µd).

For any prime ` with ` - d, let π`d,d : ΛQ(µ`dp∞ ) −! ΛQ(µdp∞ ) denote the natural
projection map, and we have

π`d,d(ϑQ(µ`dp∞ )) = (a` − σ` − σ−1
` )ϑQ(µdp∞ ).

Here a` := ` + 1 − #E(F`). Following Kurihara in [10, page 324], for any
positive divisor e of d, we put

αd,e :=

∏
`| de

(−σ−1
` )

ϑQ(µep∞ ) ∈ ΛQ(µep∞ ),

ξQ(µdp∞ ) :=
∑
e|d

νd,e(αd,e) ∈ ΛQ(µdp∞ ).

Here e runs over the set of positive divisors of d. We also put

ξ̃Q(µdp∞ ) :=

∏
`|d

−`−1σ`

 ξQ(µdp∞ ).

Definition 3.2. For any prime ` ∈ P, we define the Frobenius polynomial at `
by

P`(t) := det(1− tσ−1
` | Tp(E)) = 1− `−1a`t+ `−1t2.

Proposition 3.3. For any integer d ∈ N and any prime ` ∈ P with ` - d, we
have

πd`,d(ξ̃Q(µ`dp∞ )) = P`(σ
−1
` )ξ̃Q(µdp∞ ).

Proof. Kurihara showed in [10, page 325, (7)] that

πd`,d(ξQ(µ`dp∞ )) = (−σ` + a` − `σ−1
` )ξQ(µdp∞ )

= (−`σ−1
` )P`(σ

−1
` )ξQ(µdp∞ ),

which implies πd`,d(ξ̃Q(µ`dp∞ )) = P`(σ
−1
` )ξ̃Q(µdp∞ ).
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3.2 Coleman maps

Let K/Q be a finite p-abelian extension at which p is unramified, and we denote
by K∞/K the cyclotomic Zp-extension. Put

ΛK∞ := Zp[[Gal(K∞/Q)]] and TK∞ := lim −
n

TKn ,

where Kn denotes the n-th layer of the cyclotomic Zp-extension K∞/K. We
note that the ΛK∞ -module H1

/f (GQ,TK∞) := lim −m,nH
1
/f (GQp , TKn/p

m) is free

of rank 1 by Corollary 2.14. Let

ξ̃K∞ ∈ ΛK∞

denote the image of ξ̃Q(µdp∞ ) under the canonical homomorphism ΛQ(µdp∞ ) −!
ΛK∞ , where d is the conductor of K.
The following theorem follows from the works of Perrin-Riou in [17] and Kato
in [4].

Theorem 3.4 ([4, Theorem 16.4, Theorem 16.6, and Proposition 17.11]). There
exists an isomorphism

LK∞ : H1
/f (GQp ,TK∞)⊗Zp Qp

∼
−! ΛK∞ ⊗Zp Qp

such that

(i) the diagram

H1
/f (GQp ,TK∞)⊗Zp Qp

��

LK∞ // ΛK∞ ⊗Zp Qp

��
H1
/f (GQp ,TL∞)⊗Zp Qp

LL∞ // ΛL∞ ⊗Zp Qp

commutes for any field L ⊂ K, where the vertical maps are the natural
projections,

(ii) LQ∞(H1
/f (GQp ,TQ∞)) = ΛQ∞ ,

(iii) there is an element zK∞ ∈ H1(GQ,TK∞) such that LK∞(loc/fp (zK∞)) =

ξ̃K∞ , where loc/fp : H1(GQ,TK∞) −! H1
/f (GQp ,TK∞) denotes the local-

ization homomorphism.

Remark 3.5.

(1) The homomorphism LK∞ interpolates the dual exponential maps, how-
ever this fact is not used in this paper.

(2) The integrality of the element zK∞ follows from the assumption (b) (see
[3, Theorem 6.1]).
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(3) There are many papers that use θ̃#
Q(µd) instead of θ̃Q(µd), where (−)# de-

notes the involution on the group ring that sends each group-like element
σ to its inverse σ−1. However, θ̃Q(µd) has a functional equation (see [13,
(1.6.2)]), and hence the difference does not matter.

3.3 Euler systems

In this subsection, we recall the definition of Euler systems.

Definition 3.6.

(1) Let Ω denote the set of fields K in Q such that K/Q is a finite abelian
p-extension and Sram(K/Q) ⊂ P. Here Sram(K/Q) is the set of primes
at which K/Q is ramified.

(2) We say that (cK)K∈Ω ∈
∏
K∈ΩH

1(GQ,TK∞) is an Euler system of rank
1 if, for any fields K1 ⊂ K2 in Ω, we have

CorK2/K1
(cK2

) =

 ∏
`∈Sram(K2/Q)\Sram(K1/Q)

P`(σ
−1
` )

 cK1 .

Here CorK2/K1
: H1(GQ,TK2,∞) −! H1(GQ,TK1,∞) denotes the homo-

morphism induced by TK2,∞ −! TK1,∞ . Let ES1(T ) denote the set of
Euler systems of rank 1.

(3) We say that (cK)K∈Ω ∈
∏
K∈Ω ΛK∞ is an Euler system of rank 0 if, for

any fields K1 ⊂ K2 in Ω, we have

πK2,K1
(cK2

) =

 ∏
`∈Sram(K2/Q)\Sram(K1/Q)

P`(σ
−1
` )

 cK1
.

Here πK2,K1
: ΛK2,∞ −! ΛK1,∞ denotes the canonical projection map.

Let ES0(T ) denote the set of Euler systems of rank 0.

Proposition 3.3 implies the following proposition.

Proposition 3.7. We have (ξ̃K∞)K∈Ω ∈ ES0(T ).

Let K ∈ Ω be a field. Then, by Theorem 2.1, for any integers m ≥ 1 and n ≥ 0,
we have an exact sequence

0 −! Sel(Kn, E[pm]) −! H1
Fcan

(GQ, TKn/p
m)

−! H1
/f (GQp , TKn/p

m) −! Sel(Kn, E[pm])∨.

Here Sel(Kn, E[pm]) is the pm-Selmer group of E/Kn and

H1
Fcan

(GQ, TKn/p
m) := ker

H1(GQ, TKn/p
m) −!

⊕
` 6=p

H1
/ur(GQ` , TKn/p

m)

 .
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We set

Sel(K∞, E[p∞]) := lim−!
m,n

Sel(Kn, E[pm]).

Since Sel(K∞, E[p∞])∨ is a finitely generated torsion ΛK∞-module, we have

lim −
m,n

Sel(Kn, E[pm]) = 0.

Moreover, [18, Proposition B.3.4] implies

H1(GQ,TK∞) = lim −
m,n

H1
Fcan

(GQ, TKn/p
m).

Hence we get an exact sequence of ΛK∞ -modules

0 −! H1(GQ,TK∞)
loc/fp
−! H1

/f (GQp ,TK∞) −! Sel(K∞, E[p∞])∨. (5)

For each field K ∈ Ω, we put

MK∞ := (loc/fp )−1(H1(GQp ,TK∞) ∩ L−1
K∞

(ΛK∞)),

and we obtain an injection

L : ES1(T ) ∩
∏
K∈Ω

MK∞ ↪−! ES0(T ); (cK)K∈Ω 7! (loc/fp (LK∞(cK)))K∈Ω.

Then Theorem 3.4 and the injectivity of loc/fp ◦LK∞ imply the following propo-
sition.

Proposition 3.8. There is an Euler system zξ ∈ ES1(T ) ∩
∏
K∈ΩMK∞ such

that L(zξ) = (ξ̃K∞)K∈Ω.

Remark 3.9. Since our p-adic L function ξ̃K∞ is modified, the Euler system zξ
differs slightly from that of Kato.

3.4 Construction of κξ,m,n

Fix integers m ≥ 1 and n ≥ 0. First, we introduce the Kolyvagin derivative
homomorphism (defined by Mazur and Rubin in [11])

D1
m,n : ES1(T ) −! KS1(TQn/p

m,Fcan).

Recall that Q(d) is the maximal p-subextension of Q(µd), and note that Qn =
Q(pn+1). We fix a generator g` of G` = Gal(Q(`)/Q) for each prime ` ∈ P1,0

and denote by D` ∈ Z[G`] the Kolyvagin’s derivative operator:

D` :=

#G`−1∑
i=0

igi`.
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For any integer d ∈ N1,0, we also set Dd :=
∏
`|dD` ∈ Z[Gal(Q(d)/Q)].

Let c ∈ ES1(T ) be an Euler system. For any integer d ∈ Nm,n, we denote
by cdpn+1 ∈ H1(GQ, TQ(dpn+1)) the image of cQ(d) ∈ H1(GQ,TQ(d)). Then it is
well-known that Euler system relations imply

κ(c)d,m,n := Ddcdpn+1 mod pm ∈ H1(GQ, TQ(dpn+1)/p
m)Gal(Q(d)/Q).

(see, for example, [18, Lemma 4.4.2]). Since we have an isomorphism

H1(GQ, TQn/p
m)

∼
−! H1(GQ, TQ(dpn+1)/p

m)Gal(Q(d)/Q),

we can regard κ(c)d,m,n as an element of H1(GQ, TQn/p
m). The following

theorem is proved by Mazur and Rubin in [11, Appendix A].

Theorem 3.10. For any Euler system c ∈ ES1(T ), we have

D1
m,n(c) := (κ(c)d,m,n ⊗ gd)d∈Nm,n ∈ KS1(TQn/p

m,Fcan).

Here gd :=
∏
`|d g`. Hence we obtain the Kolyvagin derivative homomorphism

D1
m,n : ES1(T ) −! KS1(TQn/p

m,Fcan).

Remark 3.11. For any prime ` ∈ Pm,n, we have

P`(t) ≡ (t− 1)2 (mod pm).

This fact implies that P`(Fr−1
` ) vanishes in the module A`,I/A2

`,I . Here A`,I
denotes the argumentation ideal defined in [11, Definition A.3]. Hence we see
that κ(c)d,m,n coincides with κ′n defined in [11, page 80, (33)].

Next let us construct a homomorphism

D0
m,n : ES0(T ) −!

∏
d∈Nm,n

RQn/p
m ⊗Z Gd.

Let c ∈ ES0(T ) be an Euler system and take an integer d ∈ Nm,n. We denote
by cdpn+1 ∈ RQ(dpn+1) the image of cQ(d) ∈ ΛQ(d).
The following lemma is well-known (see, for example, [18, Lemma 4.4.2]).

Lemma 3.12. For any integer d ∈ Nm,n, we have

δ(c)d,m,n := Ddcdpn+1 mod pm ∈ (RQ(dpn+1)/p
m)Gal(Q(d)/Q) ∼

 − RQn/p
m.

We often regard δ(c)d,m,n as an element of RQn/p
m by using the isomorphism

RQn/p
m ∼
−! (RQ(dpn+1)/p

m)Gal(Q(d)/Q);x 7! xNd.

Here Nd :=
∑
σ∈Gal(Q(d)/Q) σ.
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Lemma 3.13. Let

c =
∑

σ∈Gal(Q(d)/Q)

aσσ ∈ RQ(dpn+1)/p
m

where aσ ∈ RQn/p
m. If Ddc ∈ (RQ(dpn+1)/p

m)Gal(Q(d)/Q), then we have

Ddc = (−1)ν(d)
∑

σ∈Gal(Q(d)/Q)

aσ
∏
`|d

logg`(σ).

Here we regard Ddc as an element of RQn/p
m by using the isomorphism

RQn/p
m ∼
−! (RQ(dpn+1)/p

m)Gal(Q(d)/Q);x 7! xNd

and
logg` : G`

∼
−! Z/(`− 1) −! Z/pm; ga` 7! a mod pm

is the surjection induced by the discrete logarithm to the base g`.

Proof. We write d = `1 · · · `t. We put

N`i :=
∑

σ∈Gal(Q(`i)/Q)

σ and X`i := g`i − 1.

Note that

D`iX`i ≡ −N`i (mod pm) and D`iX
2
`i ≡ 0 (mod pm).

Hence we have

Dd

∑
σ∈Gal(Q(d)/Q)

aσσ =

#G`1−1∑
i1=1

· · ·
#G`t−1∑
it=1

a
g
i1
`1
···git`t

Dd(1 +X`1)i1 · · · (1 +X`t)
it

=

#G`1−1∑
i1=1

· · ·
#G`t−1∑
it=1

a
g
i1
`1
···git`t

(1− i1N`1) · · · (1− itN`t)

=:

t∑
i=1

∑
ji∈{0,1}

bj1,...,jtN
j1
`1
· · ·N jt

`t
.

Since
b1,...,1 = (−1)ν(d)

∑
σ∈Gal(Q(d)/Q)

aσ
∏
`|d

logg`(σ),

it suffices to show that bj1,...,jt = 0 for any (j1, . . . , jt) 6= (1, . . . , 1). This follows
from the assumption that Ddc ∈ (RQ(dpn+1)/p

m)Gal(Q(d)/Q). In fact, we have
X`iDdc = 0 and X`iN`i = 0 for any 1 ≤ i ≤ t. Hence we have

0 = X`1 · · ·X`tDdc = b0,...,0X`1 · · ·X`t ,
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and b0,...,0 = 0. Moreover, since

0 = X`2 · · ·X`tDdc = b0,...,0X`2 · · ·X`t + b1,0,...,0N`1X`2 · · ·X`t ,

we have b1,0,...,0 = 0. Similary, we have b0,1,...,0 = · · · = b0,...,0,1 = 0. Repeating
this argument, we see that bj1,...,jt = 0 for any (j1, . . . , jt) 6= (1, . . . , 1).

The following lemma is used to prove Theorem 1.15.

Lemma 3.14. Let ϑQ(dpn) denote the image of ϑQ(µdpn+1 ) in RQ(dpn+1). For

notational simplicity, we put cd,n := ϑQ(dpn) mod pm.

(1) We have Ddcd,n ∈ (RQ(dpn+1)/p
m)Gal(Q(d)/Q).

(2) Let δd,n denote the element of RQn/p
m satisfying δd,nNd = Ddcd,n. Then

we have

cd,n ≡ (−1)ν(d)δd,n ·X`1 · · ·X`t (mod (pm, X2
`1 , . . . , X

2
`t)),

where we write d = `1 · · · `t and X`i := g`i − 1.

Proof. For any ` ∈ Pm,n and d ∈ Nm,n with ` - d, we have

N`(a` − σ` − σ−1
` ) ≡ 0 (mod pm),

π`d,d(ϑQ(µ`dp∞ )) = (a` − σ` − σ−1
` )ϑQ(µdp∞ ).

Hence the claim (1) follows from the same argument as in [18, Lemma 4.4.2]).
The claim (2) follows from the same argument as in [8, Lemma 4.4]).

Definition 3.15. We define the homomorphism

D0
m,n : ES0(T ) −!

∏
d∈Nm,n

RQn/p
m ⊗Z Gd

by D0
m,n(c) := (δ(c)d,m,n ⊗ gd)d∈Nm,n .

Recall that we have the isomorphism LQ∞ : H1
/f (GQp ,TQ∞)

∼
−! ΛQ∞ by The-

orem 3.4(ii). Since

H1
/f (GQp ,TQ∞)⊗ΛQ∞

RQn/p
m ∼
−! H1

/f (GQp , TQn/p
m),

the isomorphism LQ∞ induces an isomorphism

LQn,m : H1
/f (GQp , TQn/p

m)
∼
−! RQn/p

m,

and hence we obtain a homomorphism

LQn,m : KS1(TQn/p
m,Fcan) −!

∏
d∈Nm,n

RQn/p
m ⊗Z Gd.

By construction, we have the following proposition.
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Proposition 3.16. The diagram

ES1(T ) ∩
∏
K∈ΩMK∞

� � L //

D1
m,n

��

ES0(T )

D0
m,n

��
KS1(TQn/p

m,Fcan)
LQn,m // ∏

d∈Nm,n RQn/p
m ⊗Z Gd

commutes.

Theorem 3.17. There is a Kolyvagin system κξ,m,n ∈ KS0(TQn/p
m,Fcl) sat-

isfying δ(κξ,m,n) = D0
m,n((ξ̃K∞)K∈Ω).

Proof. Let zξ ∈ ES1(T ) be the Euler system defined in Proposition 3.8. Note

that L(zξ) = (ξ̃K∞)K∈Ω. We define

κξ,m,n := Φ ◦ D1
m,n(zξ).

Here Φ: KS1(T,Fcan) −! KS0(T,Fcl) is the homomorphism associated with
the isomorphism LQn,m : H1

/f (GQp , TQn/p
m)

∼
−! RQn/p

m (see §2.5). The com-

mutative diagram (2) shows that δ◦Φ = LQn,m. Hence Proposition 3.16 implies

δ(κξ,m,n) = δ ◦ Φ ◦ D1
m,n(zξ)

= LQn,m ◦ D1
m,n(zξ)

= D0
m,n ◦ L(zξ)

= D0
m,n((ξ̃K∞)K∈Ω).

Remark 3.18. The Kolyvagin system κξ,m,n constructed in Theorem 3.17 is a
natural extension of a family of cohomology classes constructed by Kurihara
in [10] (see also [9]). More precisely, for any “admissible” pair (d, `) ∈ Mm,n,
Kurihara constructed a cohomology class κd,` such that it satisfies the relations
appeared in the definition of Kolyvagin system of rank 0 and that it relates to
modular symbols via the map δ. In our construction, we do not need to impose
that the pair (d, `) ∈ Nm,n × Pm,n is admissible.

3.5 Properties of κξ,m,n

Recall that the Iwasawa main conjecture for E/Q says that

ξ̃Q∞ΛQ∞ = charΛQ∞
(Sel(Q∞, E[p∞])∨).

Proposition 3.19. The following are equivalent.

(1) The Kolyvagin system κξ,m,n ∈ KS0(TQn/p
m,Fcl) is a basis for some

m ≥ 1 and n ≥ 0.
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(2) The Kolyvagin system κξ,m,n ∈ KS0(TQn/p
m,Fcl) is a basis for any m ≥

1 and n ≥ 0.

(3) There is an integer d ∈ N1,0 satisfying δ(κξ,1,0)d 6= 0.

(4) The Iwasawa main conjecture for E/Q holds true.

Proof. We put

KS0(TQ∞ ,Fcl) := lim −
m,n

KS0(TQn/p
m,Fcl).

Then Theorem 2.20 and [19, Lemma 3.25] (see [21, Theorem 6.3]) show that
the canonical map KS0(TQ∞ ,Fcl) −! KS0(TQn/p

m,Fcl) is surjective and the
ΛQ∞ -module KS0(TQ∞ ,Fcl) is free of rank 1. By construction,

κξ := (κξ,m,n)m≥1,n≥0 ∈ KS0(TQ∞ ,Fcl).

Since δ : KS0(E[p],Fcl) −!
∏
d∈N1,0

Fp ⊗Z Gd is injective by Corollary 2.22,

claims (1), (2) and (3) are equivalent, and it suffices to show that claim (4) is
equivalent to that κξ is a basis. We have the canonical homomorphism

δ1 : KS0(TQ∞ ,Fcl) −! ΛQ∞ ; (κm,n)m≥1,n≥0 7! lim −
m,n

δ(κm,n)1.

By Theorem 3.17, we have

δ1(κξ) = lim −
m,n

δ(κξ,m,n)1 = lim −
m,n

D0
m,n((ξ̃K∞)K∈Ω)1 = ξ̃Q∞ .

Let κ ∈ KS0(TQ∞ ,Fcl) be a basis and write κξ = aκ for some a ∈ ΛQ∞ . Then,
by Theorem 2.20 (see [21, Theorem 6.4]), we have

ξ̃Q∞ΛQ∞ = aδ1(κ)ΛQ∞ = a · charΛQ∞
(Sel(Q∞.E[p∞])∨).

Since the characteristic ideal charΛQ∞
(Sel(Q∞.E[p∞])∨) is non-zero, claim (4)

is equivalent to that a is unit, i.e., κξ is a basis.

4 Main results

4.1 Proof of Theorem 1.2

First, let us discuss the relation between δ(κξ,1,0)d and δ̃d. As in §1, for each
prime ` ∈ P1,0, we fix a generator h` ∈ Gal(Q(µ`)/Q), and it naturally induces
the surjection

logh` : Gal(Q(µ`)/Q)
∼
−! Z/(`− 1) −! Fp; ha` 7! a mod p.
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Recall that, for any integer d ∈ N1,0, the analytic quantity δ̃d ∈ Fp is defined
by

δ̃d :=

d∑
a=1

(a,d)=1

Re([a/d])

Ω+
E

·
∏
`|d

logh`(σa).

We put ed := # Gal(Q(µd)/Q(d)). Since p - ed, we see that δ̃d = 0 if and only
if

e
ν(d)
d δ̃d =

d∑
a=1

(a,d)=1

Re([a/d])

Ω+
E

·
∏
`|d

logh`(σ
ed
a ) = 0.

Let θ̃d =
∑
σ∈Gal(Q(d)/Q) aσσ denote the image of θ̃Q(µd)

in Zp[Gal(Q(d)/Q)]

(see §3.1 for the definition of θ̃Q(µd)
). Assume for simplicity that the image of

hed` is the fixed generator g` ∈ Gal(Q(`)/Q). Recall that we have the surjection

logg` : Gal(Q(d)/Q)
∼
−! Z/(`− 1) −! Fp.

Since σa = σb in Gal(Q(d)/Q) if σeda = σedb , we see that

e
ν(d)
d δ̃d =

∑
σ∈Gal(Q(d)/Q)

aσ ·
∏
`|d

logg`(σ).

Since we have

Ddθ̃d mod p = (−1)ν(d)

 ∑
σ∈Gal(Q(d)/Q)

aσ ·
∏
`|d

logg`(σ)

Nd

by Lemmas 3.13 and 3.14, we obtain the following lemma (see also Remark 3.1).

Lemma 4.1. For any integer d ∈ N1,0, the following are equivalent.

(1) δ̃d 6= 0.

(2) Ddθ̃d mod p 6= 0.

Lemma 4.2. For any integer d ∈ N1,0, the following are equivalent.

(1) δ̃d 6= 0.

(2) δ(κξ,1,0)d 6= 0.

Proof. Since any prime ` ∈ P1,0 is congruent to 1 modulo p, the relation

δ(κξ,1,0) = D0
1,0((ξ̃K∞)K∈Ω) in Theorem 3.17 shows that δ(κξ,1,0)d 6= 0 if and

only if Ddϑd mod p 6= 0. Hence this lemma follows from Lemma 4.1 and Re-
mark 3.1.

Corollary 4.3 (Theorem 1.2). Conjecture 1.1 holds true, that is, there is an

integer d ∈ N1,0 satisfying δ̃d 6= 0 if and only if the Iwasawa main conjecture
for E/Q holds true.

Proof. This corollary follows from Proposition 3.19 and Lemma 4.2.
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4.2 Proof of Theorem 1.5

In this subsection, we give a proof of Theorem 1.5. Recall that an integer
d ∈ N1,0 is δ-minimal if δ̃d 6= 0 and δ̃e = 0 for any positive proper divisor e
of d. Note that the existence of a δ-minimal integer implies that the Kolyvagin
system κξ,1,0 is a basis of KS0(E[p],Fcl) by Proposition 3.19 and Corollary 4.3.

Lemma 4.4. Let d ∈ N1,0 be an integer. Then the following are equivalent.

(1) δ̃d 6= 0.

(2) H1
Fcl(d)(GQ, E[p]) = 0.

Proof. By Theorem 2.20, we have

Fp · δ(κξ,1,0)d = Fitt0
Fp(H1

Fcl(d)(GQ, E[p])∨).

Hence this lemma follows from Lemma 4.2.

Remark 4.5. The injectivity of the homomorphism (1) (proved by Kurihara)
follows immediately from Lemma 4.4. In fact, we have

ker

Sel(Q, E[p])
(1)
−!

⊕
`|d

E(Q`)⊗ Fp

 = H1
(Fcl)d

(GQ, E[p])

⊂ H1
Fcl(d)(GQ, E[p]).

For any integer d ∈ N1,0, we set

λ(d) := dimFp(H1
Fcl(d)(GQ, E[p])).

Lemma 4.6. Let d ∈ N1,0 be an integer and ` ∈ P1,0 a prime with ` - d.

(1) If H1
Fcl(d)(GQ, E[p]) 6= H1

(Fcl)`(d)(GQ, E[p]), then λ(d`) = λ(d)− 1.

(2) If H1
Fcl(d)(GQ, E[p]) = H1

(Fcl)`(d)(GQ, E[p]), then λ(d) ≤ λ(d`).

In particular, λ(d) ≥ λ(1)− ν(d).

Proof. If H1
Fcl(d)(GQ, E[p]) 6= H1

(Fcl)`(d)(GQ, E[p]), then the localization map

H1
Fcl(d)(GQ, E[p]) −! H1

ur(GQ` , E[p])

is non-zero. Since Fcl(d)∗ = Fcl(d), claim (1) follows from [11, Lemma 4.1.7
(iv)]. Claim (2) is trivial since

H1
Fcl(d)(GQ, E[p]) = H1

(Fcl)`(d)(GQ, E[p]) ⊂ H1
Fcl(d`)

(GQ, E[p]).
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Proposition 4.7. Let d ∈ N1,0 be an integer satisfying H1
Fcl(d)(GQ, E[p]) = 0.

Then there is a positive divisor e of d such that ν(e) = λ(1) and λ(e) = 0.

Proof. When λ(1) = 0, one can take e = 1. Hence we may assume that
λ(1) > 0. If H1

Fcl
(GQ, E[p]) = H1

(Fcl)`
(GQ, E[p]) for any prime ` | d, then

H1
Fcl

(GQ, E[p]) =
⋂
`|d

H1
(Fcl)`

(GQ, E[p])

= H1
(Fcl)d

(GQ, E[p])

⊂ H1
Fcl(d)(GQ, E[p])

= 0.

However, since we assume λ(1) > 0, we conclude that there is a prime `1 | d
such that

H1
Fcl

(GQ, E[p]) 6= H1
(Fcl)`1

(GQ, E[p]).

Hence Lemma 4.6 implies λ(`1) = λ(1) − 1. If λ(1) = 1, then `1 is a desired
divisor of d. Suppose that λ(1) > 1. Since

H1
(Fcl)d/`1 (`1)(GQ, E[p]) ⊂ H1

Fcl(d)(GQ, E[p]) = 0,

the same argument shows that there is a prime `2 | d/`1 satisfying

H1
Fcl(`1)(GQ, E[p]) 6= H1

(Fcl)`2 (`1)(GQ, E[p]).

Then λ(`1`2) = λ(`1)−1 by Lemma 4.6. By repeating this argument, we obtain
a sequence `1, . . . , `λ(1) of prime divisors of d such that λ(`1) = λ(1) − 1 and
λ(`1 · · · `i+1) = λ(`1 · · · `i) − 1 for any 1 ≤ i < λ(1). Then e := `1 · · · `λ(1) is a
desired divisor of d.

Theorem 4.8 (Theorem 1.5). For any δ-minimal integer d ∈ N1,0, we have

dimFp(Sel(Q, E[p])) = ν(d).

Proof. Let d ∈ N1,0 be a δ-minimal integer. Then H1
Fcl(d)(GQ, E[p]) = 0 by

Lemma 4.4. Hence Proposition 4.7 shows that there is a positive divisor e of d
such that ν(e) = λ(1) and λ(e) = 0. Then Lemma 4.4 implies δ̃e 6= 0, and
we have d = e by the definition of the δ-minimality. Therefore, we obtain
ν(d) = ν(e) = λ(1).

Remark 4.9. In the multiplicative group case, under the validity of the ana-
logue of Lemma 4.6, one can show that the analogue of Theorem 1.5 ([10,
Conjecture 2]) holds true. However, as mentioned in Remark 1.8, there is a
counter-example of the analogue of Theorem 1.5. This shows that the analogue
of Lemma 4.6 does not hold in general. In the proof of Lemma 4.6, we use cru-
cially the fact that the Selmer structure Fcl is self-dual, and hence one can say
that the self-duality of the Selmer structure Fcl is one of the most important
ingredients in order to prove Theorem 1.5.
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Let κξ,1,0 = (κd,`)(d,`)∈M1,0
∈ KS0(E[p],Fcl) be the Kolyvagin system con-

structed in Theorem 3.17. By using the fixed generator g` ∈ G`, we regard G`
as Z/#G`, and hence one can regard κd,` ∈ H1

F`cl(d)
(GQ, E[p]). As discussed

by Kurihara in [10, Theorem 3(2)], by using Theorem 4.8, one can construct a
basis of the p-Selmer group Sel(Q, E[p]) from the Kolyvagin system κξ,1,0.

Corollary 4.10. For any δ-minimal integer d = `1 · · · `t ∈ N1,0, the set
{κd/`i,`i | 1 ≤ i ≤ t} is a basis of Sel(Q, E[p]).

Proof. Applying Theorem 2.1 with F1 = (Fcl)d and F2 = Fcl, we obtain an
exact sequence

0 −! H1
(Fcl)d

(GQ, E[p]) −! Sel(Q, E[p]) −!
⊕
`|d

H1
ur(GQ, E[p])

−! H1
Fdcl

(GQ, E[p])∨ −! Sel(Q, E[p])∨ −! 0.

Lemma 4.4 and Theorem 4.8 show that H1
Fdcl

(GQ, E[p]) = Sel(Q, E[p]), and we

have an isomorphism⊕
`|d

ϕfs
` : Sel(Q, E[p])

∼
−!

⊕
`|d

H1
ur(GQ, E[p])

∼
−! Ftp.

Here t := ν(d). In particular, κd/`i,`i ∈ Sel(Q, E[p]) for any integer 1 ≤ i ≤ t.
Take an integer 1 ≤ i ≤ t. Since H1

F`icl (d/`i)
(GQ, E[p]) ⊂ Sel(Q, E[p]), we have

H1

F`icl (d/`i)
(GQ, E[p]) = H1

F`icl (d/`i)
(GQ, E[p]) ∩H1

Fcl
(GQ, E[p])

= H1
(Fcl)d/`i

(GQ, E[p]).

Since κd/`i,`i ∈ H1
(Fcl)d/`i

(GQ, E[p]), we have ϕfs
`j

(κd/`i,`i) = 0 for any j 6= i.

The δ-minimality of d and Lemma 4.2 imply that ϕfs
`i

(κd/`i,`i) = −δ(κξ,1,0)d 6=
0. This shows that the set {κd/`i,`i | 1 ≤ i ≤ t} is a basis of Sel(Q, E[p]).
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Astérisque 295 (2004), 117–290.

[5] Kim, Chan-Ho; Kim, Myoungil; Sun, Hae-Sang. On the indivisibility of
derived Kato’s Euler systems and the main conjecture for modular forms.
Selecta Math. (N.S.) 26 (2020), no. 2, Paper No. 31, 47 pp.

[6] Kim, Chan-Ho; Nakamura, Kentaro. Remarks on Kato’s Euler systems
for elliptic curves with additive reduction. J. Number Theory 210 (2020),
249–279.

[7] Kim, Chan-Ho. The structure of Selmer groups and the Iwasawa main
conjecture for elliptic curves. Preprint, 2022.
https://arxiv.org/abs/2203.12159.

[8] Kurihara, Masato. On the structure of ideal class groups of CM-fields.
Kazuya Kato’s fiftieth birthday. Doc. Math. 2003, Extra Vol., 539–563.

[9] Kurihara, Masato. Refined Iwasawa theory for p-adic representations and
the structure of Selmer groups, Münster J. Math. 7 (2014), no. 1,
149–223.

[10] Kurihara, Masato. The structure of Selmer groups of elliptic curves and
modular symbols, Iwasawa theory 2012, 317–356. Contrib. Math.
Comput. Sci., 7. Springer, Heidelberg, 2014.

[11] Mazur, Barry; Rubin, Karl. Kolyvagin systems, Mem. Amer. Math. Soc.
799 (2004).

[12] Mazur, Barry; Rubin, Karl. Controlling Selmer groups in the higher core
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