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Random walks on nilpotent groups

driven by measures

supported on powers of generators

Laurent Salo�-Coste and Tianyi Zheng1

Abstract. We study the decay of convolution powers of a large family �S;a of measures on

�nitely generated nilpotent groups. Here, S D .s1; : : : ; sk/ is a generating k-tuple of group

elements and a D .˛1; : : : ; ˛k/ is a k-tuple of reals in the interval .0; 2/. �e symmetric

measure �S;a is supported by S� D ¹sm
i
; 1 � i � k; m 2 Zº and gives probability

proportional to .1Cm/�˛i �1 to s˙m
i

, i D 1; : : : ; k; m 2 N. We determine the behavior of

the probability of return �.n/

S;a
.e/ as n tends to in�nity. �is behavior depends in somewhat

subtle ways on interactions between the k-tuple a and the positions of the generators si

within the lower central series Gj D ŒGj �1; G�, G1 D G.
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1. Introduction

Generating sets play an essential role in the theory of countable groups. �is is

obvious when a group is de�ned by generators and relations or when a group is

de�ned as the subgroup generated by a given �nite subset of elements in a much

larger group. In this context, the larger ambient group serves as a sort of “black

box” that encodes the law of the group.

Given a group G with �nite symmetric generating set A, the simple random

walk on G can be interpreted as a way to randomly explore the group G. Starting

at the identity element e, the position of the walk at time n is the product �1 : : : �n

where theG-valued random variables �i are independent equidistributed with law

given by the uniform probability on the set A. More generally, given a probability

measure � onG, the random walk driven by� corresponds to taking the sequence

.�i / to be i.i.d. with law� and the position at time n has distribution�.n/, the n-fold

convolution product of � with itself. In particular, Pe.�1 : : : �n D e/ D �.n/.e/.

In the case of the simple random walk based on the generating setA,� D jAj�11A.

Not surprisingly, many aspects of the behavior of these random processes are

closely related to the algebraic and geometric property of the underlying groupG.

Harry Kesten introduced this question in his Ph.D. thesis published in 1958. One

of Kesten’s fundamental results states that, for a random walk driven by a symmet-

ric measure with generating support, the probability of return, Pe.�1 : : : �n D e/,

decays exponentially fast if and only the group G is non-amenable. See [16, 15].

1.1. �e measures �S;a. �is is the �rst of a series of papers where we study a

natural family of random walks driven by measures �S;a which are de�ned as fol-

lows. �e letterS represents a �nite generating tuple, i.e., a listS D .s1; s2; : : : ; sk/

of generators (repetitions are permitted). In addition, we are given a k-tuple a of

(extended) positive reals a D .˛1; ˛2; : : : ; ˛k/, ˛i 2 .0;1�. �e measure �S;a

allows long steps along any of the one-parameter group hsi i D ¹sni W n 2 Zº,

1 � i � k. �e probability of such a long step along hsi i is given by a power law

whose exponent ˛i is the i-th entry of the tuple a. Namely, we set,

�S;a.g/ D
1

k

kX

iD1

c.˛i /
X

m2Z

.1C jmj/�˛i �11sm
i
.g/ (1.1)

where

c.˛/�1 D
X

Z

.1C jmj/�˛�1:

We make the somewhat arbitrary convention that if ˛ D 1 then .1Cjmj/�˛�1 D 0

unless m D 0;˙1 in which case .1C jmj/�˛�1 D 1. Note that �S;a is symmetric,
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that is, satis�es �S;a.g
�1/ D �S;a.g/. We can also describe �S;a as the push-

forward of the probability measure �a on the free group Fk on k generators si ,

1 � i � k, which gives probability

�a.s
˙m
i / D k�1c.˛i /.1C jmj/�˛i �1 to s˙m

i :

Indeed, if � is the projection from Fk onto G which sends si to si ,

�S;a.g/ D �a.�
�1.g//:

OnZ, the power laws�˛.˙k/ D c.˛/.1Cjkj/�˛�1 are very natural probability

measures. For ˛ 2 .0; 2/, �˛ can be viewed as a discrete version of the symmetric

stable laws which is the probability distribution on R whose Laplace transform

is e�jyj˛ .

�e main result of this paper, �eorem 1.2 below, describes the behavior of

n 7�! �
.n/
S;a.e/

when G is any given �nitely generated nilpotent group, S is any given �nite gen-

erating tuple of elements of G and the entries of the tuple a are in .0; 2/. What

makes this problem interesting is the interaction between the nature of the long

jumps allowed in the directions of each generators and the non-commutative struc-

ture of the group. As we shall see, the behaviors of the random walks driven by

the measures �S;a capture a wealth of information on the algebraic structure ofG.

Because of the results of [19] – in particular, �eorem 1.9 stated below – the

very precise form of the measure �S;a de�ned at (1.1) is not really essential in

determining the behavior of n 7! �
.n/
S;a.e/. Indeed, any symmetric measure � on

G such that c� � �S;a � C� will satisfy

�.kn/.e/ � K�
.n/
S;a.e/ and �

.kn/
S;a .e/ � K�.n/.e/

for some k;K independent of n.

1.2. �e case of Z
d . In the G D Z, one can apply classical Fourier analysis

techniques or the results from [10] to �nd that if a D .˛i /
k
1 2 .0;1�k and we set

˛ D min¹˛iº and Q̨ D min¹˛; 2º

then

�
.n/
S;a.0/ '

8
<
:
n�1= Q̨ if ˛ ¤ 2,

.n logn/�1=2 if ˛ D 2.
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Here and in the rest of this paper � and ' are used with the following meaning.

For two functions f; g de�ned either over the positive reals or the natural numbers,

we write

f � g

(usually, at 0 or in�nity), if

lim f=g D 1:

We write

f ' g

if there are constants c1 such that

c1f .c2t / � g.t/ � c3f .c4t /

(in a neighborhood of the relevant value, usually 0 or in�nity). We recommend to

restrict the use of ' to cases where one of the two functions f or g is monotone.

In the next simplest case where

� G D Z2 D ¹.x; y/ W x; y 2 Zº,

� S D ¹.1; 0/; .0; 1/º, and

� a D .˛1; ˛2/ 2 .0;1�2,

it is not hard to see that �
.n/
S;a.e/, e D .0; 0/, behaves as follows. Set

Q̨ D min¹˛; 2º;

1

ˇ
D

1

Q̨1
C

1

Q̨2

and


 D #¹i W ˛i D 2º:

(1) If 2 62 ¹˛1; ˛2º, then

�
.n/
S;a.e/ � c.˛1; ˛2/n

�1=ˇp

(2) If 2 2 ¹˛1; ˛2º, then

�
.n/
S;a.e/ ' n�1=ˇ .logn/�
=2:
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We brie�y review what happens when G D Z
d and S D .s1; : : : ; sk/, k � d .

By hypothesis, S is generating. Given a D .˛1; : : : ; ˛k/, we extract from S a

d -tuple † D .�1; : : : ; �d / using the following algorithm. Set †1 D ¹�1 D si1º

where ˛i1 D min¹˛i W 1 � i � kº. For t � 1, if

†t D .�1; : : : ; �t /; �1 D si1 ; : : : ; �t D sit

have been chosen, pick �tC1 D sitC1
in ¹si W 1 � i � kº with the properties

that ˛itC1
D min¹ j̨ W j 62 ¹i1; : : : ; itºº and the rank of the lattice generated by

†tC1 D †t [ ¹�tC1º is (strictly) greater than the rank of the lattice generated

by †t . Note that the �nal d -tuple † might not generates Zd but does generate a

lattice of �nite index in Z
d . Set a.†/ D .˛i1 ; : : : ; ˛id /.

�eorem 1.1. Let G D Z
d . Let S D .si /

k
1 be a generating k-tuple. Let a D

.˛i /
k
1 2 .0;1�k. Let† D .�i /

d
1 and a.†/ be obtained from .S; a/ by the algorithm

described above. Set


 D #¹j 2 ¹1; : : : ; dº W ˛ij D 2º

and

1

ˇ
D

dX

sD1

1

Q̨ is
;

where Q̨ D min¹˛; 2º. �en we have

�
.n/
S;a.e/ ' �

.n/

†;a.†/
.e/ ' n�1=ˇ Œlogn��
=2

With some work, this result can be extracted from [9] which treats a much

larger class of examples. More precisely, Gri�n explains in [9] how to construct

what he call a minimal orthonormal basis (MONB) of R
d adapted to a given

probability distribution (that drives a random walk on R
d but can be supported on

Z
d as in our case). In the general case treated by Gri�n, the choice of the (MONB)

may change with the number of steps n taken by the random walk but in our case,

the (MONB) will stay essentially the same for all n. Indeed, in the case of interest

to us, Gri�n algorithm [9, page 239] to pick the (MONB) is, in a sense, equivalent

to the algorithm described above to pick † and the vector subspace spanned by

the �rst i vectors on the (MNOB) essentially coincides with the vector subspace

spanned by the �rst i generators in †. Further, each vector in the (MONB) comes

equipped with a scaling coe�cient that captures the natural scaling of the random

walk in that particular direction. �ese scaling coe�cients are directly related to

the entries in a.†/. For each entry ˛.�i / of a.†/, the associated scaling coe�cient
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is n�1=˛.�i / if ˛.�i/ 2 .0; 2/, n�1=2 is ˛.�i / > 2 and .n log n/�1=2 if ˛.�i / D 2.

�e computation of these scaling coe�cients (in [9] as well as in what follows)

is directly related to the (directional) truncated second moments associated to the

probability measure driving the random walk in question.

1.3. �e main result in its simplest form. �e goal of this paper is to prove the

following theorem together with more sophisticated assorted results.

�eorem 1.2. Let G be a nilpotent group equipped with a generating k-tuple
S D .si /

k
1 and a D .˛i /

k
1 2 .0;1�k. Assume that the subgroup generated by

¹si W ˛i < 2º is of �nite index in G. �en there exists a real D � 0 depending on
.G; S; a/ such that

�
.n/
S;a.e/ ' n�D :

�is statement suggests further questions including the following three.

� Can we compute D? how does it depends on S , a and G?

� What happen if the subgroup generated by ¹si W ˛i < 2º is not of �nite index

in G?

� What happens on other groups? In particular, how does �eorem 1.2 gener-

alize to �nitely generated groups of polynomial volume growth?

�e �rst question will be answered completely in this paper. Indeed, we would

not be able to prove the above theorem without a detailed understanding of how to

compute the realD. In particular, D belongs to the subring of the reals generated

by the inverses of the ˛i with ˛i < 2. �e exact value of D depends in an intri-

cate and interesting way on (a) the commutator structure of G, (b) the position

of the generators si in the commutator structure of G and (c) the values of the

parameters ˛i . See �eorem 1.8 in the next subsection.

�e second question is rather subtle and will not be completely elucidated in

this paper although some partial results will be obtain in this direction including

what we believe is a sharp upper-bound. See �eorem 4.8. A technically very

challenging goal would be to extend the abelian results of Gri�n [9] in the context

of nilpotent groups.

In its full generality, the third question is too wide ranging to be discussed here

in details. Partial results for various classes of groups (e.g., some classes of solv-

able groups and free groups) will be discussed elsewhere. �e question regarding

groups of polynomial growth is tantalizing but appears surprisingly di�cult to

attack.
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1.4. Why studying the measures �S;a? Since this is a long paper devoted to the

random walks driven by the measures �S;a, the question of why these measures

are interesting should be addressed. �e theory of random walk is about under-

standing how the algebraic structure of the underlying group G and the properties

of the measure driving the random walk interact and are re�ected in the behavior

of the random walk itself. If the measure is symmetric �nitely supported then the

central stage is taken by the algebraic structure ofG (some may prefer to say, its ge-

ometry). Next, suppose that G is equipped with a “norm” k � k (kg�1k D kgk � 0,

kg1g2k � kg1k C kg2k and kgk D 0 only if g D e). �en one may want to under-

stand the behavior of the random walks driven by “radial” measures of the type

�.g/ D 1= .kgk/. See Section 1.7 and �eorem 5.1 for results in this direction. In

this case, the role played by the underlying group structure is very weak and may,

in some cases, disappear entirely. See [1, 2] and the references therein. Further

these radial measures are rather abstract objects. Take for instance the case when

k � k is the word-length j � j associated with a �nite set of generators. If a group

element g is given to us in one way or another, it is rather unlikely we can actu-

ally compute precisely jgj (this, of course, is related to question about (geodesic)

normal forms). Unless we can determine kgk, we just do not know what exactly

�.g/ is. How could we, for example, simulate the random walk driven by �? Even

taken at a rhetorical level, this is a compelling question.

From this point of view, the measures �S;a (and there natural generalizations

based on other classes of one dimensional measures) are among the rare natural

examples of explicitly de�ned probability measures on a group. �e present work

demonstrates how, in the case of nilpotent groups, the behavior of the associated

random walks is determined by a rich interaction between the algebraic structure

of the group and the parameters de�ning �S;a. Further evidence of the interest of

these walks are provided in [24], especially, the proof of �eorem 1.5 in [24].

1.5. Weight systems and the value of D. �e goal of this section is to give the

reader a clear idea of the key ingredients that enter the exact computation of the

real D governing the behavior of �
.n/
S;a.e/ in �eorem 1.2.

Consider S D .s1; : : : ; sk/ as a formal alphabet equipped with a weight system

w which assigns weight wi 2 .0;1/ to the letter si , 1 � i � k. We extend our

alphabet by adjoining to each si its formal inverse s�1
i . Using this alphabet, we

build the set C.S;m/ of all formal commutators of length m by induction on m.

Commutators of length 1 are the letters in S˙1. Commutators of length m are

the formal expression c of the form c D Œc1; c2� where c1; c2 are commutators of

length m1; m2 � 1 with m1 Cm2 D m.
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�e commutators of length 2 are (the ˙1must be understood here as indepen-

dent of each other)

Œs˙1
i ; s˙1

j �; 1 � i; j � k:

�e commutators of length 3 are

ŒŒs˙1
i ; s˙1

j �; s˙1
` �; Œs˙1

i ; Œs˙1
j ; s˙1

` ��; 1 � i; j; ` � k:

For 1 � i1; i2; i3; i4 � k, the commutators of length 4 are

ŒŒŒs˙1
i1
; s˙1
i2
�; s˙1

i3
�; s˙1

i4
�; ŒŒs˙1

i1
; Œs˙1

i2
; s˙1
i3
��; s˙1

i4
�; ŒŒs˙1

i1
; s˙1
i2
�; Œs˙1

i3
; s˙1
i4
��

Œs˙1
i1
; ŒŒs˙1

i2
; s˙1
i3
�; s˙1

i4
��; Œs˙1

i1
; Œs˙1

i2
; Œs˙1

i3
; s˙1
i4
���:

To any formal commutators we can associate its build-word and its group-word.

�e build-word of a commutator c is the word over S that list the entries of c in

order after one removes brackets and ˙1. So, the build-word of

c D ŒŒs˙1
i1
; s˙1
i2
�; Œs˙1

i3
; s˙1
i4
��

is

si1si2si3si4 :

�e group word is the word on S˙1 obtained by applying repeatedly the group

rules

Œc1; c2�
�1 D Œc2; c1� and Œc1; c2� D c�1

1 c�1
2 c1c2:

So the group-word of

c D ŒŒsi ; s
�1
j �; s`�

is

sj s
�1
i s�1

j sis
�1
` s�1

i sj si s
�1
j s`:

De�nition 1.3 (power weight systems). Given a k-tuple .s1; : : : ; sk/ of formal

letters and a k-tuple .w1; : : : ; wk/ of positive reals, de�ne the weight system w on

C.S/ by setting (inductively)

w.c/ D w.c1/C w.c2/ if c D Œc1; c2�:

Let

Nw1 < Nw2 < � � � < Nwj < � � �

be the increasing sequence of the weight values of the weight system w. For

j D 1; 2; : : : , let Cw
j be the set of all commutators c with w.c/ � Nwj .
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Clearly, the weight of a formal commutator is the sum of the weights of the

letters appearing in its build-word. If S D .s1; s2/ and

w1 D 3; w2 D 13=2;

then the weight-value sequence is

Nw1 D 3; Nw2 D 6; Nw3 D 13=2; Nw4 D 9;

Nw5 D 12; Nw6 D 25=2; Nw7 D 13; : : : :

Given a group G generated by a k-tuple S D .s1; : : : ; sk/, any �nite word !

on the alphabet S˙1 has a well de�ned image �G.!/ in G. Similarly, any formal

commutator c on the alphabet S˙1 has an image in G given by its group-word

representation.

De�nition 1.4 (group �ltration associated to w). Let G be a nilpotent group

equipped with a generating k-tuple S D .s1; : : : ; sk/ and a weight system w gen-

erated by .w1; : : : ; wk/ 2 .0;1/k. Set

Gw
j D hCw

j i:

�at is, Gw
j is the subgroup of G generated by the images of all formal commuta-

tors of weight greater or equal to Nwj . Let j� D j�.G; S;w/ be the smallest integer

such that Gw
j�C1 D ¹eº.

Example 1.1. Let G be the discrete Heisenberg group

G D

8
<
:

0
@
1 x z

0 1 y

0 0 1

1
A W x; y; z 2 Z

9
=
; :

Let

s1 D X D

0
@
1 1 0

0 1 0

0 0 1

1
A ;

s2 D Y D

0
@
1 1 0

0 1 0

0 1 1

1
A ;

s3 D Z5 D

0
@
1 0 5

0 1 0

0 0 1

1
A ;
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and

w1 D 1; w2 D 3=2; w3 D 3:

In this case, the increasing sequence Nwj is given by

Nw1 D 1; Nw2 D 3=2; Nw3 D 2; Nw4 D 5=2;

Nw5 D 3; Nw6 D 7=2; : : : ;

and we have

Gw
6 D ¹eº;

Gw
5 D ¹sk3 W k 2 Zº;

Gw
4 D Gw

3 D

8
<
:

0
@
1 0 z

0 1 0

0 0 1

1
A W z 2 Z

9
=
; ;

Gw
2 D

8
<
:

0
@
1 0 z

0 1 y

0 0 1

1
A W y; z 2 Z

9
=
; ;

Gw
1 D G:

Proposition 1.5. Referring to the setting and notation of De�nition 1.4, for all
j D 1; 2 : : : , we have Gw

j � Gw
jC1 and ŒG; Gw

j � � Gw
jC1. In particular,

G D Gw
1 � Gw

2 � � � � � Gw
j � � � � � Gw

j�
� Gw

j�C1 D ¹eº

is a descending normal series with ŒGw
j ; G

w
j � � Gw

jC1.

Proof. Recall that ifX; Y are subsets ofG, ŒX; Y � denotes the subgroup generated

by ¹Œx; y� W x 2 X; y 2 Y º. Recall further that

ŒhXi; hY i� D ŒX; Y �hXihY i

where the right-hand side is the group generated by all conjugates of ŒX; Y � by

elements of the form g D xy, x 2 hXi; y 2 hY i. Since Œf1; fj � 2 Cw
jC1 for all

f1 2 Cw
1 , fj 2 Cw

j and

ŒG; Gw
j � D ŒCw

1 ;C
w
j �
G

it follows that

ŒG; Gw
j � � .Gw

jC1/
G :
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�us a descending induction on j shows that the groups Gw
j are all normal sub-

groups of G and that

ŒG; Gw
j � � Gw

jC1:

Note that it may happen that Gw
j D Gw

jC1 for some values of j , 1 < j < j�.

For instance, it may happen that all formal commutators of a certain weight are

trivial inG. In Example 1.1,Gw
3 D Gw

4 because all commutators of weight Nw3 D 2

are obviously trivial.

De�nition 1.6. Referring to the setting and notation of De�nition 1.4, let

Rw
j D rank.Gw

j =G
w
jC1/

be the torsion free rank of the abelian group Gw
j =G

w
jC1.

By construction, the images of the formal commutators of weight Nwj form a

generating subset ofGw
j =G

w
jC1; j D 1; 2; : : : ; j�: By de�nition, the torsion free

rank of this abelian group is the minimal number of elements needed to generates

Gw
j =G

w
jC1 modulo torsion.

De�nition 1.7. Referring to the setup and notation of De�nition 1.4, set

D.S;w/ D

j�X

1

Nwj rank.Gw
j =G

w
jC1/:

Note thatD.S;w/ depends on the weights values Nwj as well as on the algebraic

relations between elements of S in G (via the rank of the group Gw
j ).

Example 1.1 (continued). In Example 1.1, we have j� D 5,

Gw
5 =G

w
6 D Z; Gw

4 =G
w
5 D Z=5Z; Gw

3 =G
w
4 D ¹0º;

Gw
2 =G

w
3 D Z Gw

1 =G
w
2 D Z:

Hence

rank.Gw
5 =G

w
6 / D 1;

rank.Gw
4 =G

w
5 / D rank.Gw

3 =G
w
4 / D 0;

rank.Gw
2 =G

w
3 / D rank.Gw

1 =G
w
2 / D 1

and

D.S;w/ D 1C 3=2C 3 D 11=2
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since

Nw1 D 1; Nw2 D 3=2; Nw3 D 2; Nw4 D 5=2;

Nw5 D 3; Nw6 D 7=2; : : : :

Example 1.2. Assume that the weight wi are all equal, namely,

wi D v; i D 1; : : : ; k:

�en the weight-value sequence is given by

Nwj D jv

and j� is equal to the nilpotency class of G. In this case, the descending normal

series Gw
j is the lower central series de�ned inductively by

� G1 D G,

� Gj D ŒG; Gj�1�, j � 2,

and

D.S;w/ D vD.G/;

where

D.G/ D

j�X

1

j rank.Gj =GjC1/: (1.2)

�eorem 1.8. Let G be a nilpotent group equipped with a generating k-tuple
S D .si /

k
1 and a D .˛i /

k
1 2 .0;1�k. Assume that the subgroup generated by

¹si W ˛i < 2º is of �nite index in G. Consider the weight system w.a/ D w induced
by setting wi D 1= Q̨ i where Q̨ D min¹2; ˛º. �en

�
.n/
S;a.e/ ' n�D.S;w/

with D.S;w/ as in De�nition 1.7.

Example 1.3. Let G be the discrete Heisenberg group equipped with the gen-

erating triple S D .si /
3
1 has in Example 1.1. Let a D .˛i /

3
1. In this case, the

condition that ¹si W ˛i < 2º generates a subgroup of �nite index is equivalent to

˛1; ˛2 2 .0; 2/. Let w be as de�ned in �eorem 1.8. �en

D.S;w/ D
1

˛1
C

1

˛2
C max

²
1

˛1
C

1

˛2
;
1

˛3

³
:
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1.6. Some background on random walks. Given a �nite symmetric generating

set A, we set

jxjA D inf¹k W x 2 Akº

(since A0 D ¹eº, by convention, jej D 0). �is is called the word-length of x (with

respect to the generating set A). With some abuse of notation, if S D .s1; : : : ; sk/

is a generating k-tuple, we write j � jS for the word-length associated with the

symmetric generating set ¹s˙1
i ; 1 � i � kº. �e volume growth ofG (with respect

to A) is the function

VA.r/ D #¹g W jgjA � rº:

�e '-equivalence class of the function VA is independent of the choice of A. It

is a group invariant called the growth function of G.

We say that a probability measure � is symmetric if

L� D �

where
L�.x/ D �.x�1/; x 2 G:

�e Dirichlet form associated with � is the quadratic form

E�.f; f / D
1

2

X

x;y2G

jf .xy/ � f .x/j2�.y/:

�is form is fundamental in the study of random walks because of the following

basic result.

�eorem 1.9 ([19]). Assume that �;  are two symmetric probability measures on
a countable group G. If E� � CE then

 .2kn/.e/ � 2�.2n/.e/C 2e�2kn; k D ŒC �C 2:

�is theorem will be use extensively in the present paper. In [19], it is used to

prove that the long time asymptotic behavior of the probability of return is roughly

the same for all random walks driven by symmetric measures with generating

support and �nite second moment.

�eorem 1.10 ([19]). Assume that � is a symmetric probability measure on a
�nitely generated group G with �nite symmetric generating set A. Let uA be the
uniform probability measure on A. If � satis�es

X

g2G

jgj2A�.g/ < 1 (1.3)
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then there are constants k; C such that

u
.2kn/
A .e/ � C�.2n/.e/:

Further, if � satis�es (1.3) and � > 0 on a �nite generating set then

�.2n/.e/ ' u
.2n/
A .e/:

�is theorem implies that, if A and B are two symmetric �nite generating sets

of the group G, we have u
.2n/
A .e/ ' u

.2n/
B .e/. Further, for any symmetric � with

�nite second moment and generating support, �.2n/.e/ ' u
.n/
A .e/. In this sense,

the equivalence class of the function n 7! u
.2n/
A .e/ under the equivalence relation

' is a group invariant. �is group invariant, which we denote by ˆG , i.e.,

ˆG.n/ ' u
.2n/
A .e/; (1.4)

has been studied extensively ([19] shows that ˆG is invariant under quasi-isome-

tries). In particular,

ˆG.n/ '

8
ˆ̂̂
<
ˆ̂̂
:

n�D=2 if G has volume growth V.r/ ' rD;

exp.�n1=3/ if G is polycyclic with exponential volume growth;

exp.�n/ if G is non-amenable.

Nilpotent groups belong to the �rst category and haveD D D.G/ given explicitly

by (1.2). Many other behaviors beyond the three mentioned above are known to

occurs and their are many groups for which ˆG is unknown. See, e.g., [22, 23]

and the references therein.

To explain how �eorem 1.10 applies to the measures �S;a de�ned at (1.1),

we need the following de�nition.

De�nition 1.11. Let G be a nilpotent group with descending lower central se-

ries Gj . �e commutator length `.g/ of an element g of G is the supremum of

the integers ` such that gm 2 G` for some integer m. In particular, by de�nition,

torsion elements have in�nite commutator length.

Corollary 1.12. On any �nitely generated group G equipped with a generating
k-tuple S , we have

�
.n/
S;a.e/ ' ˆG.n/ ' n�D.G/=2

for all k-tuple a D .˛1; : : : ; ˛k/ such that ˛i`.si / > 2 for all i D 1; : : : ; k:
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Proof. It is well known that for any �xed g 2 G, we have jgnjS ' n1=`.g/ (see also

Proposition 2.17 where a more general version of this fact is proved). It follows

that, as long as the k-tuple a satis�es the condition stated in the corollary, �S;a

has �nite second moment. Hence, �eorem 1.10 implies �
.n/
S;a.e/ ' ˆG.n/ as

desired.

As a consequence of the more detailed results proved in this paper, we can state

the following complementary result.

�eorem 1.13. Let G be a nilpotent group equipped with a generating k-tuple S .
Let a 2 .0;1�k. If there exists i 2 ¹1; : : : ; kº such that .˛i ; `.si // D .2; 1/ or
˛i`.si / < 2 then we have

lim
n!1

ŒnD.G/=2�
.n/
S;a.e/� D 0: (1.5)

Regarding (1.5), we conjecture but are not able to prove that the su�cient con-

dition provided by �eorem 1.13 is also necessary. See �eorems 5.11–5.12.

1.7. Radial stable laws. Let G be a �nitely generated group with symmetric

�nite generating set A. Set Bm D ¹g W jgjA � mº. De�ne the radially symmetric

“stable law” on G with index ˛ 2 .0; 2/ to be probability measure

�˛.g/ D c˛

1X

mD0

.1Cm/�˛�1 1Bm
.g/

VA.m/
; c�1

˛ D
1X

0

.1Cm/�˛�1

Note that �˛ is well de�ned for all ˛ > 0 and that

X

g

jgjˇA�˛.g/ < 1 for all 0 < ˇ < ˛ < 1:

It is observed in [20, 21, 27] that

VA.n/ � cnD; for all n H) �.n/˛ .e/ � Cn�D=˛; for all n:

In addition, by [13, 4], for a given group G and for some/any ˛ ¤ 2,

VA.n/ ' cnD () �.n/˛ .e/ ' Cn�D= Q̨ ; Q̨ D min¹2; ˛º: (1.6)

In fact, if we assume that the group G has polynomial volume growth V.n/ ' nD

then

�˛.g/ ' .1C jgjA/
�D�˛:
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Further, it follows from [13] that, for any ˛ 2 .0; 2/, there are constants c1.˛/; c2.˛/

such that

c1.˛/�˛ � �˛ � c2.˛/�˛

where �˛ denotes the measure that is ˛-subordinated to uA in the sense of ([5]),

that is,

�˛ D
1X

1

�.n � ˛/

�.1 � ˛/�.nC 1/
u
.n/
A :

Moreover, for any ˛ 2 .0; 2/,

�.n/˛ .e/ ' �.n/˛ .e/ ' n�D=˛ for all n 2 N:

In [24], motivated by applications given below, the authors prove the following

complementary statement regarding the behavior of �2.

Proposition 1.14 (Special case of [24, �eorem 1.5]). Assume that G has polyno-
mial volume growth VS .n/ ' nD . �en we have

�
.n/
2 .e/ ' .n log n/�D=2:

�e lower bounds on �
.n/
S;a.e/ obtained in this paper are proved by establish-

ing Dirichlet form comparisons involving appropriate generalization of the above

radially symmetric stable measures and using �eorem 1.9.

1.8. Background on nilpotent groups. �e classical setting for the study of ran-

dom walks is the lattice Z
d . See [25]. Since this work is concerned with random

walks on nilpotent groups, we brie�y discuss some of the similarities and dif-

ferences between the lattice Z
d and �nitely generated nilpotent groups. We also

describe three basic examples.

�e most fundamental similarity between a �nitely generated nilpotent group

G and the lattice Z
d is that, assuming that G is torsion free, there exists a real

nilpotent Lie group G such that G can be identi�ed with a discrete subgroup of G

with compact quotient G=G. In other words, G is a (co-compact) lattice in G in

exactly the same way that Zd is a lattice in R
d (except that the quotient is not a

group, in general). �is is a fundamental result of Malcev. See, e.g., Philip Hall

famous notes [12]. However, simply connected real nilpotent Lie groups and their

lattices are classi�ed only in very small dimensions. See [8]. For instance, there

are essentially 5 distinct “irreducible” simply connected real nilpotent Lie groups

of dimension 5. In dimension 6, there are 34. In high dimension, the classi�cation

is unknown and there are continuously many di�erent isomorphic classes.
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From a technical viewpoint, the study of random walks on abelian groups is

mostly based on the use of the Fourier transform (see [25]). Although the rep-

resentation theory of (real) nilpotent Lie groups is well developed, it has proved

very hard to use this theory to study random walks (except in some very particular

cases). For these reasons, the study of random walks on nilpotent groups is often

based on techniques that are rather di�erent from the classical techniques used in

the abelian case. �is is certainly the case for the present work.

Example 1.4. Let U.d/ be the group of all upper triangular d � d matrices over

Z with diagonal entries equal to 1. �is group is a lattice in the nilpotent real Lie

group U.d/ of all upper triangular d � d matrices over the reals with diagonal

entries equal to 1. Let Ei;j , 1 � i < j � d , be the matrix in U.d/ with all non-

diagonal entries equal to 0 except for the entry in the i-th row and j -th column

which equals 1. �ese elements are related by

Ei;jE`;m D ıj;`Ei;m:

Further,

Ei;j D ŒEi;iC1; ŒEiC1;iC2; : : : ; ŒEj�2;j�1; Ej�1;j � � � � ��:

In particular, the .d � 1/-tuple S D .Ei;iC1/
d�1
1 is generating. For any m D

1; : : : ; d � 1, the elements ¹Ei;iCm W 1 � i � d �mº can be expressed as commu-

tators of length m on S˙1 and form a minimal generating set for the subgroup

U.d/m D ŒU.d/; U.d/m�1�

in the lower central series of U.d/. �e nilpotency class of U.d/ is d � 1, that is,

any commutator of length greater than d � 1 equals the identity in U.d/.

Any matrix M D .mi;j / in U.d/ can (obviously) be written uniquely (order

matters!)

M D
d�1Y

kD1

� k�1Y

iD0

E
mk�i;d�i

k�i;d�i

�

where the mi;j are simply the entry of the matrix M . Much less trivially, there is

also a unique expression of the form

M D
d�1Y

kD1

� d�1Y

iDk

E
m0

i�kC1;iC1

i�kC1;iC1

�

where .m0
i;j /1�i<j�n is obtained from .mi;j /1�i<j�n by a polynomial bijective

transformation with polynomial inverse.
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Since A D ¹E˙1
i;iC1; 1 � i � d � 1º generates U.d/, it is of great interest to

describe the word length jM jA of a matrix M 2 U.d/ in terms of the coordinate

systems .mi;j /1�i<j�d and .m0
i;j /1�i<j�d . �e answer is essentially the same in

both cases, namely,

jM jA '
X

1�i<j�d

jmi;j j1=jj�i j '
X

1�i<j�d

jm0
i;j j1=jj�i j:

�is well known (but non-trivial) result is the key to the volume growth estimate

VU.d/;A.r/ ' rD.U.d//; D.U.d// D
d�1X

iD1

i.d � i/

and to the assorted random walk result (see, e.g., [28]) ˆU.d/.n/ ' n�D.U.d//=2:

If we set

S D .si D Ei;iC1/
d�1
1 ;

then for any a D .˛i /
d�1
1 2 .0; 2/d�1 our main result yields

�
.n/
S;a.e/ ' n�D; D D

X

1�i<j�d

j�1X

mDi

1

˛m
:

Example 1.5. �e free nilpotent group of nilpotency class ` on k generators ,

N.k; `/, can be de�ned as the quotient of the free group on k generators by the

normal subgroup generated by the images of all formal commutators of length

greater than `. �is group has the (universal) property that it covers any k gen-

erated nilpotent group G of nilpotency class ` with a covering homomorphism

sending the canonical generating k-tuple of N.k; `/ to the given generating k-

tuple of G.

Marshal Hall gave a description of N.k; `/ in terms of the so-called “basic

commutators”. See [11, Chapter 11]. Let .s1; : : : ; sk/ be the canonical generators of

N.k; `/. De�ne the ordered set of all basic commutators c1 < � � � < ct using the

following inductive procedure.

(1) s1; : : : ; sk are the basic commutators of length 1 and s1 < s2 < � � � < sk by

de�nition;

(2) for eachm the basic commutators of lengthm are all commutators of the form

c D Œc0; c00� with c0; c00 basic commutators of length m0; m00 with m0 Cm00 D

m such that c0 > c00 and, if c0 D Œd 0; d 00� (d; d 0 basic commutators) then

c00 � d 00;

(3) commutators of length m come after commutators of length m � 1 and are

ordered arbitrary with respect to each other.
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By a theorem of Witt (e.g., [11, �eorem 11.2.2]), the number of basic commu-

tators of length m on k generators is

Mk.m/ D m�1
X

d jm

�.d/km=d ;

where � denotes the classical Möbius function. M. Hall proved that the basic

commutators of length m form a basis of the abelian group N.k; `/m=N.k; `/mC1

for 1 � m � ` and that any element g of N.k; `/ can be written uniquely

g D
tY

1

c
xi

i ; xi 2 Z:

Moreover, the length of g with respect to the generating set A D ¹s˙1
i º satis�es

jgjA '

tX

1

jxi j
1=mi ;

where mi is the commutator length of ci . �is gives the volume growth estimate

VA.r/ ' rD.N.k;`//; D.N.k; `// D
X̀

mD1

mMk.m/ D
X̀

mD1

X

d jm

�.d/km=d

and the assorted random walk estimate ˆN.k;`/.n/ ' n�D.N.k;`//=2:

In this case, the main result of the present work, together with Witt’s theorem

(e.g., [11, �eorem 11.2.2]), gives that for any k-tuple a D .˛i /
k
1 2 .0; 2/k, we have

�
.n/
S;a.e/ ' n�D

where

D D
X̀

mD1

X

.m1;:::;mk/`m

1

m

� kX

1

mi

˛i

� X

d jm1;:::;mk

�.d/

 
m=d

m1=d; � � � ; mk=d

!
:

Example 1.6. Let G be the group

G D hu1; : : : ; u`; t jŒui ; uj � D 1I Œui ; t � D uiC1; i < `I Œu`; t � D 1i

de�ned by generators and relations. �is group is nilpotent of nilpotency class `

and it is generated by S D .s1 D u1; s2 D t / with Gm generated by ¹ui W i � mº.
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In this case, we have

ˆG.n/ ' n�D.G/=2;

with

D.G/ D 1C `.`C 1/=2:

If we let a D .˛1; ˛2/ 2 .0; 2/2, our main result yields �
.n/
S;a.e/ ' n�D with

D D
`

˛1
C
1C .` � 1/`=2

˛2
:

In any of the above examples, we can also consider other choices of generating

tuples. For instance, in the current example, we can �x j 2 ¹1; : : : ; ` � 1º and

consider the generating 3-tuple Sj D .s1 D u1; s2 D t; s3 D ujC1/ with a0 D

.˛0
1; ˛

0
2; ˛

0
3/ 2 .0; 2/3. In this case, our main result yields

�
.n/
Sj ;a

0.e/ ' n�D

with

D D

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

`

˛0
1

C
1C .`� 1/`=2

˛0
2

if
1

˛0
3

�
1

˛0
1

C
j

˛0
2

;

j

˛0
1

C
1C .j � 1/j=2

˛0
2

C
` � j

˛0
3

C
.`� j � 1/.` � j /=2

˛0
2

if
1

˛0
3

>
1

˛0
1

C
j

˛0
2

:

2. Quasi-norms and approximate coordinates

�is section describes results of an algebraic and geometric nature that play a key

role in our study to the random walks driven by the measures �S;a de�ned at (1.1).

One of the basic idea in the study of simple random walks on groups (i.e., the

collection of random walks driven by the uniform probability measures uA where

A is a �nite symmetric generating set) is that the notion of “volume growth” of

the group leads to basic upper bounds on u
.2n/
A .e/: the faster the volume growth,

the faster the decay of the probability of return. In the case of nilpotent group, this

heuristic leads to sharp bounds. Indeed, for any given D � 0, VA.n/ ' nD if and

only if u
.2n/
A .e/ ' n�D=2. See [28].
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�e estimates of �
.n/
S;a.e/ obtained in this work are based on a similar heuristic

which requires us to de�ne appropriate geometries associated with the di�erent

choices of S and a. �is section de�nes these geometries and develop the needed

key results.

2.1. Weight systems and weight-functions systems. We refer the reader to sub-

section 1.5 for notation regarding words and formal commutators over a �nite al-

phabet S˙1, S D .s1; : : : ; sk/.

De�nition 2.1 (multidimensional weight system). Given a k-tuple .w1; : : : ; wk/

with

wi 2 .0;1/ � R
d�1; 1 � i � k;

let w be the weight system

w W C.S/ 3 c 7�! w.c/ 2 .0;1/ � R
d�1

on the set C.S/ of all formal commutators on S˙1 de�ned by

w.s˙1
i / D wi

and

w.c/ D w.c1/C w.c2/;

if c D Œc1; c2�. Let

Nw1 < Nw2 < � � � < Nwj < � � �

be the ordered sequence of the values w.c/ when c runs over all formal commu-

tators and .0;1/� R
d�1 is given the usual lexicographic order.

Note that we always have w.Œc1; c2�/ > max¹w.c1/; w.c2/º.

De�nition 2.2. For each j D 1; : : : , let Cj .S/ be the set of all formal commutators

of weight at least Nwj . If G is a group generated by a k-tuple S D .s1; : : : ; sk/,

let

Gw
j D hCj .S/i

be the subgroup of G generated by the image in G of Cj .S/. Assuming that G is

nilpotent, let j� D j�.w/ be the smallest integer such that

Gw
j�C1 D ¹eº:
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�e proof of the following proposition is the same as that of Proposition 1.5.

Proposition 2.3. Referring to the setting and notation of De�nition 2.2, assume
that G is nilpotent. �en, for all j D 1; 2 : : : , we haveGw

j � Gw
jC1 and ŒG; Gw

j � �

Gw
jC1. In particular,

G D Gw
1 � Gw

2 � � � � � Gw
j � � � � � Gw

j�
� Gw

j�C1 D ¹eº

is a descending normal series with ŒGw
j ; G

w
j � � Gw

jC1. We let Rw
j be the torsion

free rank of the abelian group Gw
j =G

w
jC1.

De�nition 2.4 (Weight-function system). Given increasing functions

Fi W Œ1;1/ �! Œ1;1/;

we de�ne the weight-function system F to be the collection of functions

Fc W Œ1;1/ �! Œ1;1/; c 2 C.S/;

by setting inductively

F
s˙1

i

D Fi ; 1 � i � k;

and

Fc D Fc1
Fc2

if c D Œc1; c2�:

Remark 2.5. According to De�nitions 2.1-2.4, if the build-sequence of the com-

mutators c of length ` is .u1; : : : ; u`/ 2 S` then

w.c/ D
X̀

1

wi ; Fc.r/ D
Ỳ

1

Fi .r/:

Remark 2.6. A key collection of examples of weight systems are the (one-di-

mensional) power-weight systems introduced in 1.3 where wi 2 .0;1/. Such a

weight system is naturally associated with the weight-function system of power

functions where Fi .r/ D rwi . In the context of the study of the random walks

driven by the measures �S;a, these power weight systems and associated power

function systems are relevant to the case when a D .˛i /
k
1 2 .0; 2/k.

Example 2.1. In order to study the measures �S;a with tuples a with j̨ D 2 for

some j , it is necessary to introduce weight functions of the type r2 log r . To allow

for such functions, one can consider the two-dimensional weight systems built on

wi D .ui ; vi/ with ui > 0 and vi 2 R; 1 � i � k:
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In this case a natural compatible weight-function system would be

Fi .r/ D rui Œlog.e C r/�vi ; 1 � i � k:

Example 2.2. When dealing with more general measures than �S;a, it makes

sense to consider multiparameter weight functions such that

fv1;v2;v3
.r/ D rv1Œlog.eCr/�v2Œlog.eC log.eCr//�v3; v1 2 .0;1/; v2; v3 2 R;

together with the natural associated lexicographical order on the parameter space

.v1; v2; v3/.

Example 2.3. �e functions considered in the previous example are special case

of regularly varying functions. Recall that a slowly varying function (at in�nity)

is a positive measurable function ` W .0;1/ ! .0;1/ such that, for any � > 0,

`.�x/=`.x/ ! 1 as x tends to in�nity. A regularly varying function of index ˛ 2 R

is a function of the type t 7! t˛`.t/where ` is slowly varying. We refer the reader

to the classical treaty [6] for details on the basic de�nitions and the many classical

properties and techniques related to the notion of regular variation. Functions

of regular variation appear in our context in several di�erent ways including via

natural generalizations of the de�nition of �S;a at (1.1).

In what follows we will mostly use weight-function systems F such that there

exists C � 1 such that

2Fi .r/ � Fi .C r/; Fi .2r/ � CFi .r/ for all i 2 ¹1; : : : ; kº; r � 1: (2.1)

Further, we will often make the assumption that we are given a weight system w

and a weight-function system F that are compatible in the sense that there exists

C � 1 such that

w.c/ � w.c0/ for all c, c’ () Fc.r/ � CFc0.r/ for all r: (2.2)

Note that under these two hypotheses, w.c/ D w.c0/ is equivalent to Fc ' Fc0 .

In this case, except for notational convenience, it is obviously somewhat redundant

to use both w and F since they contain more or less the same information.

De�nition 2.7. Referring to the setting and notation introduced above, assume

that the weight-function system F and the weight system w satisfy (2.1) and (2.2).

For any j D 1; : : : ; j�, let Fj be a function such that for any commutator c with

w.c/ D Nwj , we have

Fj ' Fc :

(�e function Fj corresponding to commutators c with w.c/ D Nwj should not be

confused Fi D Fsi ).
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In the following de�nition, given a �nite tuple † of elements of a nilpotent

group G, we let�.†/ be the set of all �nite words with formal letters in†[†�1.

For ! 2 �.†/, we write �.!/ to denote the corresponding element of G. For

! 2 �.†/ and � 2 †, let deg� .!/ is the number of occurrences of �˙1 in !.

De�nition 2.8. Let G be a nilpotent group generated by S D .s1; : : : ; sk/.

Let w;F be a weight system and associated weight function system on a gener-

ating k-tuple S which satisfy (2.1) and (2.2). For any tuple† of elements in C.S/,

set

F† D Fc

where w.c/ D min¹w.�/ W � 2 †º. For g ¤ e, set

kgk†;F D min¹r � 1 W there exists ! 2 �.†/ such that

g D �.!/ and

degc.!/ � Fc ı F�1
† .r/ for all c 2 †º:

By convention, kek†;F D 0. Set also

Q.†;F; r/D ¹g 2 G W F�1
† .kgk†;F/ � rº:

Further, when S and w;F are �xed, set

kgkcom D kgkF;com D kgkC.S/;F; kgkgen D kgkF;gen D kgkS;F

and

Qcom.r/ D Q.C.S/;F; r/; Qgen.r/ D Q.S;F; r/:

Note that FS D FC.S/.

According to this de�nition an element g 2 G has norm kgkS;F less or equal

to r if and only if we can �nd a word ! in the generators and their inverses that

represents g 2 G and satis�es the size condition

max
1�i�k

¹FS .F
�1
i .degsi .!///º � r:

Remark 2.9. If † generates G then k � k†;F is a quasi-norm on G (see 5.1 below

for a precise de�nition). It is a norm on G (i.e., satis�es the triangle inequality) if

each of the functions ¹Fc ı F �1
† , c 2 †º, de�ned on Œ1;1/ can be extended to a

convex function on Œ0;1/ that vanishes at 0.
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Example 2.4. �e simplest example is when the weight system w is one dimen-

sional, generated by w.si / D wi 2 Œ2;1/, and the associated weight function

system F is generated by Fi .r/ D rwi . In this case, it will sometimes be conve-

nient to write k � kS;w for k � kS;F (resp. k � k†;w for k � k†;F).

Example 2.5. For further illustration, consider the groups Z
3 equipped with its

natural generating 3-tuple S D .si /
3
1 and the discrete Heisenberg group (see Ex-

ample 1.1) equipped with the generating 3-tuple S D .s1 D X; s2 D Y; s3 D Z/

where X is the matrix with x D 1; y D z D 0 and Y;Z are de�ned similarly. Set

F1.r/ D r3=2, F2.r/ D r2 log.eC r/, F3.r/ D r
 , 
 > 3=2, and let F be the asso-

ciated weight-function system (we let the reader de�ne the natural 2-dimensional

weight system w that is compatible with F).

On Z
3, it is clear from the de�nition that

k.x; y; z/kF;gen ' max

²
jxj;

jyj3=4

log.e C jyj/3=4
; jzj3=.2
/

³
:

On the Heisenberg group, it is not immediately obvious how to compute the

k � kF;gen-norm of the element

gx;y;z D

0
@
1 x z

0 1 y

0 0 1

1
A :

�eorem 2.10 below (and the fact that the matrix representation of gx;y;z is unique)

leads to the conclusion that

kgx;y;zkF;gen ' max

²
jxj;

jyj3=4

log.e C jyj/3=4
; jzj3=.2
/

³
if 
 > 7=2

and

kgx;y;zkF;gen ' max

²
jxj;

jyj3=4

log.e C jyj/3=4
;

jzj3=7

Œlog.e C jzj/�3=7

³
if 3=2 � 
 � 7=2:

One can check (without much trouble) that k � kF;gen satis�es the triangle

inequality in this case (on either Z or the Heisenberg group). We shall see that

this choice of weight-function system is relevant to the study of the probability

measure � on G such that

�.sni / is proportional to
1

1C jnjF �1
i .jnj/

; n 2 Z:

We will use this example to illustrate some of our main results in the rest of the

paper.
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�e following theorem contains some of the key geometric results we will need

to study the walk driven by measures of the type�S;a. We say that a �nite subsetB

of a �nitely generated abelian groupA is free ifB is a basis of a free Z-submodule

of A.

�eorem 2.10 (w-F -adapted coordinates). Let G be a nilpotent group equipped
with a generating k-tuple S D .s1; : : : ; sk/. Let w, F be weight and weight-
function systems on S satisfying (2.1) and (2.2). Let Rw

j be as in De�nition 1.6.

Let † D .c1; : : : ; ct / be a tuple of formal commutators in C.S/ with non-
decreasing weights w.c1/ � � � � � w.ct /. Let mj , j D 0; : : : ; j� be de�ned by

¹ci W w.ci/ D Nwj º D ¹ci W mj�1 < i � mj º:

Assume that (the image of) ¹ci W w.ci / D Nwj º generatesGw
j moduloGw

jC1 and that
¹ci W mj�1 < i � mj�1 CRw

j º is free in Gw
j =G

w
jC1. �en the following properties

hold.

� �ere exists a constant C D C.G; S;F/ such that for any r � 1, if g 2 G can
be expressed as a word ! over C.S/ with degc.!/ � Fc.r/ for all c 2 C.S/

then g can be expressed in the form

g D
tY

iD1

c
xi

i with jxi j � C �

8
<
:

Fj .r/ if mj�1 C 1 � i � Rw
j ;

1 if Rw
j C 1 � i � mj :

� �ere exist an integer p D p.G; S;F/, a constant C D C.G; S;F/ and a
sequence .i1; : : : ; ip/ 2 ¹1; : : : ; kºp such that if g can be expressed as a word
! over C.S/ with degc.!/ � Fc.r/ for some r � 1 and all c 2 C.S/ then g
can be expressed in the form

g D

pY

jD1

s
xj

ij
with jxj j � CFij .r/:

�is important theorem will be proved in the last section of this article. See

also �eorem A.22 for an additional improvement of the the last statement of

�eorem 2.10. Note that in the decomposition g D
Qp
jD1 s

xj

ij
, the sequence .ij /

p
1

is independent of the group element g.

�e proof of the following simple corollary is omitted.
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Corollary 2.11. Referring to De�nition 2.8, the quasi-norms k � kcom and k � kgen

de�ned on G satisfy
k � kgen ' k � kcom over G:

Further, referring to the t -tuple † D .c1; : : : ; ct / of �eorem 2.10, we have

F �1
† .k � k†;F/ ' F�1

S .k � kcom/ over G:

Remark 2.12. In the case when the generators si are given equal weight-functions,

i.e., Fi D Fj , 1 � i � j � k, the quasi-norms k � kS;F; k � k†;F and k � kC.S/;F are

all comparable to the usual word-norm j � jS .

2.2. Norm equivalences. In this section, we brie�y discuss how changing weight

functions a�ect the quasi-norms k � kcom and k � kgen introduced in De�nition 2.8.

De�nition 2.13. LetG be a countable nilpotent group equipped with a generating

k-tuple S D .s1; : : : ; sk/ and a (possibly multidimensional) weight system w as

above. For each g 2 G, let

jw.g/ D max¹j W there exists u 2 N such that gu 2 Gw
j º:

Let core.w; S/ be the sub-sequence of S obtained by keeping only those si such

that w.si/ D Nwjw.s/:

By construction, we always have w.s/ � Nwjw.s/. �ose generators s 2 S with

w.s/ < Nwj.s/ are, in some sense, ine�cient. �e following proposition makes this

precise and motivates this de�nition.

Proposition 2.14. Any formal commutator c 2 C.S/ whose image in G is free
in Gw

j =G
w
jC1 must only use letters in core.w; S/. In particular, referring to the

sequence of commutators c1; : : : ; ct in �eorem 2.10, any formal commutator ci
with i 2 mj�1 C 1; : : : ; mj�1 CRw

j must only use letters in core.w; S/.

Proof. Assume that the image of c is in the torsion free part of Gw
j =G

w
jC1 and

involves s … core.S/, say c D Œc0; Œs; c00��. �en there exists u 2 N such that

su 2 Gw
j.s/

with Nwj.s/ > w.s/ (where we write j.s/ D jw.s/). From the linearity

of brackets, we have

cu � Œc0; Œsu; c00�� mod Gw
jC1

while Œc0; Œsu; c00�� 2 Gw
jC1 since su 2 Gw

j.s/
with Nwj.s/ > w.s/: �erefore

cu � 0 mod Gw
jC1:

�is contradicts the assumption that c is free in Gw
j =G

w
jC1. �e proposition fol-

lows.
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De�nition 2.15. Let G be a countable nilpotent group equipped with a generat-

ing k-tuple S D .s1; : : : ; sk/ and a (possibly multidimensional) weight system w

as above. Let † D .c1; : : : ; ct / be a sequence of formal commutators as in �e-

orem 2.10. Let core.w; S; †/ be the sub-sequence of S of those letters sı that

appear in the build-sequence of one or more of the formal commutators ci 2 †

with i 2 [qC1
jD1¹mj�1 C 1; : : : ; mj�1 CRw

j º.

Remark 2.16. Proposition 2.14 shows that, for any sequence † of formal com-

mutators as in �eorem 2.10, we have

core.w; S; †/ � core.w; S/:

In what follows, given two tuples S D ¹s1; : : : ; sk/, ‚ D .�1; : : : ; ��/ of ele-

ments of G (possibly of di�erent length k; �), we write S � ‚ if there is a one to

one map J W ¹1; : : : ; kº ! ¹1; : : : ; �º such that sJ.i/ D �i in G. �is applies, for

instance, to the “inclusion” core.w; S; †/ � core.w; S/ in the previous remark.

Abusing notation, we will sometimes use the same letter s to denote an element

of S and the associated element in ‚.

Proposition 2.17. Referring to the setting and notation of �eorem 2.10, for each
g 2 G either G is a torsion element and kgnkcom ' 1 for all n or

kgnkcom ' FS ı F�1
j .n/ where j D jw.g/: (2.3)

Proof. �e upper bound is very easy. Let � be such that g� 2 Gw
j , j D jw.g/.

Since g� is inGw
j it can be written as word ! using formal commutators of weight

at least Nwj . Hence, g�n can be written as a word !n, namely, ! repeated n times.

Obviously, if w.c/ � Nwj , degc.!n/ � degc.!/n. By de�nition, this implies

kg�nkcom � CFS ıF�1
j .n/. �e estimate kgnkcom � C 0FS ıF�1

j .n/ easily follows.

�e lower bound is more involved. Using �eorem 2.10, it su�ces to show that

any writing of g�n as a product

g�n D
tY

1

c
xi

i with jxi j � C for i 2
[

h

¹mh�1 CRw
h C 1; : : : ; mhº (2.4)

must have maxi2¹mj �1C1;:::;mj �1CRw

j
º¹jxi jº � cn. First, we claim that there exists

a constant T (independent of g but depending on the structure ofG, S , the weight

system w and the constant C appearing in the above displayed equation) such that

for any n and any writing of g�n as above we have

jxi j � T for all i � mh�1; h � j: (2.5)
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�e proof is by induction on h � j . �ere is nothing to prove for h D 1. Assume

that h C 1 � j and that we have proved that jxi j � T for all i � mh�1. Since

g� ; g�n 2 Gw
h

, the product � D
Qmh�1

1 c
xi

i is in Gw
h

. Since jxi j � T , i � mh�1,

� D
Q
i>mh�1

c
zi

i with jzi j � T 0 where T 0 depends only on G; S;w; T but not on

g; n. Computing in Gw
h

modulo Gw
hC1

, we have

g�n D

mhY

mh�1C1

c
xi Czi

i D e mod Gw
hC1:

�e last equality holds because g�n 2 Gw
h

and hC 1 � j . Since

¹cmh�1C1; : : : ; cmh�1CRw

h
º

is free inGw
h
=Gw

hC1
and supi jzi j � T 0, sup¹jxi j W mh�1CRw

h
C1 � i � mhº � C ,

there is a constant T 00 depending only on G; S;w; C and T 0 such that jxi j � T 00

for i 2 ¹mh�1 C 1; : : : ; mh�1 CRw
h

º. �is proves (2.5).

On the one hand, since j is the largest integer such that gu 2 Gw
j for some u,

it follows that for any n we can write

g�n D

mjY

iDmj �1C1

c
yi

i mod Gw
jC1 with

mj �1CRw

jX

iDmj �1C1

jyi j � cn

and

max¹jyi j W mj�1 CRw
j C 1 � i � mj º � C 0:

On the other hand, since any writing of g�n as in (2.4) satis�es (2.5), the same

reasoning as in the induction step for (2.5) gives

g�n D

mjY

mj �1C1

c
yi �xi �zi

i D e mod Gw
jC1

with jzi j � T . Since ¹ci W mj�1 C 1 � i � mj�1 C Rw
j º is free, the facts that

mj �1CRw

jX

iDmj �1C1

jyi j � cn; max¹jyi j W mj�1 CRw
j C 1 � i � mj º � C 0

and jzi j � T together imply that

mj �1CRw

jX

iDmj �1C1

jxi j � c0n:

Hence, kg�nkcom ' FS ı F�1
j .n/.
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�eorem 2.18. Let G be a countable nilpotent group equipped with two gener-
ating tuples S; S 0 and associated multidimensional weight systems w;w0 as well
as weight function systems F;F0 satisfying (2.1) and (2.2). By de�nition, FS and
F 0
S 0 are the weight functions associated with the smallest weights in w and w0,

respectively. Let † D .c1; : : : ; ct / be a sequence of formal commutators as in
�eorem 2.10 applied to .S;w;F/.

(1) Assume that S 0 � core.w; S; †/ and F 0
s � Fs for all s 2 core.w; S; †/. �en

.F 0
S 0/

�1.kgkS 0;F0/ � CF�1
S .kgkS;F/; for all g 2 G:

(2) Assume that, for all s 2 S 0, F 0
s � Fjw.s/. �en

.F 0
S 0/

�1.kgkS 0;F0/ � cF �1
S .kgkS;F/; for all g 2 G:

Proof. To prove the �rst statement, referring to the notation used in �eorem 2.10,

Set

I1 D [j ¹mj�1 C 1; : : : ; mj�1 CRw
j º; I2 D ¹1; : : : ; tº n I1

and recall that any any g 2 G can be written as

g D

tY

1

c
xi

i ; jxi j � C

8
<
:
Fci
.F�1
S .kgkcom// if i 2 I1;

1 if i 2 I2:

By hypothesis, F 0
ci

� Fci
for i 2 I1. Further, each ci , i 2 I2, is a product of

elements in S 0. Hence, we obtain an expression for g as a word ! on formal

commutators on S 0 with

degc.!/ � CF 0
c.F

�1
S .kgkcom//:

�is proves that .F 0
S 0/

�1.kgkS 0;F0/ � CF �1
S .kgkS;F/ as desired.

To prove the second statement, apply �eorem 2.10 to .S 0;w0;F0/ to write any

g 2 G as a product

g D

pY

1

.s0
ij
/xj with jxj j � F 0

s0
ij

ı .F 0
S 0/

�1.kgkS 0;F0/

where s0
i;j 2 S 0 (note that the sequence .ij / and the integer p are �xed and inde-

pendent of g). By Proposition 2.17 and the hypothesis Fjw.s/ � F 0
s for all s 2 S 0,

we obtain that F �1
S .kgkS;F/ � C.F 0

S 0/
�1.kgkS 0;F0/ as desired.
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Corollary 2.19. Let G be a countable nilpotent group equipped with two gen-
erating tuple S; S 0 and associated multidimensional weight systems w;w0 with
function systems F;F0 satisfying (2.1) and (2.2). Let † D .c1; : : : ; ct / be a se-
quence of formal commutators as in �eorem 2.10 applied to .S;w;F/. Assume
that there exists C 2 .0;1/ such that the following two conditions are satis�ed:

(i) core.w; S; †/ � S 0 and CF 0
s � Fs for all s 2 core.w; S; †/I

(ii) F 0
s � CFjw.s/ for all s 2 S 0.

�en

.F 0
S 0/

�1.kgkS 0;F0/ ' F�1
S .kgkS;F/ for all g 2 G:

In particular,

#Q.S 0;F0; r/ ' #Q.S;F; r/ for all r > 0:

Example 2.6 (continuation of Example 2.5). Consider the discrete Heisenberg

group as in Example 2.5 equipped with the generating 3-tuple

S D .s1 D X; s2 D Y; s3 D Z/ and S 0 D .s0
i D X; s0

2 D Y /:

Set

F1.r/ D F 0
1.r/ D r3=2;

F2.r/ D F 0
2.r/ D r2 log.e C r/;

F3.r/ D r
 ; 
 > 3=2;

and let F;F0 be the associated weight-function systems. �e natural 2 dimensional

weight systems w;w0 are generated by

w1 D w0
1 D .3=2; 0/;

w2 D w0
2 D .2; 1/;

w3 D .
; 0/:

�e �rst observation is that core.w; S/ D .s1; s2; s3/ if 
 > 7=2 and core.w; S/ D

.s1; s2/ if 3=2 < 
 � 7=2. It follows that,

kgkS 0;F0 ' kgkS;F for all g 2 G,

if 
 2 .3=2; 7=2� whereas these norms are not equivalent if 
 > 7=2.
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3. Volume estimates

�is section gathers some of the main results we will need regrading volume es-

timates for the balls Q.S;F; r/ introduced in De�nition 2.8. It also addresses the

question of how changes in the weight-function system a�ect these volume esti-

mates.

We start with a general and very �exible result which admits a rather simple

proof. In this theorem, the weight-function system F is not necessarily tightly

related to the weight system w. �e proof of this theorem will be given in the last

section of this paper.

�eorem 3.1. Let w be a multidimensional weight system as in Section 2.1.
Assume that we are given weight functions Fi , 1 � i � k satisfying (2.1).
Let † D .c1; : : : ; cs/ be a s-tuple of formal commutators on ¹s˙1

i W 1 � i � kº.
Assume that, for any h, the family ¹ci W w.ci / D Nwhº projects to a free family in the
abelian group Gw

h
=Gw

hC1
. �en there exist an integer M D M† and a sequence

.i1; : : : ; iM / 2 ¹1; : : : ; kºM , depending on † such that for any r > 0 there exists a
subset K†.r/ � G satisfying the following two properties:

(1) #K†.r/ �
sY

iD1

.2Fci
.r/C 1/

(2) g 2 K†.r/ H) g D
QM
jD1 s

xj

ij
, jxj j � Fij .r/:

Further, every sij , 1 � j � M , belongs to the build-sequence of at least one
ch 2 †.

�eorem 3.1 is very useful for comparing the volume growth associated with

di�erent “weight-function systems”. See the proof of �eorem 3.4 below.

Next we state and prove sharp volume estimates related to �eorem 2.10.

�eorem 3.2. Referring the setting and notation of �eorem 2.10, we have

#Q.C.S/;F; r/' #Q.†;F; r/' #Q.S;F; r/ '

j�Y

jD1

Fj .r/
Rw

j :

Remark 3.3. Assume that the weight system w is unidimensional, generated by

.wi /
k
1 2 .0;1/k, and the weight-functions Fi are power functions Fi .r/ D rwi ,

i D 1; : : : ; k. �en

Q.S;F; r/ ' rD.S;w/

with D.S;w/ as in De�nition 1.7.
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Proof. �e equivalences

#Q.C.S/;F; r/' #Q.†;F; r/' #Q.S;F; r/

and the upper bound

#Q.†;F; r/ � C

j�Y

jD1

Fj .r/
Rw

j

follows immediately from �eorem 2.10 and inspection.

�e lower bound

#Q.†;F; r/ � c

j�Y

jD1

Fj .r/
Rw

j

requires an additional argument. Note that Q.†;F; r/ contains the image in G of

j�Y

jD1

mj �1CRjY

iDmj �1C1

c
xi

i ; jxi j � Fci
.r/:

Further, it is not hard to check that

Y

j

mj �1CRjY

iDmj �1C1

c
xi

i D
Y

j

mj �1CRjY

iDmj �1C1

c
yi

i

implies

xi D yi ; i 2

j�[

jD1

¹mj�1 C 1; : : : ; mj�1 CRj º:

�e desired lower bound follows.

�eorem 3.4. Let G be a countable nilpotent group equipped with two generat-
ing tuples S; S 0 and associated multidimensional weight systems w;w0 as well as
weight function systems F;F0 satisfying (2.1) and 2.2. Let † D .c1; : : : ; ct / be a
sequence of formal commutators as in �eorem 2.10 applied to .S;w;F/. Assume
that S 0 � core.w; S; †/ and that

F 0
s � Fs for all s 2 core.w; S; †/:

�en

#Q.S 0;F0; r/ '

j�.w
0/Y

jD1

F0
j .r/

Rw
0

j � #Q.S;F; r/'

j�.w/Y

jD1

Fj .r/
Rw

j :
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Assume further that there exists � 2 S 0 such that F 0
� � Fjw.�/. �en

#Q.S 0;F0; r/ � c
� F 0

� .r/

Fjw.�/.r/

�
#Q.S;F; r/:

Proof. Since core.w; S; †/ � S 0 it follows that, for any ci 2 †, F 0
ci

is well de-

�ned as the product of F 0
s with s 2 core.w; S; †/ � S 0. Use the collection of

commutators ci , i 2 ¹mj�1 C 1; : : : ; mj�1 CRw
j º, j D 1; : : : ; j� in �eorem 2.10

with the weight system w and weight-function system F0. For each r , �eorem 3.1

provides a set K.r/ 2 G such that

#K.r/ �

j�.w/Y

jD1

mj �1CRw

iY

iDmj �1C1

F 0
ci
.r/ (3.1)

and, by �eorem 2.10 , �eorem 3.1 and the de�nition of core.w; S; †/,

K.r/ � ¹g 2 G W kgkS 0;F0 � F 0
S 0.r/º:

By �eorem 3.2, it follows that, for all r ,

#K.r/ � #Q.S 0;F0; r/:

By hypothesis, F 0
s � Fs if s 2 core.w; S; †/. Hence we have F 0

ci
� Fci

(i.e., w0.ci / � w.ci/). By (3.1) and �eorem 3.2, this implies

#K.r/ � c

j�.w/Y

jD1

F
Rw

j

j :

�is proves the �rst statement.

Suppose that there exists � 2 S 0 such that w0.s/ > Nwjw.�/. Set j0 D jw.�/.

In the sequence of commutators c1; : : : ; ct used above, consider the the free family

¹ci W i 2 ¹mj0�1 C 1; : : : ; mj0�1 CRw
j0

ºº in Gw
j0
=Gw

j0C1:

By hypothesis, there exists an integer u such that �u 2 Gw
j0

is free in Gw
j0
=Gw

j0C1.

Since a maximal free subset of ¹�uº [ ¹ci W i 2 ¹mj0�1 C 1; : : : ; mj0�1 CRw
j0

ºº in

Gw
j0
=Gw

j0C1 containing �u must containRw
j0

elements, we can replace one of the ci ,

say ci� by �u so that the Rw
j0

-tuple so obtained is free in Gw
j0
=Gw

j0C1.

Let bi D ci if i ¤ i�, bi� D �u, zF i D F 0
ci

if i ¤ i�, zF i�.r/ D F 0
� .r=juj/,

and apply �eorem A.4. �e desired result follows.
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4. Random walk upper bounds

�is section is devoted to obtaining upper bounds on the return probability of a

large collection of random walks including those driven by the measures �S;a.

Generalizing one of the approaches developed in [28] for simple random walks,

we will make use of appropriate volume growth estimates and of the notion of

pseudo-Poincaré inequality.

4.1. Pseudo-Poincaré inequality. Let G be a group generated by a �nite sym-

metric set A. �en it holds that for any �nitely supported function f on G,

kfg � f k22 � CAjgj2AEA.f; f / (4.1)

where

EA.f; f / D
1

2jAj

X

x2G;y2A

jf .xy/ � f .x/j2:

�is expression is the Dirichlet form associated with the simple random walk

based on A. Inequality (4.1) captures a fundamental universal property of Cayley

graphs. In [28], it is proved that this simple property implies interesting upper-

bounds on u
.2n/
A .e/ in terms of the volume growth function VA.

�e main result of this section is a pseudo-Poincaré inequality adapted to prob-

ability measure of the form

�.g/ D k�1

kX

jD1

X

n2Z

�i .n/1sn
i
.g/: (4.2)

where .s1; : : : ; sk/ is a generating k-tuple in G and the �i ’s are probability mea-

sures on Z with truncated second moment

Gi .n/ WD
X

jmj�n

m2�i .n/ (4.3)

satisfying

Gi .n/ � cn2� Q̨iLi .n/; Q̨ i 2 .0; 2�; (4.4)

for some slowly positive varying functions Li , 1 � i � k. Under these circum-

stances, we let Fi denote the inverse function of n 7! n Q̨i =Li .n/. �e function Fi

is a regularly varying function of positive index 1= Q̨ i 2 Œ2;1/. In addition, we

assume that the �i ’s are essentially decreasing in the sense that there is a constant

C1 such that

�i .n/ � C1�i .m/; for all i D 1; : : : ; k; 0 � m � n; : (4.5)
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Example 4.1. �e measure �S;a with a D .˛i /
k
1 2 .0;1/k satis�es

Gi .n/ '

8
ˆ̂̂
<
ˆ̂̂
:

n2�˛i if ˛i 2 .0; 2/;

logn if ˛i D 2;

1 if ˛i > 2:

Hence, in this case, we have Q̨ i D min¹˛i ; 2º and Li D 1 except if ˛i D 2 in

which case Li .n/ D log n.

We will make use of the following general result (which is essentially well-

known). We let Cc.G/ be the set of all �nitely supported function on G and set

fg .x/ D f .xg/.

�eorem 4.1. Let G be a �nitely generated group. Let � be a symmetric proba-
bility measure on G. Assume that for each r � 1 there is a subsetK.r/ of G such
that

kfg � f k22 � C0 rE�.f; f /; for all g 2 K.r/: (4.6)

and
#K.r/ � v.r/; for all r � 1: (4.7)

where v is increasing and regularly varying of positive index (see Example 2.3).
Let  be the right-continuous inverse of v. �en there is a function ‰ '  such
that the Nash inequality

kf k22 � ‰.kf k21=kf k22/E�.f; f /; for all f 2 `1.G/: (4.8)

is satis�ed. Moreover
�.2n/.e/ � C1�.n/ (4.9)

where � is de�ned implicitly by

� D

Z 1=�.�/

1

‰.s/
ds

s
; � > 0:

Proof. Assuming (4.6) and #K.r/ � v.r/, the Nash inequality (4.8) easily follows

from writing

kf k2 � kf � fK.r/k2 C kfK.r/k2

� .C0rE�.f; f //
1=2 C v.r/�1=2kf k1
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and optimizing in r . Here fK.r/.x/ is the average of f overK.r/ so that, obviously,

kfK.r/k2 � .#K.r//�1=2kf k1

and (4.11) gives

kf � fK.r/k2 � .C0rE�.f; f //
1=2 with C0 D CMk.

�e return probability estimate (4.9) is a well-known consequence of (4.8).

See [7, 18].

Remark 4.2. In this theorem, the parametrization of the set K.r/ is chosen so

that r appears on the right-hand side of (4.6) instead of r2.

�eorem 4.3. LetG be a �nitely generated nilpotent group equipped with a gener-
ating k-tuple .s1; : : : ; sk/. Let � be as in (4.2) with . Q̨ i /

k
1 , Li and Fi be as in (4.4).

Assume that (4.5) holds. Assume that there exists an integer M and a sequence
.ij /

M
1 2 ¹1; : : : ; kºM such that for each r � 1 there is a subsetK.r/ of G with the

property that

g 2 K.r/ H) g D
MY

1

s
xj

ij
; with jxj j � Fij .r/: (4.10)

�en there exists a constant C D C.�/ such that

kfg � f k22 � CM 2 rE�.f; f /; for all g 2 K.r/: (4.11)

Proof. Because we assume (4.10), the proof boils down to a collection of one

dimensional inequalities, one for each of the measures �i on Z that appear in the

de�nition (4.2) of �. Indeed, Lemma 4.4 stated below shows that there exists a

constant C such that, for each i 2 ¹1; : : : ; kº and y 2 Z with jyj � Fi .r/ we have

kfsy

i
� f k22 � C r E�.f; f / (4.12)

for any �nitely supported function f onG. Together, (4.10) and (4.12) imply (4.11).

Since there exists a constant C such that, for all i 2 ¹1; : : : ; kº,

jyj � Fi .r/ implies Gi .jyj/�1jyj2 � Cr;

the claim (4.12) follows from Lemma 4.4.
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Lemma 4.4. Let � be a symmetric probability measure on Z satisfying the fol-
lowing condition:

there exists C1such that �.n/ � C1�.m/ for all 0 � m � n:

Let G be a �nitely generated group equipped with a distinguished element s. Set

Es;�.f; f / D
1

2

X

x2G;z2Z

jf .xsz/ � f .x/j2�.z/

and

G�.m/ D
X

jnj�m

jnj2�.n/:

(i) For any �nitely supported function f on G we have

kfsy � f k22 � C�.G�.jyj//�1jyj2Es;�.f; f / for all y 2 Z:

(ii) Further, for any two �nitely supported functions f; g and all x 2 G; y 2 Z,

jf � g.xsy/ � f � g.x/j2 � C�.G�.jyj//�1 jyj2 Es;�.f; f / kgk22 :

Proof of (i). For any pair of integers 0 < m � n; write

n D ammC bm

with 0 � bm < m and

kf � fsnk22 D
X

x2G

.f .xsn/ � f .x//2

� 2
X

x2G

.f .xsamm/ � f .x//2 C 2
X

x2G

.f .xsbm/ � f .x//2

� 2a2m

X

x2G

.f .xsm/ � f .x//2 C 2
X

x2G

.f .xsbm/ � f .x//2:

�is yields

kf � fsnk22

� nX

mD1

m2�.m/
�

� 2
X

x2G

nX

mD1

.f .xsm/ � f .x//2a2mm
2�.m/

C 2
X

x2G

nX

mD1

.f .xsbm / � f .x//2m2�.m/:
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Next, observe that

X

x2G

nX

mD1

.f .xsm/ � f .x//2.amm/
2�.m/

� n2
X

x2G

nX

mD1

.f .xsm/ � f .x//2�.m/

� n2Es;�.f; f /:

Further, using the hypothesis that � is essentially decreasing, i.e., �.m/ � C1�.b/

is 0 � b � m, write

X

x2G

nX

mD1

.f .xsbm/ � f .x//2m2�.m/

D
X

x2G

n=2X

bD1

X

mjn�b
b<m�n

.f .xsb/ � f .x//2m2�.m/

� C1
X

x2G

n=2X

bD1

� X

mjn�b
b<m�n

m2
�
.f .xsb/ � f .x//2�.b/:

As

X

mjn�b
b<m�n

m2 �
� 1X

1

i�2
�
n2;

we obtain

X

x2G

nX

mD1

.f .xsbm / � f .x//2m2�.m/ � C2n
2
Es;�.f; f /:

It follows that, for both n > 0 and n < 0,

kf � fsnk22

� X

0<m�jnj

m2�.m/
�

� 2.1C C2/n
2
Es;�.f; f /:
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Proof of (ii). By Cauchy–Schwarz

jf � g.xsy/ � f � g.x/j D

ˇ̌
ˇ̌X

z2G

.f .z�1xsy/ � f .z�1x//g.z/

ˇ̌
ˇ̌

�
�X

z2G

.f .z�1xsy/ � f .z�1x//2
� 1

2
�X

z2G

jg.z/j2
� 1

2

D kf � fsy k2 kgk2:

Applying part (i) to kf � fsy k2 yields the desired inequality.

Remark 4.5. When G D Z, Lemma 4.4 provides an interesting and new pseudo-

Poincaré inequality for probability measure � satisfying (4.5) (i.e., which are

essentially decreasing) in terms of the truncated second moment G� . Namely,

assuming (4.5), we have

X

x2Z

jf .x C y/ � f .x/j2 � C�
jyj2

G�.jyj/
E�.f; f /

where

E�.f; f / D
1

2

X

x;z2Z

jf .x C z/ � f .x/j2�.z/:

Together with the trivial fact that #¹y W jyj � rº D 2r C 1, this pseudo-Poincaré

inequality and �eorem 4.1 provide a sharp Nash inequality satis�ed by E� .

4.2. Assorted return probability upper bounds. �is section describes direct

applications of �eorem 3.1 together with �eorems 4.1–4.3. We use the notation

introduced in Sections 1.5 and 2.1.

�eorem 4.6. Let G be a �nitely generated nilpotent group equipped with a gen-
erating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/. Let w
be the weight system which assigns weightwi D 1= Q̨ i to si where Q̨ i D min¹2; ˛iº.
�en

�
.n/
S;a.e/ � CS;an

�D.S;w/

where D.S;w/ D
P
h Nwh rank.Gw

h
=Gw

hC1
/:

Proof. By �eorem 3.1, for each r � 1 we can �nd a subset K.r/ of G such

that #K.r/ � rD.S;w/ and g 2 K.r/ implies g D
QM
1 s

xj

ij
with jxi j � r

w.sij /.

�e result then follows from �eorems 4.1-4.3
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Remark 4.7. If all the ˛i ’s are in .0; 2/ or, more generally, if Rw
h
> 0 implies

Nwh > 1=2, the upper bound given in �eorem 4.6 is sharp. Indeed, we will prove

a matching lower bound in the next section.

If all the ˛i ’s are greater than 2 the measure�S;a has �nite second moment and

D.S;w/ D 1
2

P
h rank.Gh=GhC1/. In this case the upper bound of �eorem 4.6

is also sharp. It coincides with the bound provided by Corollary 1.12.

We conjecture that this upper bound is sharp when ˛i ¤ 2 for all i 2 ¹1; : : : ; kº

but we have not been able to prove this conjecture when there exists i; j such that

˛i < 2 and j̨ > 2.

�e next result shows that �eorem 4.6 is not always sharp when some of the

˛i ’s are equal to 2.

�eorem 4.8. Let G be a �nitely generated nilpotent group equipped with a gen-
erating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Let w D w.a/ be the two-dimensional weight system which assigns
weight wi D .vi;1; vi;2/ to si where

vi;1 D
1

Q̨i
; Q̨ i D min¹2; ˛iº

and

vi;2 D 0 unless ˛i D 2 in which case vi;2 D 1=2:

�en

�
.n/
S;a.e/ � CS;an

�D1.S;w/Œlog.e C n/��D2.S;w/

where

Di .S;w/ D
X

h

Nvh;i rank.Gw
h =G

w
hC1/; Nwh D . Nvh;1; Nvh;2/:

Proof. �e proof is the same as for �eorem 4.6 but uses a re�ned weight system

and the associated weight function system F.a/ where the function Fc associated

to a commutator of weight v.c/ D .v1; v2/ is Fc.r/ D rv1Œlog.e C r/�v2 .

Remark 4.9. Referring to �eorem 4.8, let † be a sequence of formal commu-

tators as in �eorem 2.10 applied to S;w;F.a/. Assume that for any i such that

si 2 core.w; S; †/, we have ˛i D 2. �en D1.S;w/ D D2.S;w/ D D.G/=2 and

�
.n/
S;a.e/ � CS;aŒn logn��D.G/=2:
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Example 4.2. Let G be the group of 4 by 4 unipotent upper-triangular matrices

G D

8
ˆ̂̂
<
ˆ̂̂
:

0
BBB@

1 x1;2 x1;3 x1;4

0 1 x2;3 x2;4

0 0 1 x3;4

0 0 0 1

1
CCCA W xi;j 2 Z

9
>>>=
>>>;
:

With obvious notation, let Xi;j be the matrix in G with a 1 in position i; j and all

other non-diagonal entries equal to 0. Consider the generating 4-tuple

S D .s1 D X1;2; s2 D X2;3; s3 D X3;4; s4 D X1;4/:

�e non-trivial brackets are

ŒX1;2; X2;3� D X1;3; ŒX2;3; X3;4� D X2;4; ŒX1;2; X2;4� D ŒX1;3; X3;4� D X1;4:

Let a D .1; 2; 5; 1=3/. �e 2-dimensional weight system w is generated by

w.s1/ D .1; 0/; w.s2/ D
�1
2
;
1

2

�
;

w.s3/ D
�1
2
; 0
�
; w.s4/ D .3; 0/:

�is implies

w.ŒX1;2; X2;3�/ D
�3
2
;
1

2

�
; w.ŒX2;3; X3;4�/ D

�
1;
1

2

�
;

w.ŒX1;2; ŒX2;3; X3;4��/ D
�
2;
1

2

�
; w.ŒŒX1;2; X2;3�; X3;4�/ D

�
2;
1

2

�
:

Ignoring (as we may) the weight values that would obviously lead to trivial quo-

tients Gw
h
=Gw

hC1
, we have

Nw1 D
�1
2
; 0
�
; Nw2 D

�1
2
;
1

2

�
; Nw3 D .1; 0/; Nw4 D

�
1;
1

2

�
;

Nw5 D
�3
2
;
1

2

�
; Nw6 D

�
2;
1

2

�
; Nw7 D .3; 0/:

Next we compute the groups Gw
i . We have

Gw
7 D Gw

6 D hX1;4i � Gw
5 D hX1;4; X1;3i

� Gw
4 D hX1;4; X1;3; X2;4i

� Gw
3 D hX1;4; X1;3; X2;4; X1;2i

� Gw
2 D hX1;4; X1;3; X2;4; X1;2; X2;3i

� Gw
1 D hX1;4; X1;3; X2;4; X1;2; X2;3; X3;4i D G:
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�is gives

D1.S;w/ D
1

2
C
1

2
C 1C 1C

3

2
C 3 D

15

2

and

D2.S;w/ D 0C
1

2
C 0C

1

2
C
1

2
C 0 D

3

2
:

We believe that the associated upper bound�
.n/
S;a.e/ � Cn�15=2Œlog n��3=2 is sharp

but, at this writing, we are not able to obtain a matching lower bound.

As a corollary of �eorem 4.8, we can prove �eorem 1.13. �e bracket length

`.g/ of an element of G is de�ned just before �eorem 1.13.

Corollary 4.10. Referring to �eorem 4.8, assume that S and a are such that there
exists i 2 ¹1; : : : ; kº with the property that

.˛i ; `.si // D .2; 1/ or ˛i`.si / < 2:

�en

lim
n!1

nD.G/=2�
.n/
S;a.e/ D 0 (4.13)

where D.G/ D
P
j rank.Gj=GjC1/ where Gj is the lower central series of G.

Proof. Pick i0 among those i 2 ¹1; : : : ; kº such that .˛i ; `.si // D .2; 1/ or

˛i`.si / < 2 so that ˛i0 is smallest possible. Let w0 D w.a/ be the 2-dimensional

weight system introduced in �eorem 4.8 and let F0 D F.a/ be the weight function

system appearing in the proof of �eorem 4.8. Let w be the weight system that

assigns weight .1=2; 0/ to every si 2 S with weight function Fsi D .1C r/
1
2 .

If ˛i0 < 2=`.si0/ then by �eorem 3.4 shows that

D1.S;w
0/ > D.S;w/ D D.G/=2:

If ˛i0 D 2 then we must have `.si0/ D 1. �is time, it follows that

D2.S;w
0/ � 1=2 > D2.S;w/ D 0:

In both case, �eorem 4.8 show that �
.n/
S;a.e/ D o.n�D.G/=2/ as desired.

�e next statement illustrates the use of a weight systemw and weight-functions

system F that are not tightly connected to each other (including cases when the

weight functions Fc cannot be order in a useful way).
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�eorem 4.11. LetG be a �nitely generated nilpotent group equipped with a gen-
erating k-tuple .s1; : : : ; sk/. Assume that � is a probability measure on G of the
form (4.2) with

�i .n/ D �i .1C jnj/�˛i �1`i .jnj/; 1 � i � k;

where each `i is a positive slowly varying function satisfying `i .tb/ ' `i .t / for
all b > 0 and ˛i 2 .0; 2/. Let w be the power weight system associated with a D

.˛1; : : : ; ˛k/ by setting wi D 1=˛i . Let .ci /t1 be a t-tuple of formal commutators
such that for eachh, the family ¹ci W w.ci/ D Nwhº projects to a linearly independent
family in Gw

h
=Gw

hC1
. Let .s˙1

ij
/NjD1 be the list of all the letters (with multiplicity)

used in the build-words for the commutators ci , 1 � i � t . �en

�.n/.e/ � Cn�D.S;w/L.n/�1

where

D.S;w/ D
X

h

Nwh rank.Gw
h =G

w
hC1/ and L.n/ D

NY

1

`ij .n/
1=˛ij :

Note that this theorem does not o�er one but many upper bounds. For each n,

one can choose the commutator sequence .ci /
t
1 so as to maximize the size of the

resulting L.n/.

Example 4.3. Consider the Heisenberg group

G D

8
<
:

0
@
1 x z

0 1 y

0 0 1

1
A W x; y; z 2 Z

9
=
; ;

with generating 3-tuple S D .X; Y; Z/ where X is the matrix with

x D 1; y D z D 0;

and Y;Z a de�ned similarly. Let a D .˛1; ˛2; ˛3/ 2 .0; 2/ and let `1 � 1; `2; `3

be slowly varying functions such that `2 � `3 if and only if n 2 [kŒn2k ; n2kC1�

for some increasing sequence nk tending to in�nity. We also assume that `2; `3

satisfy `i .t
b/ ' `i .t / for all b > 0. Applying �eorem 4.11, we obtain:
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� if 1
˛3
< 1

˛1
C 1

˛3
then we have

�.n/.e/ � Cn
�2. 1

˛1
C 1

˛2
/
`2.n/

� 2
˛2 I

� if 1
˛3
> 1

˛1
C 1

˛3
then we have

�.n/.e/ � Cn
�
P3

1
1

˛i `2.n/
� 1

˛2 `3.n/
� 1

˛3 I

� �nally, if 1
˛3

D 1
˛1

C 1
˛3

, we have

�.n/.e/ � Cn
� 2

˛3

8
<
:
`2.n/

� 2
˛2 if n 2 [k Œn2k�1; n2k�;

`2.n/
� 1

˛2 `3.n/
1

˛3 if n 2 [k Œn2k; n2kC1�:

Example 4.4 (continuation of Example 2.5, 2.6). Consider again the Heisenberg

group with S D .s1 D X; s2 D Y; s3 D Z/. Set

F1.r/ D r3=2;

F2.r/ D r2 log.e C r/;

F3.r/ D r
 ;

with 
 > 3=2. Let � be the probability measure which assigns to sni , i D 1; 2; 3,

n 2 Z a probability proportional to

1

.1C jnjF �1
i .jnj//

:

Namely,

�.g/ D
1

3

3X

iD1

X

n2Z

�i .n/1sn
i
.g/; �i .n/ D

c

1C jnjF �1
i .jnj/

:

Referring to the notation (4.3)(4.4), we have

� G1.n/ ' .1C n/2�.2=3/,

Q̨1 D 2=3,

L1 � 1,

� G2.n/ ' .1C n/2�.1=2/Œlog.e C n/��1=2,

Q̨2 D 1=2,

L2.n/ ' Œlog.e C n/��1=2,
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� G3.n/ ' .1C n/2�1=
 ,

Q̨3 D 1=
 ,

L3 � 1.

Apply �eorem 4.11 with ˛i D Q̨ i , `i D Li . If 
 2 .3=2; 7=2�, use the sequence

of formal commutators .c1 D s1; c2 D s2; c3 D Œs1; s2�/. If 
 > 7=2, use the

sequence of formal commutators .c1 D s1; c2 D s2; c3 D s3/ instead. �is gives

�.n/.e/ � C

8
<
:
.1C n/�7Œlog.e C n/��2 if 
 2 .3=2; 7=2�;

.1C n/�.7=2/�
 Œlog.e C n/��1 if 
 > 7=2:

Below, we will prove a matching lower bound.

5. Norm-radial measures and return probability lower bounds

�e aim of this section is to provide lower bounds for the return probability for the

random walk driven by the measure �S;a on a nilpotent group G, that is, lower

bounds on �
.n/
S;a.e/. �ese lower bounds are obtained via comparison with appro-

priate norm-radial measures.

5.1. Norm-radial measures. A (proper) norm k � k on a countable group G is a

function

g 7�! kgk 2 Œ0;1/

such that

� kgk D 0 if and only if g D e,

� #¹kgk � rº is �nite for all r > 0,

� kgk D kg�1k, and

� kg1g2k � kg1k C kg2k.

If the triangle inequality is replaced by the weaker property that there exists K

such that

kg1g2k � K.kg1k C kg2k/;

we say that k � k is a quasi-norm.
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�e associated left-invariant distance is obtained by setting

d.g1; g2/ D kg�1
1 g2k:

A norm is �-geodesic if for any element g 2 G there is a sequence g1; : : : ; gN

with N � �kgk such that

kg�1
i giC1k � �:

A simple observation is that any two �-geodesic proper norms k � k1; k � k2 are

comparable in the sense that there is a constant C 2 .0;1/ such that

C�1kgk1 � kgk2 � Ckgk1:

�e word-length norm associated to any �nite symmetric generating set is a

proper 1-geodesic norm. Most of the quasi-norms that we will consider below are

not �-geodesic. In general, they are not norms but only quasi-norms.

�eorem 5.1. Let G be a �nitely generated group. Let k � k be a norm on G such
that, for some d > 0,

V.r/ D #¹g W kgk � rº ' rD; for all r � 1:

Fix 
 2 .0; 2/ and set

�
 .g/ D
C


.1C kgk/
V.kgk/
; C�1


 D
X

g

1

.1C kgk/
V.kgk/
:

�en we have

�.n/
 .e/ ' n�D=
 for all n 2 N: (5.1)

Remark 5.2. �is is a subtle result in that, as stated, it depends very much on the

fact that k � k is norm versus a quasi-norm. Indeed, the lower bound in (5.1) is false

if 
 � 2 and the only thing that prevents us to apply the result to k � k� with � > 1

is that, in general, k � k� is only a quasi-norm when � > 1. Note that, by �eorem

1.9, (5.1) holds true for any measure � such that � ' �
 .

Remark 5.3. De�nition 2.8 provides a great variety of examples of norms to

which �eorem 5.1 applies.



1094 L. Salo�-Coste and T. Zheng

Proof. �is result is a straightforward corollary of the much more general result

described in [2, �eorem 0.3, �eorem 1.2]. �e article [2] is itself part of a long

sequence of works by a variety of authors on heat kernel bounds for continuous

time jump processes. For instance, see [1, �eorem 1.5] which treats the case of

graphs.

To any probability measure, say �, on a group G, one can associate (a) the

discrete time random walk whose law at time n is �.n/ (here, and in what follows,

we assume that the starting point is at the identity element e) and (b) the continuous

time random walk whose jumps are taken according to � but occur at exponentially

distributed random time intervals. �is description is equivalent to say that the law

of this continuous time process is given at time t by

p�t D e�t

1X

0

tn

nŠ
�.n/:

It is well known that, under the assumption that � is symmetric, we have

�.2n/.e/ ' p�n.e/: (5.2)

See, e.g., [19, Sect. 3.2]. �is estimate shows that (5.1) is equivalent to the analo-

gous continuous time statement

p
�


t .e/ ' t�D=
 for all t � 1: (5.3)

Here we also use the fact that, since �
 .e/ > 0, the control of �
.n/

 .e/ at even times

is enough to control odd times as well.

Next, we observe that [2, �eorem 1.4] applies to our context and gives the

estimate

p
�


t .x/ � C1 min

²
t�D=
 ;

t

kxk
CD

³
: (5.4)

Indeed, all the key hypotheses of [2, �eorem 1.4] are trivially satis�ed in our con-

text with the exception of the Nash inequality denoted by (H2) in [2].

As explained in [2] (just after their �eorem 1.5), (H2) follows from the hypoth-

esis V.r/ ' rD, r � 1, and the form of �
 (see [2, (1.12)]) by a simple argument

recorded in [14].

In our context, it is clear that the continous jump process in question cannot

escape to in�nity in �nite time. �is property is called stochastic completeness
and it allows us to use [2, �eorem 0.3] to obtain the lower bound

p
�


t .e/ � t�D=
 ; t � 1:
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Indeed, stochastic completness (i.e., the fact that
P
G p

�


t D 1) and [2, (0.12)]

implies that, for a large enough constant C and all t � 1, we have

X

x W kxk�Ct1=


p
�


t .x/ � 1=2:

Since maxx2G¹p
�


t .x/º D p
�


t .e/, the desired lower bound follows the volume

assumptionV.r/ ' rD, r � 1. For a more self-contained treatment of �eorem 5.1

and generalizations connected to the present work, see [17, 24].

5.2. Comparisons between �S;a and radial measures. Let G be a countable

group. Let k � k be a quasi-norm on G. Set

V.r/ D #¹g W kgk � rº; for all r � 1:

Let

� W Œ0;1/ �! .0;1/

be continuous. Consider the following hypotheses:

there exists C such that V.2r/ � CV.r/for all r � 0I (5.5)

there exists C such that �.t/ � C�.�t/for all � 2 .1=2; 2/; t 2 .0;1/I (5.6)

and
X

g

1

�.kgk/V .kgk/
< 1: (5.7)

Lemma 5.4. Assume (5.5)–(5.7). For each n 2 Z, let gn 2 G and ƒn � G be
such that

(1) g 2 ƒn H) kgk � Ckgnk;

(2) V.kgnk/ � Cn#ƒn;

(3) #¹n W g 2 ƒnº � C and #¹n W g 2 g�1
n ƒnº � C for all g 2 G.

�en there is a constant C1 such that

X

n2Z

X

x2G

jf .xgn/ � f .x/j2

.1C n/�.kgnk/
� C1

X

x;g2G

jf .xg/ � f .x/j2

�.kgk/V .kgk/
:
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Proof. Using (2), (1), and (3) successively, write

X

n

X

x

jf .xgn/ � f .x/j2

.1C n/�.kgnk/

� C
X

n

X

x

jf .xgn/ � f .x/j2#ƒn
�.kgnk/V .kgnk/

� 2C
X

n

X

g2ƒn

X

x

.jf .xgn/ � f .xg/j2 C jf .xg/ � f .x/j2/
1

�.kgnk/V .kgnk/

� C 0
X

n

X

g2ƒn

X

x

� jf .xg�1gn/ � f .x/j2

�.kg�1gnk/V .kg�1gnk/
C

jf .xg/ � f .x/j2

�.kgk/V .kgk/

�

� C 00
X

x;g

jf .xg/ � f .x/j2

�.kgk/V .kgk/
:

Remark 5.5. Note that under the hypotheses of Lemma 5.4, we have

X 1

.1C n/�.kgnk/
< 1:

�e next lemma will allow us to apply Lemma 5.4 in the context of �eo-

rem 2.10. Assume thatG is a nilpotent group generated by the k -tuple .s1; : : : ; sk/.

In addition, we are given a weight systemw and weight functionsFc such that (2.1)

and (2.2) holds. Observe that for any commutators c; c0, we have

Fc0 ı F�1
c .r1 C r2/ ' Fc0 ı F �1

c .r1/C Fc0 ı F�1
c .r2/; for all r1; r2 � 1: (5.8)

Indeed, it follows from our hypotheses that Fc0 ı F�1
c is an increasing doubling

function.

Lemma 5.6. Referring to the setting of �eorem 2.10, �x h 2 ¹1; : : : ; qº,
i 2 ¹mh�1 C 1; : : :mh�1 C Rhº and an integer u. For each n 2 Z, let zn 2 Gw

hC1

with kznkF;com � Fc1
ı F�1

ci
.n/. Set

gn D �.cuni /zn 2 G

and

ƒn D

²
g D �

� qY

1

mh�1CRhY

mh�1C1

c
xj

j

�
W jxj j � Fcj ı F�1

ci
.n/; xi D

jun
2

k³
:

�en .gn/ and .ƒn/ satisfy the hypotheses 1, 2, and 3 of Lemma 5.4.
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Proof. By Proposition 2.17 and �eorem 2.10, kgnkF;com ' Fc1
ı F �1

ci
.n/ and

g 2 ƒn implies

kgkF;com � CFc1
ı F �1

ci
.n/;

so, Property 1 in Lemma 5.4 is satis�ed. Property 2 also follows from �eorem 2.10

and the proof of �eorem 3.2.

Suppose that g 2 ƒn \ ƒm. �en, computing modulo Gw
hC1

and using the

fact that ŒGw
h
; Gw

h
� � Gw

hC1
we obtain that bun=2c D bum=2c. Similarly, g 2

g�1
n ƒn\g�1

m ƒm implies nCbun=2c D mCbum=2c. In both cases we must have

jn �mj � 1. �is shows that Property 3 of Lemma 5.4 is satis�ed.

�e main result of this section is the following theorem.

�eorem 5.7. LetG be a nilpotent group with generatingk-tuple S D .s1; : : : ; sk/.
Let Itor D ¹i 2 ¹1; : : : ; kº W si is torsion in Gº. Fix a weight systemw and a weight-
function system F such that (2.1) and (2.2) are satis�ed. Let k�k D k�kF;com be the
associated quasi-norm introduced in De�nition 2.8. For each i 2 ¹1; : : : ; kº nItor,
let

hi D jw.si /:

Let � be such that (5.6) and (5.7) are satis�ed.
Let � be a probability measure on G of the form

�.g/ D
1

k

kX

jD1

X

n2Z

�i .n/1sn
i
.g/

where �i is an arbitrary symmetric probability measure on Z if i 2 Itor and

�i .n/ D
Ci

.1C n/�.Fc1
ı F�1

hi
.n//

; C�1
i D

X

n

1

.1C n/�.Fc1
ı F�1

hi
.n//

;

for i 2 ¹1; : : : ; kº n Itor: �en there exists C such that

E�.f; f / � CE�.f; f /

where

�.g/ D
C�

�.kgk/V .kgk/
; C�1

� D
X

g

1

�.kgk/V .kgk/
:

In particular, there are constants c > 0 and N such that

�.2n/.e/ � c�.2Nn/.e/:
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Proof. Fix i and write s D si . By De�nition 2.13, either s is a torsion element and

s� D e for some � or jw.s/ D h < 1. In the second case we can �nd � such that

s� D �
�mh�1C�Y

mh�1C1

c
xi

i

�
z; xmh�1C� ¤ 0; z 2 Gw

hC1:

If s is torsion, it is very easy to see that Es;�i
.f; f / � C.f; f /. In the course of

this proof, C denotes a generic constant that may change from line to line. If s is

not torsion and

s� D �
�mh�1C�Y

mh�1C1

c
xi

i

�
z; xmh�1C� ¤ 0; z 2 Gw

hC1;

set

F D Fcmh�1C1

(we have F ' Fcj , j 2 ¹mh�1 C 1;mhº). �en, for any n,

s�n D �
�mh�1C�Y

mh�1C1

c
xin
i

�
zn with kznk � CFc1

ı F �1.jnj/; zn 2 Gw
hC1:

Now, write

n D �un C vn;

with

jvnj < �

and

X

g

jf .gsn/ � f .g/j2 � 2
�X

g

jf .gs�un/ � f .g/j2 C
X

g

jf .gsvn/ � f .g/j2
�
:

By Lemma 5.6 and Remark 5.5, the hypotheses of �eorem 5.7 imply that

X
..1C n/�.ksnk//�1 < 1:

Hence, it is is easy to check that

X

g

X

n

jf .gsvn/ � f .g/j2

.1C n/�.ksnk/
� CE�.f; f /: (5.9)

Consequently, it su�ces to show that

X

g

X

n

jf .gs�un/ � f .g/j2

.1C n/�.ksnk/
� CE�.f; f /:
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We have

ksnk ' ks�unk ' Fc1
ı F �1.�un/:

Hence

X

g

X

n

jf .gs�un/ � f .g/j2

.1C n/�.ksnk/
� C

X

g

X

`

jf .gs�`/ � f .g/j2

`�.Fc1
ı F �1.`//

: (5.10)

Next, set

i1 D mh�1 C 1; i2 D mh�1 C �

and write
X

g

X

`

jf .gs�`/ � f .g/j2

� �
�X

g

X

`

i2�1X

iDi1

jf .g�.c
xi`
i // � f .g/j2

C
X

g

X

`

jf .g�.c
xi2
`

i2
/z`/ � f .g/j2

�
:

By Lemmas 5.4-5.6, for each i D i1; : : : ; i2 � 1, we have

X

g

X

`

jf .g�.c
xi`
i // � f .g/j2

.1C `/�.k�.c
xi`
i /k/

� CE�.f; f /

and, since z` 2 Gw
hC1

and kz`k � CFc1
ı F �1.`/,

X

g

X

`

jf .g�.c
xi2
`

i2
/z`/ � f .g/j2

.1C `/�.k�.c
xi2
`

i2 /z`k/
� CE�.f; f /:

Further, for each i D i1; : : : ; i2 with xi ¤ 0, we have

k�.c
xi`
i /k ' Fc1

ı F�1.`/

as well as

k�.c
xi2
`

i /z`k ' Fc1
ı F�1.`/:

Hence (5.10) and the above estimates give

X

g

X

n

jf .gs�un/ � f .g/j2

.1C n/�.ksnk/
� CE�.f; f /:

Together with (5.9), this gives

X

g2G

X

n2Z

jf .gsn/ � f .g/j2

.1C n/�.ksnk/
� CE�.f; f /:

Since this holds true for each s D si , i D 1; : : : ; k, the desired result follows.
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5.3. Assorted corollaries: return probability lower bounds. In this section we

use the comparison with norm-radial measures to obtain explicit lower estimates

on �
.n/
S;a.e/. �e simplest and most important result of this type is as follows.

�eorem 5.8. Let G be a �nitely generated nilpotent group equipped with a gen-
erating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0; 2/k. Let w be the weight system which assigns weight wi D 1=˛i to si . �en

�
.n/
S;a.e/ � cS;an

�D.S;w/

where D.S;w/ D
P
h Nwh rank.Gw

h
=Gw

hC1
/:

Remark 5.9. �is lower bound matches precisely the upper bound given by �e-

orem 4.6. �us, as stated in �eorems 1.2-1.8, for any a 2 .0; 2/k,

�
.n/
S;a.e/ ' n�D.S;w/:

Note however that, in �eorems 1.2-1.8, the constraints on the ˛i ’s is weaker. �is

more general case will be treated below.

Proof. Fix a sequence† D .ci /
t
1 of commutators as in �eorem 2.10 and let k�k be

the associated norm k � k D k � k†;F introduced in De�nition 2.8 where the weight

function system. is generated by Fi .r/ D rwi . Note that, by Remark 2.9, k � k is

indeed not only a quasi-norm but a norm. By hypothesis, 1=w.c1/ < 2. Hence

�eorem 5.1, together with �eorem 3.2, shows that the norm-radial measure

�.g/ D
C

.1C kgk/1=w.c1/V.kgk/

satis�es

�.n/.e/ � cn�w.c1/D.S;w/=w.c1/ D cn�D.S;w/: (5.11)

�eorem 5.7 produces a symmetric measure � such that E� � CE�. �is measure

� is given by

�.g/ D
1

k

kX

jD1

X

n2Z

�i .n/1sn
i
.g/

where �i is an arbitrary symmetric probability measure on Z if i 2 Itor and

�i.n/ D
Ci

.1C n/.1C Fc1
ı F�1

hi
.n//1=w.c1/
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with

C�1
i D

X

n

1

.1C n/.1C Fc1
ı F�1

hi
.n//1=w.c1/

for i 2 ¹1; : : : ; kº n Itor: In the latter case, we have

Fhi
.t / D t Nwhi

with Nwhi
� w.si / D 1=˛i and Fc1

.t / D tw.c1/. Hence

�i .n/ '
Ci

.1C n/1C1= Nwhi

�
C 0
i

.1C n/1C˛i
:

It follows that if we pick �i to be given by

�i .n/ D ci .1C n/�.1C˛i / for i 2 Itor,

and

�i D ci .1C n/1C1= Nwhi if i 2 I n Itor,

then we obtain a measure � such that

E�S;a
� CE� � C 0

E� :

By �eorem 1.9, this implies that there are c; N 2 .0;1/ such that

�
.2n/
S;a .e/ � c�.2nN/.e/:

�us the lower bound stated in �eorem 5.8 follows from (5.11).

�e following theorem extends the range of applicability of the previous result.

In particular, the statement is di�erent but equivalent to the statement recorded in

�eorem 1.8. See also �eorem 5.13 below.

�eorem 5.10. Let G be a �nitely generated nilpotent group equipped with a
generating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Set Q̨ i D min¹˛i ; 2º. Let w be the weight system which assigns weight
1= Q̨ i to si 2 S . Let † be a sequence of formal commutators as in �eorem 2.10.
Assume that w.s/ > 1=2 for all s 2 core.w; S; †/. �en

�
.n/
S;a.e/ ' n�D.S;w/:
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Proof. �e upper bound follows from �eorem 4.6. �e lower bound is more sub-

tle. Consider any s 2 S such that w.s/ D 1=2 (i.e., s D si with ˛i � 2). Observe

that 1=2 is the lowest possible value for weights in w and that the hypothesis that

w > 1=2 on core.w; S; †/ implies that Gw
1 =G

w
2 is a torsion group. In particular,

this implies that Nwjw.s/ > 1=2 D w.s/. By Corollary 2.19, the weight system w0

generated by

w0.s/ D

8
<
:
w.s/ if w.s/ ¤ 1=2;

Nw2 if w.s/ D 1=2;

is such that w.s/ � w0.s/ � Nwjw.s/ for all s 2 S and w0.s/ > 1=2 for all s 2 S .

Now, �eorem 5.7 gives the comparison E�S;a
� CE� with

�.g/ '
1

.1C kgk†;w/1=w†V†;w.kgk†;w/
:

However, since the minimum weight value w† may be equal to 1=2, we cannot

apply �eorem 5.1 directly. We proceed as follows. By the de�nition of w0 and

Corollary 2.19, we have

kgk1=w†

†;w ' kgk
1=w 0

S

S;w0 for all g 2 G:

Note that this implies that

V†;w.kgk†;w/ D #¹g0 2 G W kg0k†;w � kgk†;wº ' VS;w0.kgkS;w0/:

Hence we have

E� ' E�0

where

�0.g/ '
1

.1C kgkS;w0/1=w
0
SVS;w0.kgkS;w0/

:

Now, since by construction w0
S > 1=2, we can apply �eorem 5.1 which gives

.�0/.n/.e/ ' n�D.S;w0/ D n�D.S;w/:

Also, we have

E�S;a
� CE� ' E�0:

Hence

�
.n/
S;a.e/ � cn�D.S;w/:

�is ends the proof of �eorem 5.10.
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Our next results provides a comparison between the behaviors of two mea-

sures �S;a and �S 0;a0 . Compare to Corollary 1.12 and �eorem 1.13 which treats

comparison with �S 0;a0 when a0 D .˛0
i /
k0

1 2 .2;1�k
0
, a case that is excluded in

�eorem 5.11.

�eorem 5.11. LetG be a �nitely generated nilpotent group equipped with a gen-
erating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Set Q̨ i D min¹˛i ; 2º. Let w be the weight system which assigns weight
1= Q̨ i to si 2 S . Fix another weight systemw0 D .w0

1; : : : ; w
0
k
/with minimal weight

w0
S > 1=2. Let † be a sequence of formal commutators as in �eorem 2.10 for

.S;w0/. Assume that w.s/ � w0.s/ for all s 2 core.w0; S; †/. �en

�
.n/
S;a.e/ D o.n�D.S;w0//

if and only if there exists s 2 S such that w.s/ > Nw0
j
w

0 .s/
.

Proof. Apply �eorem 4.6 and �eorem 5.10 together with Corollary 2.19 and

�eorem 3.4.

�eorem 5.12. Let G be a �nitely generated nilpotent group equipped with a
generating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Set Q̨ i D min¹˛i ; 2º. Let w be the weight system which assigns weight
wi D 1= Q̨ i to si . �en there exists A � 0 such that

�
.n/
S;a.e/ � cS;an

�D.S;w/Œlog n��A:

Further, let † be as in �eorem 2.10 applied to .S;w/ and assume that ˛i D 2

for all i 2 ¹1; : : : ; kº such that si 2 core.S;w; †/. �en

�
.n/
S;a.e/ ' Œn log n��D.G/=2:

Proof. �e proof of the general lower bound is essentially the same as for �e-

orem 5.8, except that we cannot rule out the possibility that w.c1/ D 1=2. If

w.c1/ > 1=2 then the previous proof applies and we obtain �
.n/
S;a.e/ � cn�D.S;w/

which is better than the statement we need to prove. If w.c1/ D 1=2 then we have

a comparison

E�S;a
� CE� (5.12)

with

�.g/ D
C

.1C kgk/2V.kgk/
:
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To conclude, we need a lower bound on �.n/.e/. �is turns out to be rather subtle

and di�cult question in the present generality. In [24, �eorem 5.6] we show that

there exists A � 0 such that

�.n/.e/ � cn�D.S;w/Œlog n��A: (5.13)

�is proves the desired lower bound on �
.n/
S;a.e/.

When ˛i D 2 for all i 2 core.S;w; †/, it follows that

D.S;w/ D D.G/=2 and kgk ' jgjS

where jgjS denotes the usual word-length of g over the symmetric generating set

¹s˙1
i W 1 � i � kº. �eorem 4.8 provides the upper bound

�
.n/
S;a.e/ � C Œn logn��D.G/=2:

For the lower bound, by the Dirichlet form inequality (5.12), it su�ces to bound

�.n/.e/ from below. Using the fact that kgk ' jgjS , we prove in [24, �eorem

5.5] that, in this special case, (5.13) holds with A D D.G/=2. �is provides the

desired matching lower bounds

�
.n/
S;a.e/ � cŒn logn��D.G/=2:

�eorem 5.13. Let G be a �nitely generated nilpotent group equipped with a
generating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Set Q̨ i D min¹˛i ; 2º and wi D 1= Q̨ i . Let w be the associated weight
system. Let † be as in �eorem 2.10 applied to .S;w/. Let

‚ D .�1 D si1 ; : : : ; �� D si;�/ D core.S;w; †/:

Let H be the subgroup of G generated by ‚. Set b D .ˇ1 D ˛i1 ; � � � ; ˇ� D ˛i� /,
Q̌
i D Q̨ ij , v.�i / D w.sij /. Let v be the weight system associated to v on .H;‚/,

respectively. �en
D.‚; v/D D.S;w/:

In particular, letting eH ; eG be the identity elements inH and G, respectively, we
have:

� if ˛i 2 .0; 2/ for all i such that si 2 core.S;w; †/ then

�
.n/
S;a.eG/ ' �

.n/

‚;b
.eH / ' n�D.‚;v/:

� if ˛i D 2 for all i such that si 2 core.S;w; †/ then

�
.n/
S;a.eG/ ' �

.n/

‚;b
.eH / ' Œn logn��D.H/=2:
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Remark 5.14. One can easily prove that H is a subgroup of �nite index in G.

It is also easy to prove by the direct comparison techniques of [19] that

�
.2Kn/
S;a .eG/ � C�

.2n/

‚;b
.eH /; for all n 2 N;

for some integer K and constant C and for each a D .˛1; : : : ; ˛k/. �e converse

inequality seems signi�cantly harder to prove although we conjecture it does hold

true.

Proof. First we observe that D.‚; v/ � D.S;w/. Indeed, this follows immedi-

ately from the obvious fact that

¹g 2 H W kgk1=v‚

‚;v � rº � ¹g 2 G W kgk1=wS

S;w � rº:

To prove that D.‚; v/ � D.S;w/, it is convenient to introduce the generating

k-tuple S� D .s�
i /
k
1 of H such that s�

i;j D sij if sij D �j 2 ‚, and s�
ij

D e

otherwise. Both S and S� are equipped with the weight system w. Obviously,

the non-decreasing sequence of subgroups .Hw
j / is a trivial re�nement of the se-

quence .H v
j / in the sense that the two sequences di�er only by insertion of some

repetitions. For instance, A;B; C may become A;A; B; B; B; B; C . It follows that

D.‚; v/ D D.S�;w/. �e notational advantage is that the weight system w with

increasing weight-value sequence Nwj is now shared by S and S�. We wish to

prove that

rank.Hw
j =H

w
jC1/ � rank.Gw

j =G
w
jC1/:

�e (torsion free) rank of an abelian group can be computed as the cardinality

of a maximal free subset. Set R D Rw
j be the torsion free rank of Gw

j =G
w
jC1.

Let .cmj �1C1; : : : ; cmj �1CR/ be the formal commutators given by �eorem 2.10

which form a maximal free subset of Gw
j =G

w
jC1. By de�nition of core.S;w; †/,

the images of these formal commutators in G belong to H . In fact, they clearly

belong to Hw
j � Gw

j . Now, we also have Hw
jC1 � Gw

jC1. Assume that

mj �1CRY

mj �1C1

c
xi

i D e

in Hw
j =H

w
jC1. �en, a fortiori, this product is trivial in

Hw
j G

w
jC1=G

w
jC1 ' Hw

j =.H
w
j \Gw

jC1/

since .Hw
j \ Gw

jC1/ � Hw
jC1. In particular, this product must be trivial in

Gw
j =G

w
jC1. �is implies that xi D 0 for all i so that Hw

j =H
w
jC1 admits a free

subset of size R. It follows that rank.Hw
j =H

w
jC1/ � R as desired.
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To state the �nal result of this section, we need some preparation. Consider

the class of measure � of the form (4.2) with

�i .n/ D �i .1C jnj/�˛i �1`i .jnj/; 1 � i � k; (5.14)

where each `i is a positive slowly varying function satisfying `i .t
b/ ' `i .t / for

all b > 0 and ˛i 2 .0; 2/ (regarding the notions of slowly and regularly varying

functions, see Example 2.3 or consult [6]). Consider the weight-function system

F generated by letting Fi be the inverse function of r 7! r˛i=`i .r/. Note that Fi is

regularly varying of order 1=˛i and that Fi .r/ ' Œr`i .r/�
1=˛i , r � 1, i D 1; : : : ; k.

We make the fundamental assumption that the functions Fi have the property that

for any 1 � i; j � k, either Fi .r/ � CFj .r/ of Fj .r/ � CFi .r/. For instance, this

is clearly the case if all ˛i are distinct. Without loss of generality, we can assume

that there exists a multidimensional weight system w, say of dimension d , with

wi D .v1i ; : : : ; v
d
i /; v

1
i D 1=˛i ; 1 � i � k;

and such that w and F are compatible in the sense that (2.1)-(2.2) hold true. Sepa-

rately, consider also the one-dimensional weight system v generated by vi D 1=˛i ,

1 � i � k. Note that one can check that

D.S; v/ D
X

j

NvjR
v
j D

X

j

Nv1i R
w
j

where, by de�nition, Nwj D . Nv1j ; : : : ; Nvdj /. Fix ˛0 2 .0; 2/ such that

˛0 > max¹˛i W 1 � i � kº

and ˛0=˛i 62 N, i D 1; : : : ; k. Observe that there are convex functions Ki � 0,

i D 0; : : : ; k, such that Ki.0/ D 0 and

Fi .r
˛0/ ' Ki .r/; r � 1: (5.15)

Indeed, r 7! Fi .r
˛0/ is regularly varying of index ˛0=˛i with 1 < ˛0=˛i 62 N.

By [6, �eorems 1.8.2-1.8.3] there are smooth positive convex functions QKi such

that QKi.r/ � Fi .r
˛0/. If zKi .0/ > 0, it is easy to construct a convex function

Ki W Œ0;1/ ! Œ0;1/ such that Ki ' zKi on Œ1;1/ and Ki .0/ D 0.
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�eorem 5.15. Let G be a �nitely generated nilpotent group equipped with a
generating k-tuple .s1; : : : ; sk/. Assume that � is a probability measure on G of
the form (4.2) with �i as in (5.14). Let `i , Fi , F;w; v be as described above. Let
.ci /

t
1 be a t -tuple of formal commutators as in �eorem 2.10 applied toG; S;w;F.

Let .s˙1
ij
/NjD1 be the list of all the letters (repeated according to multiplicity) used

in the build-words for the commutators ci with i 2
S
j ¹mj�1C1; : : : ; mj�1CRw

j º.
�en

�.n/.e/ ' n�D.S;v/L.n/�1

where

L.n/ D
NY

1

`ij .n/
1=˛ij :

Proof. �e upper bounds follows immediately from �eorem 4.11. For the lower

bound, it is technically convenient to adjoint to S the dummy generator s0 D e

with associated weight function F0.r/ D r1=˛0 . LetW0, F0 we the weight systems

induced by S0 D .e; s1; : : : ; sk/, F0; F1; : : : ; Fk .

Apply �eorem 5.7 to G; S;w0;F0 to obtain that E� � CE� where

�.g/ '
1

.1C kgkF0;com/˛0VF0;com.kgkF0;com/

with VF0;com.r/ D #¹g 2 G W kgkF0;com � rº: By construction,

�.g/ '
1

.1C kgk/˛0V.kgk/

where k�k is the norm k�kK;com based on the convex functionKi ' Fi .r
˛0/ provided

by (5.15) and V denotes the associated volume function. Indeed, by construction

we have k � k ' k � k˛0

F0;com
. As k � k is a norm, an extension of �eorem 5.1 obtained

in [24] and which allows volume growth of regular variation with positive index

gives

�.n/.e/ '
1

V .n/
'

1

VF0;com.n1=˛0/
'

1

#Q.S0;F0; n/
'

1

#Q.S;F; n/
:

Using the notation introduced in �eorem 5.15, we have

#Q.S;F; r/ ' nD.S;v/L.n/

which yields the desired result.
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5.4. Near diagonal lower bounds. In this section we use Lemma 4.4(ii) to turn

the sharp on diagonal lower bounds of the previous section into near diagonal
lower bounds. �e key tool is the following lemma.

Lemma 5.16. Let G be a �nitely generated nilpotent group equipped with a gen-
erating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Let w D w.a/ be the two-dimensional weight system which assigns
weight wi D .vi;1; vi;2/ to si where

vi;1 D
1

Q̨i
; Q̨ i D min¹2; ˛iº

and
vi;2 D 0 unless ˛i D 2 in which case vi;2 D 1=2:

Let F be the associated weight function system generated by

Fi .r/ D rvi;1Œlog.1C r/�vi;2; 1 � i � k:

�en

j�.2nCm/
S;a .xg/ � �

.2nCm/
S;a .x/j � C.F�1

S .kgk†;F/=m/
1=2�

.2n/
S;a .e/:

Proof. By �eorem 2.10, there is an integer p D p.G; S;w/ such that any g with

F �1
S .kykS;F/ D r can be expressed as

g D

pY

jD1

s
xj

ij
with jxj j � CFij .r/:

Write

�
.2nCm/
S;a D �

.nCm/
S;a � �.n/S;a

and, for each step s
xj

ij
, apply Lemma 4.4(ii) to obtain

j�.2nCm/
S;a .zs

xj

ij
/ � �.2nCm/

S;a .z/j

� CGij .jxj j/�1=2jxj jE�S;a
.�
.nCm/
S;a ; �

.nCm/
S;a /1=2k�.n/S;ak2

� Cr1=2E�S;a
.�
.nCm/
S;a ; �

.nCm/
S;a /1=2k�.n/S;ak2:

Here, according to Lemma 4.4, Gi .r/ D r2� Q̨i if vi ; 2 D 0 and Gi .r/ D log.1C r/

if vi;2 D 1=2 (i.e., if ˛i D 2). Hence, s2=Gi .s/ ' F�1
i .s/, which gives the last

inequality.

By [13, Lemma 3.2], we also have

E�S;a
.�
.nCm/
S;a ; �

.nCm/
S;a /1=2 � Cm�1=2k�.n/S;ak2 D Cm�1=2�

.2n/
S;a .e/

1=2:

�is gives the desired inequality.
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�eorem 5.17. Let G be a �nitely generated nilpotent group equipped with a
generating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Set Q̨ i D min¹˛i ; 2º. Let w be the weight system which assigns weight
1= Q̨ i to si 2 S . Let † be a sequence of formal commutators as in �eorem 2.10.
Assume that w.s/ > 1=2 for all s 2 core.w; S; †/. �en, there exists � > 0 such
that, uniformly over the region ¹x 2 G W kxkS;w � FS .�n/º, we have

�
.n/
S;a.x/ ' n�D.S;w/:

Proof. �eorem 5.10 gives �
.n/
S;a.e/ ' n�D.S;w/. �is, together with Lemma 5.16,

yields the desired lower bound.

�eorem 5.18. Let G be a �nitely generated nilpotent group equipped with a
generating k-tuple .s1; : : : ; sk/ and a k-tuple of positive reals a D .˛1; : : : ; ˛k/ 2

.0;1�k. Set Q̨ i D min¹˛i ; 2º. Let Qw be the weight system which assigns weight
Qwi D 1= Q̨ i to si . Let † be as in �eorem 2.10 applied to .S; Qw/ and assume that
˛i D 2 for all i 2 ¹1; : : : ; kº such that si 2 core.S; Qw; †/. �en there exists � > 0
such that, uniformly over the region

¹x 2 G W jxj2S Œlog jxjS �
�1 � �nº;

we have
�
.n/
S;a.x/ ' Œn logn��D.G/=2:

Proof. By �eorem 5.12, we have�
.n/
S;a.e/ ' Œn log n��D.G/=2. Let w;F be the two

dimensional weight system and weight function system introduced above

in Lemma 5.16. It follows from �eorems 2.10-A.22 and Corollary 2.19 that

F �1
S .k � kS;F/ ' j � j2S= log j � jS . �e result follows.

Appendix A. Approximate coordinate systems

�is appendix contains the proofs of the key results stated in Sections 2.1–3,

namely, �eorems 2.10–3.1. �roughout this section, G is a �nitely generated

nilpotent group equipped with a generating k-tuple .s1; : : : ; sk/. Formal commu-

tators refer to commutators on the alphabet ¹s˙1
i W 1 � i � kº.

A.1. Proof of �eorem 3.1 and assorted results. �eorem 3.1 is one of the keys

to the random walk upper bounds of Section 4. It can be understood as providing a

volume lower bound for the volume of certain balls together with some additional

“structural information” on the balls in question.
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Fix a weight system w and weight functions Fc as in �eorem 3.1. Let Gw
h

be

the associated descending normal series in G. By construction, Gw
h

is normal in

G and, for all p; q; j such that Nwp C Nwq � Nwj , we have (see Section 1.3)

ŒGw
p ; G

w
q � � Gw

j :

It follows that the commutators map

Gw
p �Gw

q W .u; v/ 7�! Œu; v� 2 Gw
j

induces a group homomorphism

Gw
p =G

w
pC1 ˝Gw

q =G
w
qC1 �! Gw

j =G
w
jC1:

�is yields the following lemma.

Lemma A.1 (Similar to [3, Lemma 3]). Let c be a formal commutator of weight
Nwj and let gc be its image in G. �ere is an integer ` D `.c/ � 8j and a sequence
.i1; : : : ; i`/ 2 ¹1; : : : ; kº` such that, for any r � 1 and n 2 Z satisfying jnj � Fc.r/,
we have

gnc D s
n1

i1
s
n2

i2
� � � s

n`

i`
mod Gw

jC1

for some nij 2 Z with jnj j � Fsij
.r/.

Proof. �e proof is by induction on j . For j D 1, c must have length 1 and

gnc D sni for some i 2 ¹1; : : : ; kº. Assume the result holds true for all h < j and

let c be a commutator of weight Nwj . Either c has length 1 and the result is trivial or

c D Œu; v� where u; v are commutators of weights Nwp; Nwp, Nwp C Nwq D Nwj . Since

Fc D FuFv , for all jnj � Fc.r/ we can write n D ab C d with jaj; jd j � Fu.r/,

0 � d � Fv.r/. �en

gnc D Œu; v�abŒu; v�d D Œua; vb�Œud ; v� mod Gw
jC1:

�e desired result follows from the induction hypothesis.

De�nition A.2. Given c, ` D `.c/ and .i1; : : : ; i`/ as in Lemma A.1, for any

x D .x1; : : : ; x`/ 2 Z
`, set

gc.x/ D gc.x1; : : : ; x`/ D s
x1

i1
s
x2

i2
� � � s

x`

i`
2 G:

Set

F cj D Fsij
D Fij ; 1 � j � `:



Random walks on nilpotent groups 1111

By Lemma A.1, if w.c/ D Nwj and jnj � Fc.r/ then

gnc D gc.n.c// mod Gw
jC1

for some n.c/ D .n1.c/; : : : ; n`.c// with jnj .c/j � Fsij
.r/ D F cj .r/.

�eorem A.3. Let c1; : : : ct be a sequence of formal commutators with non-de-
creasingw-weights and such that, for each h, the image inGw

h
=Gw

hC1
of the family

¹ci W w.ci/ D Nwhº is a linearly independent family. Set

K.r/ D

²
g 2 G W g D

tY

iD1

gci
.xi/; xi D .xi1; : : : ; x

i
`.ci /

/ 2 Z
`.ci /; jxij j � F

ci

j .r/

³
:

�en

#K.r/ �
tY

1

.2Fci
.r/C 1/ �

tY

iD1

`.ci /Y

jD1

F cj .r/:

Proof. For each .yi /
t
1 2 Z

t with jyi j � Fci
.r/, let yi D .yij /

`.ci /
1 , 1 � i � t , be

such that

gyi
ci

D gci
.yi / mod Gw

jC1; w.ci / D Nwj ; 1 � i � t:

Such a .yi /t1 is given by Lemma A.1. Assume that two sequences .yi /
t
1 and . Qyi /

t
1

are such that
Qt
iD1 gci

.yi / D
Qt
iD1 gci

.Qyi /. �en by projecting on Gw
1 =G

w
2 and

using the assumed linear independence of the collection of the ci ’s with w.ci / D

Nw1 in Gw
1 =G

w
2 and the fact that g

yi
ci

D gci
.yi / in Gw

1 =G
w
2 ,we �nd that yi D Qyi

for those i with w.ci / D Nw1. �is implies that y1 D Qy1. Proceeding further up

in the weight �ltration shows that we must have yi D Qyi for all 1 � i � t . �is

shows that there are at least
Qt
1.2Fci

.r/C 1/ distinct elements in K.r/ which is

the desired result.
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�eorem A.4. Fix a weight system w and weight functions Fc as in �eorem 3.1.
Let b1; : : : bt be a sequence of elements in G. Assume the following hypotheses.

(1) For each i D 1; : : : ; t , there exists an integer h.i/ such that bi 2 Gw
h.i/

and bi
is torsion free in Gw

h.i/
=Gw

h.i/C1
. Further, for each h, the system ¹bi W h.i/ D

hº is free in Gw
h.i/
=Gw

h.i/C1
.

(2) For each i D 1; : : : ; t , there exists and increasing function eF i , a positive inte-
ger `.i/ and a sequence j i1 ; : : : ; j

i
`.i/

such that, for any r > 0 and any integer

n with jnj � zF i .r/, there exists ni D .ni1; : : : ; n
i
`.i/
/ with

jniq j � Fj i
q
.r/ satisfying

bni D

`.i/Y

qD1

s
ni

q

j i
q

mod Gw
h.i/C1:

For x D .x1; : : : ; x`.i// 2 Z
`.i/, set

bi .x/ D

`.i/Y

qD1

s
xq

j i
q

2 G

and

K.r/ D

²
g 2 G W g D

tY

iD1

bi.xi /; xi D .xi1; : : : ; x
i
`.i// 2 Z

`.i/; jxiqj � Fj i
q
.r/

³
:

�en

#K.r/ �
tY

1

.2 zFi .r/C 1/:

Proof. �is a straightforward generalization of �eorem A.3. Instead of consider-

ing commutators and their natural weight function Fc , we consider arbitrary group

elements b with associated weight function zF with the property that b is free in

Gw
h
=Gw

hC1
, for some u; h, and bn, jnj � zF .r/, can be express modulo Gw

hC1
as

a �xed product of powers of generators with properly controlled exponents. �e

proof is essentially the same as that of �eorem A.3. Namely, for each .yi /
t
1 2 Z

t

with jyi j � zF i .r/, let yi D .yij /
`.i/
1 , 1 � i � t , be such that

b
uiyi

i D bi .yi / mod Gw
h.i/C1; 1 � i � t:
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Such a .yi /t1 exists by hypothesis. Assume that two sequences .yi /
t
1 and . Qyi/

t
1 are

such that
Qt
iD1 bi .yi / D

Qt
iD1 bi .Qyi /. �en by projecting on Gw

1 =G
w
2 and using

the assumed freeness of the collection of the bi ’s with h.i/ D 1 in Gw
1 =G

w
2 and

the fact that b
uiyi

i D bi .yi / in Gw
1 =G

w
2 ,we �nd that yi D Qyi for those i with

h.i/ D 1. �is implies y1 D Qy1: Proceeding further up in the weight �ltration

shows that we must have yi D Qyi for all 1 � i � t . �is shows that there are at

least
Qt
1.2

zF i .r/C 1/ distinct elements in K.r/, as desired.

Remark A.5. �eorem A.4 allows for much more freedom than �eorem A.3.

�is freedom is used in the proof of �eorem 3.4.

A.2. Commutator collection on free nilpotent groups. We prove the following

weak version of �eorem 2.10.

�eorem A.6. Referring to the setting and notation of �eorem 2.10, assume
that (2.1) and (2.2) hold true. �en there exist an integer t D t .G; S;w/; a con-
stant C D C.G; S;w/ � 1, and a sequence † of commutators (depending on
G; S;w)

c1; : : : ; ct with non-decreasing weights w.c1/ � � � � � w.ct /

such that

(i) For any r > 0, if g 2 G can be expressed as a word ! over C.S/˙1 with
degc.!/ � Fc.r/ for all c 2 C.S/ then g can be expressed in the form

g D
tY

iD1

c
xi

i with jxi j � Fci
.C r/ for all i 2 ¹1; : : : ; tº:

(ii) �ere exist an integer
p D p.G; S;w/

and a p-tuple .ij /
p
1 2 ¹1; : : : ; kºp (also depending on .G; S;w/ such that, if g

can be expressed as a word ! over ¹c˙1
i W 1 � i � tº with degci

.!/ � Fci
.r/

for some r > 0 then g can be expressed in the form

g D

pY

jD1

s
xj

ij
with jxj j � Fij .C r/:

Remark A.7. It must be the case that, for any j , the image of ¹ci W w.ci / D Nwj º

in Gw
j =G

w
jC1 generates Gw

j =G
w
jC1. �e key di�erence with �eorem 2.10 is that

�eorem A.6 does not identify a maximal subset of ¹ci W w.ci/ D Nwj º that is free

in Gw
j =G

w
jC1.
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�e proof of �eorem A.6 requires a number of steps. �e �rst observation

is that it is enough to prove �eorem A.6 in the case of the free nilpotent group

N.k; `/ on k generators s1; : : : ; sk and of nilpotency class `. Indeed, once �e-

orem A.6 is proved on N.k; `/, the same statement holds on any nilpotent G of

nilpotency class ` equipped with a generating k-tuple S via the canonical pro-

jection from N.k; `/ to G (by de�nition, the canonical projection is the group

homeomorphism from N.k; `/ onto G which sends the canonical k generators of

N.k; `/ to the given k generators of G).

Notation A.8. For the rest of this section, we assume that G D N.k; `/ is the free

nilpotent groupN.k; `/ equipped with its canonical generating setS D .s1; : : : ; sk/

and the multidimensional weight-system w generated by the .w1; : : : ; wk/. With-

out loss of generality, we assume that the commutator set C.S/ is equipped with

a total order � such that the function

w W C.S/ 3 c 7�! w.c/ 2 .0;1/ � R
d�1

associated with the given weight system w is non-decreasing. Hence, c � c0

implies w.c/ � w.c0/. In addition, we let F be a weight function system that is

compatible with w in the sense that (2.1) and (2.2) hold true.

Notation A.9. Recall that degc.!/ denotes the number of occurrences of c˙1 in

the word ! over C.S/. Similarly, we de�ne deg�
c .!/ to be the number of occur-

rences of c minus the number of occurrences of c�1 in a word over C.S/.

On C.S/, consider the map J such that J.s˙1
i / D s�1

i and J.Œa; b�/ D Œb; a�.

Abusing notation, we also write J.c/ D c�1. Note that J 2 is the identity. Restrict

J to C�.S/ D ¹c W J.c/ ¤ cº (where J.c/ D c is understood as equality as formal

commutator so that J.si / ¤ si and J.Œa; b�/ D Œa; b� if and only if a D b). Let C�
C

be the set of representative of C�.S/=J given by c 2 C�
C.S/ if and only if c D si

or c D Œa; b� with a � b.

It is convenient to enumerate all formal commutators in C�
C.S; `/ and write

C�
C.S; `/ D ¹c1; : : : ; ctº; t D #C�

C.S; `/:

Since ` is �xed throughout, we write

C�
C.S/ D C�

C.S; `/:

Note that, a priori, this list contains commutators that are trivial in N.k; `/. �is

does not matter although these formal commutators can be omitted if desired. Let

us describe the basic collecting process on Nk;`.
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Commutator collecting algorithm

� Given a word ! D c
�i1

i1
c
�i2

i2
:::c

�im

im
in C�

C.S/ [ C�
C.S/

�1; �rst identify the

commutator of lowest order with respect to �, say it is commutator cij , mark

all the contributions of cij to ! from left to right in order: ¹y1; :::; yqº; yj 2

¹c˙1
ij

º:

� Starting with y1, move y1; :::; yq to the left one by one by successive com-

mutation. Note that every time cij jumps backward over a commutator c, the

jump produces the sequence :::cij cŒc; cij �:::. It follows that all commutators

that are created in this process belong to C�
C.S/ and have weight � 2w.cij / �

w.cij /:

� After y1; :::; yq have been moved to the left, we obtain a word y1:::yq!
0 with

the same image as !, and where !0 is a word in commutators � cij :

� Apply the previous steps to !0, producing !00 and continue until the process

terminates after at most #C�
C.S/ steps.

�is proves the following weak version of M. Hall basis theorem [11, �eorem

11.2.3] (in Hall’s more sophisticated version, only the so called “basic” commuta-

tors are used and this results in a unique representation of any element ofN.k; `/).

Proposition A.10. Any element g 2 N.k; `/ has a representation

g D c
x1

1 c
x2

2 :::c
xt
t ; xi 2 Z:

Next we want to have some control over ¹xi ; 1 � i � tº: Let’s start with a

simple binomial counting lemma adapted from [11, p. 173] and [26]. We will use

the following notation. For any two commutators cj � ci , let Cn�1.i; j / be the

sets of all commutators c 2 C�
C.S/ such that there exist �0; : : : ; �n 2 ¹�1; 1º such

that c
�n

j D Œ� � � Œc�0 ; c
�1

i �; : : : ; c
�n�1

i � (as formal commutators in C.S/).

Lemma A.11. Consider a word ! in ¹cj W cj � ci º
˙1. Let m D degci

!, and
let ¹y1; :::; ymº, yj 2 ¹ c˙1

i º, be the left to right contribution of ci to !. For
0 � q � m; there is a word !q in ¹cj W cj � ciº

˙1 which starts with y1:::yq, whose
left to right contribution of c˙1

i is y1; : : : ; ym, and in which, for all cj � ci ,

degcj .!q/ � degcj .!/C q
X

c2C1.i;j /

degc.!/C
�
q

2

� X

c2C2.i;j /

degc.!/

C � � � C
�
q

`

� X

c2C`.i;j /

degc.!/

Further, if c0 denotes the lowest commutator in ! with c0 � ci then contributions
of commutators c with w.c/ � w.c0/C w.ci / remain unchanged in !q .
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Remark A.12. Note that, after we move all contributions of ci to ! to the left, we

obtain a word !m with same image as ! of the form

!m D cxi !
0
m

where x D deg�
ci
.!/, !0

m is a word in ŒC�
C.S/ \ ¹c � ciº�

˙1, and in which the

contributions of commutators c with w.c/ � w.c0/Cw.ci/ remain the same than

in !:

Proof. �e proof is by induction on q. It holds trivially for q D 0: �e induction

hypothesis gives us a word !q�1 with

degcj .!q�1/ � degcj .!/C .q � 1/
X

c2C1.i:j /

degc.!/C
�
q � 1

2

� X

c2C2.i;j /

degc.!/

C � � � C
�
q � 1

`

� X

c2C`.i;j /

degc.!/:

Now, we move yq to the left as in the collecting process by successive commuta-

tions. To keep track of contribution of cj ; notice that a new contribution of cj is

produced only if yq jumps over a commutator c˙1 such that

Œc˙1; yq� D c˙1
j :

Further,

w.Œc˙1; yq�/ D w.c/C w.ci / � w.c0/C w.ci /:

Hence, cj must satis�es

w.cj / � w.c0/C w.ci /:

�erefore we eventually get a word !q in ŒC�
C.S/ \ ¹c � ciº�

˙1 with �.!q/ D

�.!/, in which the left to right contribution of ci is the same as in !, which starts

with y1:::yq, and such that

degcj .!q/ � degcj .!q�1/C
X

c2C1.i;j /

degc.!q�1/:

Using the induction hypothesis on !q�1 and the fact that all brackets of length at

least `C 1 drop out,

X

c2C1.i;j /

degc.!q�1/ D
X

cDc˛2C2.i;j /

X̀

pD0

�
q � 1

p

� X

Qc2Cp.i;˛/

degQc.!/

�
X̀

pD1

�
q � 1

p � 1

� X

Qc2Cp.i;j /

degQc.!/:
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Hence, we have

degcj .!q/ � degcj .!q�1/C
X

c2C2.i;j /

degc.!q�1/

�
X̀

pD0

��
q � 1

p

�
C
�
q � 1

p � 1

�� X

Qc2Cp.i;j /

degQc.!/

D
X̀

pD0

�
q

p

� X

Qc2Cp.i;j /

degQc.!/:

Lemma A.13. �ere exists a constant C > 0 such that for any word ! in
ŒC�

C.S/ \ ¹c � ciº�
˙1 with degc ! � Fc.d/ for all c � ci , there exists a word

!0 in ŒC�
C.S/\ ¹c � ci º�

˙1 in collected form:

!0 D
tY

jDi

c
xj

j

such that �.!0/ D �.!/, xj D deg�
cj
! for those j such that w.cj / � 2w.ci / andˇ̌

xj
ˇ̌

� Fcj .Cd/ for all i � j � t:

Proof. �e proof is by backward induction on i . For i D t , the statement holds

trivially since commutators with c � ct commute.

Suppose the assertion holds for i C 1: As in the lemma, consider a word ! on

ŒC�
C.S/\¹c � ciº�˙1. Let ¹y1; :::; yqº be the contribution of ci to !, q D degci

!:

�e previous lemma yields

!q D y1:::yq!
0
q;

where !0
q is a word in ŒC�

C.S/\¹c � ciC1º�
˙1. From the hypothesis on the degrees

of !;

degcj .!k/ �
X̀

pD0

�
k

p

� X

c2Cp .i;j /

Fc.d/

By de�nition, if c 2 Cp.i; j / then

FcF
p
ci

D Fcj :
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Further,

#Cp.i; j / � t D #C�
C.S/

and

q D degci
! � Fci

.d/:

�erefore, we obtain

degcj .!q/ � tFcj .d/

�X̀

pD0

�
q

p

�
Fci
.d/�p

�

� tFcj .d/

�X̀

pD0

qpFci
.d/�p

�

� t .1C `/Fcj .d/:

By assumption (2.1), there exists a constant C1 such that

t .1C `/Fc.d/ � Fc.C1d/

for all c and d � 1:

Lemma A.13 with i D 1 proves �eorem A.6(i). Next we work on improv-

ing �eorem A.6(i) in the special case of the free nilpotent group N.k; `/. �is

improvement will be instrumental in proving �eorem A.6(ii). It is based on the

following important Lemma.

Lemma A.14. For each j ,N.k; `/wj =N.k; `/
w
jC1 is a �nitely generated free abelian

group.

Proof. �e proof is by a backward induction on `. If ` D 1, N.k; 1/ is the free

abelian group on k generators and the desired result holds by inspection. Let

g 2 N.k; `/wj such that g … N.k; `/wjC1. Let N` D N.k; `/` be the center of

N.k; `/ (i.e., the subgroup generated by commutators of length `). Assume �rst

that g 2 N.k; `/wjC1N`. Since

N.k; `/wjC1N`=N.k; `/
w
jC1 ' N`=ŒN.k; `/

w
jC1 \N`�;

and N.k; `/wjC1 \ N` is generated by the basic commutators of weight Nwj and

length `, N`=ŒN.k; `/
w
jC1 \N`� is torsion free. It thus follows that g is not torsion

in N.k; `/wj =N.k; `/
w
jC1.
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Now, consider the case when g 62 N.k; `/wj N`. Let g0 be the projection of g in

N.K; `/=N` D N.k; ` � 1/. Clearly g0 2 N.k; ` � 1/wj and g0 62 N.k; ` � 1/wjC1

because the inverse image ofN.k; `�1/wjC1 under this projection isN.k; `/wjC1N`.

Further,

N.k; `/wj N`=N.k; `/
w
jC1N` ' N.k; `� 1/wj =N.k; `� 1/wjC1:

By the induction hypothesis, g0 is not torsion in N.k; ` � 1/wj =N.k; ` � 1/wjC1:

It follows that g is not torsion in N.k; `/wj =N.k; `/
w
jC1:

Next, let .bi /
�
1 be a sequence of elements of C�

C.S/ such that ¹bi W w.bi/ D Nwj º

projects to a basis of N.k; `/wj =N.k; `/
w
jC1. Let Rw

j be the rank of this torsion

free abelian group and set m0
j D

Pj
1 R

w
i so that � D m0

j�
. Set also mj D

max¹i W w.ci/ D Nwj º. Without loss of generality, we can assume that our ordering

on C�
C.S/ is such that

.bi /
m0

j

m0
j �1

C1
D .cj /

mj �1CRw

j

mj �1C1 :

Lemma A.15. Referring o the above setup and notation, there exists a constant
C > 0 such that for any word ! in ¹ci W w.ci / � Nwhº

˙1 with degcj ! � Fcj .d/ for
all j; there is a word !h

!h D
�Y

jDm0
h�1

C1

b
xj

j

such that
�.!h/ D �.!/

and
jxj j � CFcj .Cd/; m0

h�1 C 1 � j � m0
h:

Proof. �e proof is by backward induction on h: When h D j�; N.k; `/
w
j�

is

abelian and this is just linear algebra.

For a word ! as in the lemma, Lemma A.13 gives a word

!0 D
Y

i�mh�1C1

c
xi

i ; jxi j � Fci
.Cd/

with the same image as !. Set

I1.h/ D ¹mh�1 C 1; : : : ; mh�1 CRw
h º;

I2.h/ D ¹mh�1 CRw
h C 1; : : : ; mhº:
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For i 2 I2.h/, ci has the same image than

Y

j2I1.h/

c
zj;i

j vi

with vi a word in ¹cp W w.cp/ � NwhC1º
˙1. Hence

!00 D
Y

j2I1.h/

c
xj

j

Y

i2I2.h/

� Y

j2I1.h/

c
zi;j

j vi

�xi Y

p>mh

c
xp
p

has the same image than !. Applying Lemma A.13 to this word !00 gives

!0
h D

Y

j2I1.h/

c
xj C

P
i2I2h zi;j xi

j

Y

p>mh

c
x0

p
p

with the same image than !00 and jx0
p j � Fcp .Cd/ for p > mh. Further, since

Fci
' Fcj ' Fh, for i 2 I1.h/; j 2 I2.h/, we have

jxj C
X

i2I2.h/

zi;jxi j � Fcj .Cd/:

Applying the induction hypothesis to rewrite
Q
p>mh

c
x0

p
p �nishes the proof.

�eorem A.16. Assume that the free nilpotent group N.k; `/ is equipped with
its canonical generating k-tuple S D .s1; : : : ; sk/ and a weight system w and
weight-function system F such that (2.1) and (2.2) hold true. Let bi , 1 � i � � ,
be a sequence of elements of C �

C.S/ with w.bi/ � w.biC1/, 1 � i � � � 1

and such that, for each j , ¹bi W w.bi/ D Nwj º is a basis of the free abelian group
N.k; `/wj =N.k; `/

w
jC1. �en

(i) Any element g 2 N.k; `/ can be expressed uniquely in the form

g D

�Y

iD1

b
xi

i ; xi 2 Z; i 2 ¹1; : : : ; �º:

Further,
F �1
S .kgkC.S/;F/ ' max

1�i��
¹F�1
bi
.jxi j/º:

(ii) �ere exist an integer p and .ij /
p
1 2 ¹1; : : : ; kºp such that any g 2 N.k; `/

with kgkC.S/;F � FS .r/, r > 0, can be expressed in the form

g D

pY

jD1

s
yj

ij
with jyj j � Fij .C r/; j 2 ¹1; : : : ; pº:
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Remark A.17. �is result is a strong version of �eorem 2.10 in the special case

when G D N.k; `/.

Proof of (i). �e �rst assertion follows from Lemma A.15. Uniqueness is clear

if one considers the projections of g onto the successive free abelian groups

N.k; `/wj =N.k; `/
w
jC1:

�e proof of the the second assertion requires some preparation. Given a com-

mutator c with length m � `; let � D �1:::�m be the formal word on the alphabet

S obtained from c by removing brackets and inverses. For Ea D .a1; :::; a`/ 2 Z
`;

‚.Ea; c/ is de�ned as the expression we get by substituting in c each�i by �
ai

i , while

keeping all the brackets and signs unchanged. For example, if c D ŒŒsi1 ; s
�1
i2
�; s�1

i3
�;

and Ea D .a1; a2; a3; 0; :::; 0/;we have

‚.Ea; c/ D ŒŒs
a1

i1
; s

�a2

i2
�; s

�a3

i3
�:

Lemma A.18. For a commutator c with length m � `; let � D �1:::�m be the for-
mal word associated with it. Suppose a1; :::; am 2 Z are such thatˇ̌
aj
ˇ̌

� F�j
.d/ for all 1 � j � m, d > 0. Set Ea D .a1; :::; am; 0; :::; 0/ 2 Z

`

and consider the element u 2 N.k; `/ such that

uca1:::ak D ‚.Ea; c/:

�en u can be represented by a word ! on ¹cj W w.cj / � w.c/º˙1 with

degcj .!/ � Fcj .Cd/ for all cj with w.cj / � w.c/.

Proof. �e proof is by induction on the length m of the commutator c. When

m D 1, the statement is trivial.

Suppose the statement is true for commutators of length � m � 1: Let c be

a commutator with length m; say c D Œf1; f2�; where f1; f2 are commutators of

length m1; m2 < m. Write Ea1 D .a1; : : : ; am1
; 0; : : : ; 0/ and Ea2 D .am1C1; : : : ;

am1Cm2
; 0; : : : ; 0/, then by de�nition

‚.Ea; c/ D Œ‚.Ea1; f1/; ‚.Ea2; f2/�:

By the induction hypothesis,

‚.Ea1; f1/ D u1f
a1:::am1

1 ; ‚.Ea2; f2/ D u2f
am1C1:::am1Cm2

2

where u1 can be represented by a word !1 in commutators cp with w.cp/ � w.f1/

and degcp .!/ � Fcp .Cd/. Similarly, u2 can be represented by a word !2 in

commutators cp with w.cp/ � w.f2/ and degcp .!/ � Fcp .Cd/:
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Suppose w.f1/ D Nwh1
; w.f2/ D Nwh2

; and w.Œf1; f2�/ D Nwh. By the natural

group homomorphism

Nw
h1
=Nw

h1C1 ˝Nw
h2
=Nw

h2C1 �! Nw
h =N

w
hC1;

we have that

Œ‚.Ea1; f1/; ‚.Ea2; f2/� � Œf
a1:::am1

1 ; f
am1C1:::am1Cm2

2 � mod Nw
hC1

� Œf1; f2�
a1:::am1Cm2 mod Nw

hC1

� ca1:::am mod Nw
hC1:

�erefore u D ‚.Ea; c/c�a1:::am 2 Nw
hC1

; and since

u D Œu1f
a1:::ak1

1 ; u2f
ak1C1:::ak1Ck2

2 �c�a1:::ak ;

it can be represented by a word ! such that degci
! � 5Fci

.Cd/ for all i:�en by

�eorem A.16(i), we have

u D
Y

j W w.bj /� Nwh

b
xj

j :

with
ˇ̌
xj
ˇ̌

� Fbj
.C 0d/.

Lemma A.19. For any h, there exist constantsMh > 0 and Ch > 0 such that, for
any c 2 C�

C.S/ with w.c/ � Nwh, there a integer p D p.c/ with 0 � p � Mh and
a p-tuple .i1; : : : ; ip/ 2 ¹1; : : : ; kºp, such that for any x 2 Z with jxj � Fc.d/,
d > 0, we have

cx D s
x1

i1
s
x2

i2
:::s

xp

ip
with xj 2 Z; jxj j � Fij .Cd/; j D 1; : : : ; p:

Proof. �e proof is by backward induction on h. When h D j� and c is a com-

mutator with w.c/ D Nwj� ; let � D �1:::�m, �i 2 ¹s1; : : : ; skº be the formal word

associated with c (by forgetting brackets and inverses). Write

x D a0
Y

1�j�m

�
F�j

.d/
˘

C a1
Y

2�j�m

�
F�j

.d/
˘

C � � � C am�1 bF�m
.d/c C am
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with aj 2 Z, ja0j � C and
ˇ̌
aj
ˇ̌

� F�j
.d/: Write

Ea0 D .a0
�
F�1

.d/
˘
;
�
F�2

.d/
˘
:::; bF�m

.d/c/;

Eaj D .1; :::; 1„ƒ‚…
j�1

; aj ;
�
F�j C1

.d/
˘
; :::; bF�m

.d/c/;

then

cx � ‚.Ea1; c/:::‚.Eak; c/ mod N.k; `/wj�C1:

Since N.k; `/wj�C1 D ¹eº; we actually have equality. Unraveling the brackets in

‚.Eaj ; c/we get an expression in the powers of the generators satisfying the desired

conditions.

Suppose the claim holds for hC 1: Given a commutator c with w.c/ D Nwh, let

again �1; : : : �m (m depends on c) be the formal word on the generators associated

with c. For x 2 Z, jxj � Fc.d/, decompose x as above and use Lemma A.18 to

write

cx D u�1
0 ‚.Ea0; c/ : : : u

�1
m ‚.Eam; c/;

where ui 2 N.k; `/w
hC1

can be represented by a word !i with degcj �i � Fcj .Cd/

for all j: By Lemma A.15, ui can also be represented in the form
Q
j�hC1 b

yi;j

j

with jyi;j j � Fbj
.Cd/. Applying the induction hypothesis to each terms of these

products we can now write cx in the desired form cx D s
x1

i1
s
x2

i2
:::s

xp

ip
.

Proof of Assertion (ii) in �eorem A.16. By �eorem A.16(i), any g 2 N.k; `/

with kgkS;F � F�1
S .r/, r > 0, as a unique representation of the form g D

Q�
1 b

xj

j

with jxj j � Fbj
.C r/. Applying Lemma A.19 with c D bj ; x D xj for each

j D 1; : : : ; � produces a sequence ..in/
p
1 (independent of g) and a sequence

.x0
n/ 2 Z

p (depending on g) with jx0
nj � Fsin .C r/ for all n 2 ¹1; : : : ; pº and

such that

g D

pY

1

s
x0

n

in
:

A.3. End of the proof of �eorem 2.10. In order to �nish the proof of �e-

orem 2.10 for a general �nitely generated nilpotent group G, we simply need to

improve upon �eorem A.6(i). Namely, �eorem A.6(i) provide a decomposition

of any element g with kf kC.S/;F � FS .r/ in the form

g D
tY

1

c
xi

i ; jxi j � Fci
.C r/:

Here .ci /
t
1 is an enumeration of C�

C.S/ so that w.ci/ � w.ciC1/.
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Now, let .bi /
�
1 be a collection of formal commutators with w.bi/ � w.biC1/.

For j 2 ¹1; : : : ; j�º, let

mj D max¹i W w.bi / D Nwj º:

Clearly,w.bi/ D Nwj if and only ifmj�1C1 � i � mj . Recall thatRw
j is the torsion

free rank of the abelian group Gw
j =G

w
jC1. We make two natural assumptions on

the sequence .bi /:

(A1) For each j , ¹b0
i W mj�1 < i � mj º generates Gw

j modulo Gw
jC1.

(A2) For each j , ¹b0
i W mj�1 < i � mj�1 CRw

j º is free in Gw
j =G

w
jC1.

Note that, since Rw
j is the torsion free rank of Gw

j =G
w
jC1, (A2) implies that

(the image of) ¹b0
i W mj�1 < i � mj�1 CRw

j º generates a subgroup of �nite index

in Gw
j =G

w
jC1.

Lemma A.20. Referring to the notion introduce above, assume that .bi /�1 satis-
�es (A1). �en there exists C 2 .0;1/ such that, for any h D 1; : : : ; j�, any g 2 G

that can be written in the form

g D
Y

i W w.ci /� Nwh

c
xi

i ; jxi j � Fci
.r/;

can also be written in the from

g D
Y

i W w.bi /� Nwh

b
yi

i ; jxi j � Fbi
.C r/:

Proof. �e proof is by backward induction on h and is similar to the proof of

Lemma A.15. �e details are omitted.

Proposition A.21. Assume that, for each j , the image of

¹bi W mj�1 C 1 � i � mj�1 CRj º

in Gw
j =G

w
jC1 generates a subgroup of �nite index in Gw

j =G
w
jC1. �en there exists

a constant C > 0 such that for any word ! in ¹bi W w.bi / � Nwhº
˙1 with degbi

! �

Fbi
.r/ for all i; there is a word !0 of the form

!0 D
�Y

iDmh�1C1

b
xi

i

with

jxi j �

8
<
:
Fbi

.C r/ for mj�1 C 1 � i � mj�1 CRw
j ;

C for mj�1 CRw
j C 1 � i � mj

for j 2 ¹h; : : : ; j�º and such that �.!0/ D �.!/.
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Proof. �e proof is by backward induction on h. When h D j�,Gw
j�

is abelian and

the desired result holds.

In general, let ! as in the proposition. By Lemmata A.13–A.20, we obtain a

word

!1 D
tY

jDmh�1C1

b
xj

j with jxj j � Fbj
.C r/ for all j � mh�1 C 1

and such that

�.!/ D �.!1/:

By hypothesis, the images of the commutators bj ; mh�1C1 � j � mh�1CRw
h

,

generates a subgroup of �nite index in Gw
h
=Gw

hC1
. Let Nh denote the index. �en

for mh�1 CRw
h

C 1 � j � mh; there exists a
.j /
1 ; :::; a

.j /

Rw

h

2 Z such that

b
Nh

j D b
a

.j /
1

mh�1C1:::b
a

.j /

Rw

h

mh�1CRw

h

mod Gw
hC1;

that is

�.b
Nh

j / D �.b
a

.j /
1

mh�1C1:::b
a

.j /

Rw

h

mh�1CRw

h

vj /;

where vj is a word in ¹ci W w.c/ � NwhC1º
˙1: In

!1 D
tY

jDmh�1C1

b
xj

j ;

for each j 2 ¹mh�1 CRw
h

C 1; : : : ; mhº; write

xj D zjNh C yj ; with 0 � yj < Nh,

and replace b
Nh

j by the word

!j D b
a

.j /
1

mh�1C1:::b
a

.j /

Rw

h

mh�1CRw

h

vj :

�is produce a new word

!0
1 D

mh�1CRw

hY

jDmh�1C1

b
xj

j �

mhY

jDmh�1C1CRw

h

!
zj
j b

yj

j �
tY

jDmhC1

b
xj

j

satisfying �.!0
1/ D �.!1/. For mh�1 C 1 � j � mh�1 CRw

h
;

degbj
!0
1 �

ˇ̌
xj
ˇ̌
C

X

mh�1CRw

h
C1�i�mh

ja.i/j�mh�1
j jxi j ;
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By hypothesis, degbj
! � Fbj

.Cd/ � Fh.C1d/ for all mh�1 C 1 � j � mh and

max¹ja.i/n j W mh�1 C Rw
h C 1 � i � mh; 1 � n � Rw

h º D Ch < 1:

Hence, for mh�1 C 1 � j � mh�1 CRw
h

, we obtain

degbj
!0
1 � C1.mh �mh�1/Fh.Cd/ � Fh.C2d/:

Formh�1CRw
h

C1 � j � mh, degbj
! � Nh. Finally, for any c 2 ¹ci W 1 � i � tº

with w.c/ � Nwh, we have Fc � Fh and

degc !
0
1 � degc !1 C

X

mh�1CRw

h
C1�k�mh

jzk j degc vk

� Fc.C3d/:

Applying Lemmata A.13–A.20 to !0
1; we obtain a word !0 with �.!/ D �.!0/

and

!2 D

mh�1CRw

hY

jDmh�1C1

b
exj

j

mhY

jDmh�1C1CRw

h

b
yj

j

Y

j>mh

b
exj

j

where
ˇ̌
exj
ˇ̌

� Fh.C1d/ for mh�1 C 1 � j � mh�1 C Rw
h

I 0 � yj < Nh for

mh�1 CRw
h

C 1 � j � mh, and
ˇ̌
Qxj
ˇ̌

� Fcj .C
0
2d/ for all j > mh: Now, apply the

induction hypothesis to
Qt
jDmhC1 b

exj

j ; to obtain the desired conclusion.

We end with the following simple improvement of the last statement in �eo-

rem 2.10. �e proof is a simple combination of the previous proposition together

with Lemma A.19.

�eorem A.22. Let G be a nilpotent group equipped with a generating k-tuple
S D .s1; : : : ; sk/. Let w, F be weight and weight-function systems on S satisfy-
ing (2.1) and (2.2). Let † D .c1; : : : ; ct / be a tuple of formal commutators in
C.S/ with non-decreasing weights w.c1/ � � � � � w.ct /. Letmj , j D 0; : : : ; j� be
de�ned by

¹ci W w.ci/ D Nwj º D ¹ci W mj�1 < i � mj º:

Assume that (the image of) ¹ci W w.ci/ D Nwj º generatesGw
j moduloGw

jC1 and that
¹ci W mj�1 < i � mj�1 CRw

j º is free in Gw
j =G

w
jC1.
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�ere exist an integer p D p.G; S;F/, a constant C D C.G; S;F/ and a
sequence .i1; : : : ; ip/ 2 ¹1; : : : ; kºp such that if g can be expressed as a word !
over C.S/ with degc.!/ � Fc.r/ for some r � 1 and all c 2 C.S/ then g can be
expressed in the form

g D

pY

jD1

s
xj

ij
with jxj j � C

8
<
:
Fij .r/ if sij 2 core.S;w; †/;

1 if sij 62 core.S;w; †/:
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